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L-shell ionization in near-central collisions of heavy ions with lowZ atoms
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The Ka x-ray emission spectra of Ca, Ti, Cr, and Fe targets bombarded by 2—19-MeV/amu C, O, and Ne
ions were measured by means of high-resolution crystal diffractometryK TNex-ray satellite lines appearing
in these spectra as a result of the radiative decay of atomic states with one holeistib# andN in the L
subshells could be resolved, and their relative intensities determined. The latter were corrected to account for
the intra-atomic rearrangement processes precedinl§ theay emission. From the values obtained the heavy
ion inducedL-shell vacancy distribution was then deduced for each collision. Significant deviations from the
binomial distribution were observed. The discrepancies could be slightly diminished by assuming that the
L-shell vacancy production is due to two uncorrelated processes: direct Coulomb ionization ant-tirglét
electron capture into the projectite shell. A newKLN vacancy yield distribution model based on statistical
considerations was built, which takes into account both mechanisms of vacancy production. The average direct
L-shell ionization probabilities per electron related to the investigated collisions were determined by fitting this
distribution to the corrected experimentalacancy yields, employing results of three-body classical trajectory
Monte Carlo(CTMC) calculations for the electron capture probabilities. The so-obtained direct ionization
probabilities were found to be somewhat smaller than the ones deduced from the standard binomial distribu-
tion, especially in low-energy collisions for which electron capture is more important. It was furthermore
observed that CTMC calculations significantly overestimate the direct ionization probabilities found in the
present experiment. To a smaller extent, the same holds for the geometrical model predictions, whereas
theoretical results from the semiclassical approximation model were found to reproduce the experimental data
better.

PACS numbg(s): 32.80.Hd, 32.30.Rj, 32.70.Fw

[. INTRODUCTION theKa andK B diagram lines. Measurements of the intensity
distribution of theKLN satellite lines can be used to study
Measurements of x-ray spectra emitted from target atomghe L-shell ionization probability in near-central collisions of
after collisions with fast ions provide important information ions with target atoms. This method has been well explored
about the structure of ionized atoms, and also about th& the past for determination of tHe-shell ionization prob-
mechanisms involved in their production. If the experimentalabilities of light elements induced by heavy idris-6]. The
resolution is comparable to the natural widths of the emiswvalidity of the independent particle approximation for the
sion lines, rich structures containing diagram and satellitalescription of multiple inner-shell ionization has been
lines can be observed in the x-ray spectrum of the targepointed out in most of these works. Later the satellite method
Satellite lines correspond to photons emitted in the radiativevas applied also to mid-[7—10] and heavy{11] elements.
transitions of multiply ionized atoms. Due to differences inin these studies a detailed analysis has been performed, tak-
nuclear charge screening, they are shifted to higher energidéisg into account the change of tikeshell fluorescence yield
compared to the photons emitted in transitions of singly ion-due to the additional vacancies in the inner shells, and also
ized atoms. The energy shift of the satellite line increaseshe electron rearrangement taking place in the time interval
with the principal quantum number of the electron, which isbetween the collision and x-ray emission. The initial vacancy
active in the transition, and decreases with the principatlistribution can indeed be significantly different from that
quantum number of the additional vacancy. If the ionizationcorresponding to the measured satellite lines. Besides direct
of the K shell is accompanied by ionization in theshell,  Coulomb ionization, which is the dominant ionization
KLN satellite lines are observed on the high-energy tails ofnechanism in highly asymmetric collisionsZ fjeciile
<Zage), Other ionization processes that contribute to the
production of the inner-shell vacancies were also considered
*Present address: European Synchrotron Radiation Facilityn these previous works.

(ESRB, F-38043 Grenoble, France. The satellite method has several advantages compared to
"Present address: Institute for Theoretical Physics, Vienna Univermeasurements of the absolute x-ray transition yields,
sity of Technology, A-1040 Vienna, Austria. which are commonly used for the studylofhell ionization.
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Since theK LN satellite lines require the presence dfahell  tensities of 20-100 nA were used. As the target foils em-
vacancy, such collisions can be treated as central in thBloyed in our experiment were relatively thick, the effective
L-shell scale. Thé-shell ionization obtained in this manner beam energies producing the observed x rays were calcu-
is therefore valid only for smalinear-zerp impact param- lated, taking into account the energy losses of the projectiles
eters. This offers more severe tests for the theoretical predidn the targets, the energy dependence ofKhkghell ioniza-
tions than the measurements of the total cross sectionipn cross sections, and the absorption of the x rays on their
where the impact parameter dependence is smeared out kay out from the targets.
the integration process. Another advantage of this particular The target x-ray emission was measured with a high-
approach is that uncertainties of the Auger and Costerresolution von Hamos Bragg crystal spectrometer which was
Kronig yields enter only through the calculation of the rear-presented in detail in Refl12]. The basic elements of the
rangement taking place before the x-ray emission. As a corspectrometer were the target-slit system which defined the
sequence of the short lifetime of tlkeshell vacancy, these x-ray source viewed by the crystal, a crystal which was cy-
corrections are generally small so that thehell ionization lindrically bent around an axis parallel to the dispersion
probabilities are only moderately affected by the uncertainplane, and a position-sensitive x-ray detector. The von Ha-
ties of the Auger and Coster-Kronig yields, in contrast to themos spectrometer provided focusing in the nondispersive di-
direct method. rection. For a set crystal-detector position the geometry per-
The L-shell ionization study presented in this paper treatamitted collection of x rays over an energy bandwidth limited
several light element&Ca, Ti, Cr, and Feionized by impact by the detector length. To cover wider energy regions the
with C, O, and Ne ions in the energy range 1.5-19 Mev/amwerystal and the detector could be translated along their axes
which covers a wide domain of projectile reduced velocitiesin such a way that the slit-to-crystal and crystal-to-detector
(vproj/vL=1~1-5). ThelL-shell vacancy distributions in- distances were kept equal. The whole spectrometer was en-
duced by these collisions were deduced from the relativelosed in a 18862x24.5cn? stainless-steel chamber
intensities of theK LN satellites, taking into account the elec- evacuated by a turbomolecular pump down to itbar.
tron rearrangements and the changes in the fluorescence Emitted photons were reflected in the first order by the
yields due to additional vacancies in thehell. Our aim was (200 reflecting planes of a LiF crystal. The curvature radius
to extract the singld_-shell direct ionization probabilities of the 5-cm-wide and 10-cm-high crystal was 25.4 cm, and
from the initial vacancy distributions thus determined. Thisthe reflecting area was 310 cnf. Reflected photons were
goal, however, could not be achieved straightforwardly bedetected by a 27.65-mm-long and 6.9-mm-high Peltier-
cause, besides direct ionization, electron capture into the pr@ooled(charged coupled devig€CCD) detector. The deple-
jectile K shell and the shake process also contribute to théion depth of the detector was 50m. The detector which
L-shell vacancy production. The shake contribution was deeonsisted of 1024 256 pixels, each having a size of 27
termined directly from complementary measurements of the< 27 um?, was thermoelectrically cooled te-60°C. The
corresponding spectra produced by photoionization with anliffracted x rays hitting the CCD built a two-dimensional
x-ray tube. This contribution was found to be negligible aspattern on the detector plane. The horizontal axis corre-
compared to the direct ionization. Conversely, classical trasponded to the energy axis of the spectrum, while the vertical
jectory Monte Carlo(CTMC) calculations showed that at dimension merely increased the collection area. The mea-
low projectile velocities §y~1—2) the capture df electrons  sured two-dimensional image was projected on the horizon-
of the target atom into th& shell of the projectile starts to tal axis to obtain the final energy spectrum. Due to the rela-
compete with the direct ionization. Since the capture procestvely good energy resolution of the CCD detector, an energy
cannot be directly separated from the direct ionization, a stawindow could be set according to the energy of the measured
tistical model was built which describes the vacancy yieldx rays in order to reject higher-order reflections and back-
distribution, taking the two presumably uncorrelated mechaground events. Each image collected during the acquisition
nisms into account. The direct ionization probabilities wereof the spectrum was filtered by this procedure. Since the
then deduced by applying this model, with incorporated27-um spatial resolution was not needed in our setup, we
CTMC capture probabilities, to the experimental vacancyperformed a software binning of four CCD columns together
distributions. The results obtained were compared with thén order to obtain higher intensities in the position spectra.
theoretical predictions computed within the semiclassical The experimental resolution was defined mainly by the
(SCA) approximation, CTMC, and the geometrical model. slit which defined the width of the spot viewed by the crys-
tal. A slit width of 0.2 mm was chosen to give an experimen-
Il. EXPERIMENT tal resolu.tion close to the natural broa_dening of the _observed
spectral lines. The final energy resolution as determined from
The experiment was performed at the variable energy cythe photoinduced spectra was around 1.3 eV at 3.7 keV. The
clotron of the Paul Scherrer Institute in Villigen, Switzer- measured spectra were corrected for the inhomogeneous
land. Metallic foils of Ca(15.5 mg/cri), Ti (1.36, 2.71, and beam intensity profile on the target. No significant fluctua-
5.42 mg/cm), Cr (1.44, 2.88, 4.31, and 5.03 mg/@mand tion of the detector efficiency along the direction of disper-
Fe (1.57, 3.15, and 5.51 mg/dnwere bombarded by 34- sion was observed. The crystal reflectivity was assumed to
MeV C?*, 72-MeV C*, and 134-MeV €' ions, 28-MeV  be constant over the surface contributing to the diffraction.
0?", 64-MeV C**, and 230-MeV &' ions, and 43-MeV  This assumption was probed by measuring thek@uline in
Ne*", 160-MeV Né*, and 380-MeV N&" ions. Beam in- second order of reflection at different crystal positions. No
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significant fluctuations in line intensity were obserJéa). 6000 ] ' - ' '
In order to determine the crystal reflectivity variation as a KL
function of the energy of the diffracted photons the, and 5000 -
K B13 x-ray lines of Ca, Ti, Cr, and Fe were measured. The
target x-ray emission was produced by photoionization with
an x-ray tube. From the comparison of the measured
[ (Kaq):1(KB13) intensity ratios with the corresponding the-
oretical predictiong13], the relative variation of the crystal
reflectivity [R(Ka1) —R(KB13) ]:R(Ka4) was determined
for each target. The reflectivity variation over the energy 1000+
intervals corresponding to the measukdd" satellite spectra
was then computed from a linear interpolation of the results
obtained with theK; and K 3,5 lines. On narrow energy 8000
intervals, the variation of the crystal reflectivity is indeed
linear as shown by calculations performed with X code

4000 4

3000+

2000

Yield [counts]

KL2 Ti + 64 MeV O°

6000

[14,15. For two neighboring satellite lines the reflectivity £
correction was 1.8% for Ca, 1.1% for Ti, and 0.6% for Fe, § 4000 4 |
while for Cr a negligibly small value was obtained. Although 3’
the L-shell ionization probabilities were found to be only &

slightly affected by these corrections, for each target the rela- 2000
tive satellite yields were corrected to account for the noncon-

stant reflectivity of the crystal. ThELN x-ray satellite spec- 5000 / . .
tra of Ca, Ti, and Cr bombarded with 28-, 64- and 230-MeV 450 455 460 465
O ions are presented for illustration in Fig. 1.

We also measured the photoindudéd x-ray spectra of 1
the same elements by irradiating the targets with the brems-
strahlung of a Cr x-ray tube operated at 20k¥0 mA. The
photoinduced spectra were used for the determination of the
shake contribution as well as for the energy calibration of the
heavy-ion-induced spectra.

4000

3000 -

2000 -

Yield [counts]

1000
Ill. DATA ANALYSIS

A. Fitting procedure 5.40 545 5.50 555

In a multiply ionized atom the additional vacancies reduce Energy [keV]
the nuclear charge sc_:reening. As a result the x-rays emitted FIG. 1. Measurek LN satellite spectra of Ca, Ti, and Cr after
by Su_Ch atom‘?‘ are_Sh'fted toward hlghelr epergles. As alreadé(ombalrdment with 28-, 64-, and 230-MeV O ions, respectively.
mentioned, this shift depends on the principal quantum num-
ber of both the electron undergoing the transition, and theatellites are much less shifted in energy thasatellites
inner-shell spectator vacancy. If we concentrate onkth& and, in general, they cannot be resolved from their parent
satellites, the energy shift actually also depends on the sulagiagram line. They appear in the spectra as asymmetric struc-
shell where the spectator vacancy is located. Consideringures on the high energy side of tKé.° lines. They are also
different coupling possibilities of the total angular momentapresent in theK LN satellite lines, but their asymmetric con-
of the open subshells, each of su¢chN satellite lines can be  tribution is smeared out due to the additiohashell vacan-
composed of many components. Since the energy shifts beies. In order to obtain reliable intensity distributions, the
tween the components are usually smaller than their natura{L° lines were fitted in a different way. At first, we analyzed
widths, and as they are convoluted with the spectrometethe photoinduce& x-ray spectra. In this cas€L and KM
response function, théLN satellites can only be observed as double excitations can only result from shakeup and shakeoff
broad lines even if the experimental resolution is extremelyprocesses, and are thus much weaker than in collisions in-
good. Therefore th&LN satellite spectra consist of several volving heavy ions. Actually in the spectra produced by
almost symmetric satellite lines. The latter can be fitted withphotoionization no asymmetry was observed on the high-
single Voigt profiles which result from the convolution of the energy sides of the well resolvelfla; and Ka, diagram
Lorentzian with the Gaussian distribution. The situation islines (see e.g., Fig. # The latter could therefore be fitted
different for theKLP lines. At the beam energies used in our with a single Voigt profile each. The energies and widths of
experiment, theL-shell ionization is accompanied by sub- the two Voigtians obtained from that first stage of the analy-
stantialM-shell ionization. The degree d-shell ionization  sis were then kept fixed in the fits of the heavy-ion-induced
at the moment of x-ray emission is even enhanced by th&L° lines. The unresolveM satellite structures of the latter
rearrangement processes governed mainly byLtheuger  were accounted for by adding in the fit an asymmetric profile
transitions producing additional vacancies in Meshell. M to each Voigtian. Slight asymmetry was also observed on the
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Norm. chisq=1.4435
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FIG. 2. KLN satellite spectrum of Ti ionized
by 64-MeV O ions. The spectrum was fitted with
the model presented in the text. Voigt profiles
were used for the satellite lines. TheL? line
was fitted with two Voigt functions of fixed
widths obtained from the photoinduced spectra,
and two asymmetric lines describing thesatel-
lites.

Yield [counts]
o
S

4.6  4.62

Energy [keV]

low-energy tail of theKL?! line. The multiconfiguration whereX denotes the x-ray line intensitythe initial vacancy
Dirac-Fock calculatior{16] revealed that th&KL! satellite vyield, andwy, is the partial fluorescence yield for thea
line is composed of 12 components originating from transitransition. The factorsRy are the rearrangement factors
tions between different configuration state functions. Most ofwhich give the probability that th& shell vacancy in the
them are situated within an energy gap of 5 eV, whereas twatom withN L-shell andm M-shell vacancies has been pro-
of them (*Sy—*P; and 'P,;—'S;), which represent less moted to an higher shell within the lifetime of theshell
than 10% of the totakL® line intensity, are shifted by 10 eV hole. The rearrangement factors for thesubshells can be
to the lower energies. In the measured spectra they manifegtritten as[10]

themselves only as an asymmetry of tik? line, and they

were accounted for by adding an additional peak 10 eV be-

low the Voigtian describing the main part of tie_* line. LL(M™(1=3f;(LNM™)
With this model we were able to fit the measured spectra Ri",‘N= T, (M™) T (L"M™) ,
satisfactorily and to obtain reliable intensity distributions for Li K

the KLN lines. An example of such a fit is presented in Fig.
2. The fitting procedure was performed using Hvea dedi-
cated program packadé7].

()

wherel'« andI’Li represent the total widths for th€ shell

and theL; subshell, respectively. The Coster-Kronig transi-

B. Correction for electron rearrangement and satellite tions, which do not change the numberleghell vacancies
fluorescence yields but redistribute them between thesubshells, are denoted by

the coefficientd;; in Eq. (3). The totalL-shell rearrangement

The KL" satellite intensities extracted from the fitting ¢actor i given as a weighted sum of the factors for the sub-
procedure reflect the-shell vacancy distribution at the mo- gpqis:

ment of the x-ray emission and not the initial vacancy con-

figuration produced in the collision. In order to obtain the

initial configuration, we need to take into account the rear-

rangement processes that occur in the time between the ion- RN= wiR"y - (4)

ization and the x-ray emission. These rearrangement pro- =123

cesses are governed hyAuger transitions which reduce the

number of initial L-shell vacancies. Rearrangements up to L .

the second order were considered since the relative intensl-"® Weighting factors in Eq4) depend on the -subshell

ties of theL satellites observed in our experiment were very!Onization probabilities. According to the CTMC calcula-

high. The satellite line intensities are related to the initiallionS, they are almost equ&Flg. 3, so we can set the

vacancy vields by the equations weighting factors to bw1_=W2= 7 andw;= 3, according to

the number of electrons in eathsubshell.
X(KLO)=[1(KL%+RM(KLY)+RIRI (KL?)]wl™, In order to estimate the level widths for multiply ionized
(1) atoms, we need to know the relative vacancy population at

the moment of x-ray emission. Thesubshell vacancy popu-

X(KLN)=[1(KLN)(1—=RY) + I(KLN*HRY, ;(1—RY) lation is modified by the Coster-Kronig transitions between
Na2iom  om Nm different L subshells. The relative; and L,; subshell va-
KL )R 1Ry 2@k s (2} cancy populations can be written as
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TABLE |. Results of the iterative procedure described in the
text giving the relative hole populations of thesubshells and the
total K-shell level widths for theKLN ionized states of Ca after
bombardment with 28-MeV O ions. As a starting point #shell
radiative widths of Scofield19] and Auger widths of Kostroun,
Chen, and CrassemdB0] were used. An average number of 1.7

n M-shell holes was estimated from the SCA calculatif2®; 24].

Value in eV
[Ref]

=3

L=}

—_
1

KLY KL  KL® KL*  KLS

ionization probability

n. 0.071
1

n 0.929

1E-34 r 0.593

0.061
0.939
0.471

0.051
0.949
0.365

0.041
0.959
0.273

0.032
0.968
0.196

L3
K 0.77[16,17

1 1 1 hd v ¥
4000 6000 8000 10000 12000

impact parameter [fm]

0 2000
resulting vacancy population and-shell level width for
FIG. 3. Impact parameter dependence of the total ionizatiorfachKL" state by an iterative procedure. Starting from the
probabilities per electron in thi& shell and thel subshells of Ca tabulated level widths of singly ionized atorfis9—22, we
bombarded by 28-MeV O ions. The total probabilities which are theattained final subshell vacancy populations and level widths
sum of the direct ionization and capture probabilities, were calcuin 10—12 steps. The average numberMishell vacancies
lated with the CTMC model. used in this procedure was obtained by multiplying the num-
ber of M-shell electrons with the averadé-shell ionization
probability per electron. These ionization probabilities were
calculated within the SCA23,24] for each collision sepa-
rately. The results of the iterative procedure giving the rela-
(5)  tive L-subshell vacancy populations and tKeshell level
widths for the 28-MeV O-Ca collision are presented in Table
I. The L-shell level widths were modified for the presence of
M-shell vacancies according to the same statistical approach.
The values so obtained were then employed for the calcula-
_tion of the rearrangement factors as given by H@s.and

FLlfl
e R e VR A

I fy
N =WotWg+Wj———,
s 20T T ATy

wheref,=f,,+ f3is the Coster-Kronig yield for the; sub-
shell. For theKLN ionized state the average number of va 4
cancies in a subshell is given by the product of the satellité )-

: K-shell partial fluorescence yields also depend strongly on
orderN and the relative subshell vacancy popuIat(NnLl the number ol-shell vacancies. They are then different for

andNn_ ). Since the level widths in Eq5) depend on the  g5ch satellite line, which has to be taken into account in Egs.
number of vacancies in the (and M) shell, the relative (1) and(2). We used the average satellite fluorescence yields
subshell vacancy population will be different for ea¢hN quoted by Tunnel and Bhallg25] for the elements with
state. We used the statistical approach proposed by Larkingomic numberZ=7, 8, 9, 10, and 14. Their results were
[18] in order to estimate the level widths corresponding toextrapolated to our range of target atomic numbers, using a
the differentKLN states. In this approach, the width for a second-order polynomial. The partial fluorescence yields for
certain transition is proportional to the number of electronshe K« transitions were then obtained by multiplying the
available for that transition. For example, thev radiative  extrapolated values with the ratio of tKax transition width

and theKL;M Auger widths which both contribute to the to the K-shell total radiative width:

total K shell level width for the ionized state witk L shell
andm M shell vacancies can be written as Nm_ N R (LNM™)

Ok = OK TR L)

®

6
rR,("M™=——-=T¢ , (6)

In Eq. (8), wﬁ represents the satellite fluorescence yield ob-
tained by extrapolation of the values of Tunnel and Bhalla,
while TR (LNM™) and 'J(LNM™) are the transition and
total radiative widths obtained from the above mentioned
iterative procedure, respectively.

The effect of the electron rearrangement and the change
of the fluorescence yields due to the additiohashell va-

2—N nl_1 M total__ m
2 Mtotal

FQle(LNMm): I‘2L1M- ()

M©®@ represents the total number ®-shell electrons of

R A
thAe nextral targe_t atom._ Other term¥s Ik cancies were taken into account when evaluating the initial
FkinsTkmm s> which contribute to the tote-shell level  yacancy distributions from the measurétN satellite inten-
width were obtained in a similar way. As the modified level sities. The rearrangement factors and the partial fluorescence
widths depend on the relative subshell vacancy populationgields corresponding to the 28-MeV O-Ca collision are pre-
which in turn depend on these level widths, we calculated theented in Table II, while the initial vacancy distribution ob-
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TABLE Il. Rearrangement factors and partiaishell fluorescence yields for &N ionized states of Ca
after bombardment with 28-MeV O ions. THeshell level widths were obtained from the iterative procedure
described in the text. The-subshell level widths and the Coster-Kronig coefficients given by Krause and
Oliver [22] were modified to account for the additiondtshell vacancies. The partial fluorescence yields
were obtained using extrapolated values of Tunnel and Bf2ilemultiplied by the ratio of the level width
for the Ka transition and the total radiative level width of tie shell, both obtained from the iterative
procedure.

KLO KL? KL? KL3 KL* KLS

RY 0.121+0.029 0.1450.035 0.176:0.042 0.21%#0.053 0.271*0.065
o™ 0.148-0.022 0.1540.023 0.176:0.028 0.2030.030 0.2250.034  0.2640.040

tained from the relative satellite intensities is presented fosion with an energetic ion. The main goal of the present
the same collision in Table Ill. The errors of the rearrange-experiment was to determine the direct ionization probabili-
ment factors in Table Il were obtained using the relativeties related to the investigated collisions. However, to avoid
uncertainties of th& andL; level widths quoted by Krause possible systematic errors we also need to evaluate other
and Oliver[22] and Coster-Kronig yields quoted by Krause mechanisms that contribute to inner-shell vacancy produc-
[21]. The relative uncertainty of the partial satellite fluores-tion.
cence yields was estimated to be 15%. The errors of the Of the processes mentioned above only the shake contri-
vacancy yields given in Table Il include those of the satel-bution can be determined directly. This excitation process,
lite intensities which result from the fitting procedui@m-  which is expected to be less important in our experiment
puter codeewa [17]), as well as the uncertainties of the than the other two, was determined from the photoinduced
rearrangement factors and partial satellite fluorescence yieldsray spectra. In Fig. 4, which represents the photoinduced
[see Eqs(1) and(2)] quoted in Table II. Kaj , spectrum of Ca, a very weakL! shake satellite can
indeed be observed on the high-energy tail ofkhe, , line.
For the other targets the shake satellites were even weaker
) o ) (the shake probability varies approximately As?). The

In ion-atom collisions there are several mechanisms regontripution of the shake process to #ieN satellite spectra
sponsible for the multiple ionization of atomic inner shells. jhduced by heavy-ion impacEig. 1) is thus practically neg-
Usually the most important is the ionization due to direct|igib|e_
Coulomb interaction between the charged particle and the |t girect ionization is the main process governing multiple
bound electrons of the target atom. In more symmetric cOlinner-shell ionization, then the inner shell vacancy distribu-
lisions ionization may also result from the capture of inner-tion can be described, within the independent electron ap-
shell electrons by the projectile. This charge exchange Proyroximation, by a binomial distribution with the mean
cess decreases rapidly with projectile velocity, and is thug _shell jonization probability per electron as a free param-

only important in low or intermediate velocity collisions. qter. The ionization cross sections for producing KieV
Shake processes represent a further possible channel for thgized states can then be written as

creation of multiple-vacancy states. In this case the sudden
change of the atomic potential due to the removal of a core

C. lonization probabilities

800

electron results in excitatiofshake-up or ionization(shake- 500004 Ca
off) of other inner shell electrons. All these processes define { -
the configuration of the inner-shell vacancies after the colli- 440004 g o
7 3
TABLE Ill. Observed relative satellite intensities and resulting g 20000 > w0

initial vacancy yields for Ca bombarded by 28-MeV O ions. The &
data were corrected for the variation of the crystal reflectivity as a3

04
370 37 372 373 3.74
Energy [keV}

function of the photon energy. > 20000+
Experimental 10000
satellite yield Initial vacancy
(%) yield (%) .
LI L T L UL

KLO 41418 23418 367 368 3.69 3;0 3.7k1 y 372 373 374 375
KL! 17.8+2.2 17.9-6.4 nergy [keV]
KL? 34.6+2.0 36.6-9.6 FIG. 4. Photoinduced « spectrum of Ca. A weak satellite
KL® 29.2+4.0 29.2+8.2 line which results from shake processes is observed on the high-
KL* 11.9+5.8 11.8-6.4 energy tail of the diagram line. An enlarged view of the shake
KL® 24+15 2.3+1.6 satellite line is presented in the inset. The extracted satellite inten-

sity relative to the diagram line is 0.019.0015.
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A~ binomial
—O— combined

© 8 N 1
UKLNZZWJ'O 2pk(b)[1—pk(B)]| | PL(D) 150

X[1-p.(b)]* b db, ©)

1.254

/ I(KLN)model

whereb is the impact parameter, amuk | are the impact 1.007

parameter dependent ionization probabilities per electron for—,
the K andL shells. Since the mean-shell ionization prob- = 0.754
ability is almost constant over the impact parameter region<
where theK-shell ionization probability is significantsee

Fig. 3), we can simplify the above equation as

0.504

0.26+ Xzbinomia.l =13.64 pLDI =246%
38 X .. =1084 p=207%

~ N —_ 8—N 0.00 x x T v T
UKLN~27T(N)P|_(bo)[1 PL(bo)] T T T T T T

) KL
X f 2py(b) (1~ py(b))b db | | |
0 FIG. 5. Ratio of the experimental and model vacancy yields

8\ created in collisions of 43-MeV Ne ions with an Fe target. Error
“IN pL(bo)[1- pL(bO)]SiNUK . (10 bars were calculated by taking into account the uncertainties of the
fitted KLN satellite yields and the uncertainties of the rearrangement

The effective i t tor i v ch that factors and satellite fluorescence yields. The model yields were ob-
€ elfective impact parametep 1S usually chosen so that -, 04 by fitting the binomidlEq. (10)] or the new distributiofiEq.

the producipg (bo) bo is app’\fommately maximized. Since the (51)7 o the experimental vacancy yield distribution. The direct ion-
initial vacancy yieldsl (KL™) are proportional to the cross j ation probability was left free in the fitting procedure. Fitting with
sections for producing th&LN ionized states, the binomial model (21) yields p®'=0.196+0.009, while the binomial model
distribution of Eq.(10) should reproduce the experimental yields a higher valu@P'=0.246+0.008. The CTMCL-shell elec-
KL vacancy distribution. tron capture probability used in the combined mdds. (21)] was
Actually we tried to fit the binomial distribution presented 0.293, and the ratio of the singke-shell electron direct ionization
above to the initial vacancy distributions, and found that theand capture cross section was 0.0134. The charge fractions of the
experimental distributions were systematically narrower thame ions werecf? =0.25,cfZ D "=0.5, andcf?=<(Z-2"=0.25.
the binomial one(see Fig. 5. Similar discrepancies were

already observed for mediuthelementg8]. A possible rea- new distribution by adding the parameté&rs andF, which
son for these deviations may reside in the electron capturggn pe set to 1 or 0 alternately. When only a sirigishell
process which was neglected in the direct ionization modeétate is available, the parameters are seEie-1, F,=0.

leading to the binomial distribution. We calculated the prob-\yhen thek shell is empty, the parameters are seEte=0
abilities for the capture of &-shell electron into th& shell and F,=1. Using the variableq=[1—pEC(b)] where

of the projectile with the three-body classical trajectory L ; . ;
) pec(b) is the impact parameter dependent capture probabil-
Monte Carlo model. It was found that in the lower part of theity per singleL-shell electron, the probability for capturing 0,

trﬁgurgeq velocity r%;ulon rc}:ove|red by our expgrlm(artl){.,b[? 1, or 2 out ofl available electrons in thie shell of the target
the region aroundy~1), t ee ect'ron. capturéE ) pro abl= 5tom in an ionic collision at an impact parameleis given
ity is comparable to the direct ionizatiofDl) probability. by (a) for | even
This means that we cannot expect reliable results by fitting '
the experimental yields with the binomial distribution pre-
sented in Eq(10) because the latter does not consider the
electron capture process.

We thus tried to include the EC contribution in our cal-  PES(b,1),F1,F,)=F1(1—q"?)+F,(2(1—q"%)q'"?),

PE%b,0J,F1,F,)=F.1q"+F,q', (12)

culations by describing the capture of theshell electrons (12
by the projectile with a statistical model in which the target
atom electrons were assumed to be independent. In this PE%(b,2),F1,F,)=F,(1—q'?)?, (13

model we took into account only the capture into the projec-
tile K shell, which is the dominant one. A similar statistical 5, for(b) | odd
model describing the capture of tardetelectrons in theK ' ’
shell of bare projectiles was presented by Rymatal. in 1
Ref.[8]. The three terms occurring in this model describe thePEC(b,OJ F1,F)=F1=(q"V2+q!" Y2+ F q, (14)
probabilities for capturing 0, 1, or 2 out bfelectrons avail- 2
able in theL shell. We expanded this model to include the
situation where only one empty state in tKeshell of the PEC(b,1),F1,Fo)=F3[(1—q!* 12+ (1— g~ 172)]
projectile is available for the capture of theshell electrons. B
. . . +F [(1_ (1 l)/2) (I+1)/2
The situations where one or both states in khshell of the 2 q q
projectile are available for capture were distinguished in the +q Y21 q TV, (15
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pEC(b,2'| F1,Fy)=Fy(1—q' D2 (1—q*172), This equation can be given in a slightly different form:
(16)

The separation of the terms for even and odd numbers of (KLNY=C DIrcZ ' PN(b. E.=0F.=1
L-shell electrons available for capture comes from the fact (KLD=Cromi il L(Po,F1=0F>=1)
that for each target electron with its definite spin projection +Cf(Z—l)+PN(bO F,
only theK-shell state, with the same spin projection value is Lo
available(spin-flip effects can be neglected in collisions with = 1,F2=O)+cfZS(Z*ZﬁPE'(bO,N,S)]
velocity v<<c). Assuming that the_-shell vacancy produc-
tion results from two subsequent uncorrelated processes, the +UEC[sz+PE(bO’F1:1,F2:0)
probability for creatingN L shell vacancies in an ion-atom
collision at a certain impact parametecan be written in a +cfZ D PPl (b, N,8) ]} (21

two step modeldirect ionization is followed by capture, or
vice versa[8],

In Eq. (21), cf?, ¢f@ D", andcf?=@-2" are the frac-
Pl(b,F1,F,)=3[P:%b,0,8F;,F,)P'(b,N,8) tions of projectiles with charged™, (Zz—1)", andZ<(Z
—2)*, respectively, andC ., is @ normalization constant.
+PCY(b,1,8F1,F2)PP(b,N=17) When ions are traveling through a medium a charge equili-
EC DI _ bration is attained and the charge distribution becomes inde-
TPU(b.28F1,F)PL(BN=26)] pendent of the initial charge state of the ions. The equilib-
+3[PP'(b,N—2,8PE%b,2,10- N,F{,F5,) rium charge distribution is characteristic of the energy of the
projectiles. In our case, except for 28 and 64-MeV O ions,
+PP'(b,N-1,8PF4b,1,9-N,F;,F,) 34-MeV C ions, and 43-MeV Ne ions, all other projectiles
+PE'(b,N,S)PEC(b,O,S—N,Fl,Fz)], 17y were a+ssumed to Pe completely baliee., cfZ’=1 and
cf@ D" =cf?=(2=2)"=0). For the four incompletely
wherePP'(b,N,1) which is the probability for the direct ion- stripped ion beams, the charge fractions were estimated from
ization of N out of | electrons available in the shell can be the data obtained in R§26].
described with the binomial distribution In order to evaluate thKLN) yields given by Eq(21),
the cross sectionsy' andog° have to be known. Actually as
| only the relative yields are needed, it is sufficient to deter-
PEI(b,NJ):(N)pﬁ(b)[l—pL(b)]lN- (18 mine the ratiossR'/o£C. These cross-section ratios and the
EC probabilities entering relatioi21) were calculated within
The KL vacancy vyields are proportional to the ionization the three-body CTMC model. THe-shell EC cross sections
cross section for projectiles with the chargez(—1)"* were assumed to be
half of those for bare projectiles. Furthermore, e and
" L-shell direct ionization probabilities were supposed to be
|(K|_N)ocj PK(b)Pﬁ(b,Fl,Fz)b db nearly equal for all three charge states of the projectiles, so
0 all values were calculated for bare projectiles. Both the EC

" and DI probabilities were calculated at an effective impact

mp[‘(bO,Fl,Fz)J Pk(b)b db. (19 parameteb, which was set to 4000 fm.

0 In the case of 28-MeV O and 43-MeV Ne ions, where
cf?=(Z=2)*>0 (for all other ion beams the fraction of two-
Rlectron ions in the target is negligiblere have to consider
the possible presence of thesZs metastable state in the
two-electron ion-beam component. As the lifetime of this
long-lived 1s2s state is comprised between 10 and
10 “sec for O and Ne ion7-29, two-electron ions in the
1s2s state can indeed capture one electron from the target
atom, which was not considered in E§1). The size of this
effect was estimated by adding in Eq21l) the factor
R1s2s(CfZ==2%) to the factorcfZ~ 1" and subtracting it
from the factorcf2=(2-2*_ This model refinement, how-

rewrite theK LN vacancy yields in the following form:

I(KLN)=Cnorm(cfz+ PE(bo,Flzo,Fzzl)f PR'(b)b db
0

+Pﬁ(b0,F1=1,F2:0)fo PES(b)b db

+cf(z1)+[P’C|(bo,F1:1,F2:0)f PR'(b)b db
0

o ever, did not result in significant changes of our results since
+PLD'(b0,N,8)f PES(b)b db} excited ion fractionsR, ¢, as large as 40% were found to
0 modify the final P>' values by only~1%. Therefore, the
+of=z-2* PEI(bo,N,S)f PEI(b)b dbl ! effect on the_ final ionization pro_bablhtles of thes2s meta-
0 stable state in the two-electron ion beam component was not

(200  considered.
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TABLE IV. L-shell direct ionization probabilities per electrop) obtained from fitting the model
distribution (21) to the KLN vacancy distribution. The quoted errors are due to the least-squares fitting
procedure[34], taking into account uncertainties of the.N vacancy yields. The single-shell electron
capture probabilities F(EC) and the ratio of the singl&-shell direct ionization to capture cross sections
oR'1oEC, both obtained from CTMC calculations, are also tabulated.

EO Eef‘fective ( PEC) CTMC PEl

Target lons (MeV) (MeV) (R ES) ctme (%) (%)
Ca 0 28 24.5 0.025 26.2 2754
Ca 0 230 224.0 2.67 0.35 810.8
Ti o} 64 60.0 0.19 8.8 1781.3
Cr o 64 59.7 0.14 9.8 15:81.0
Cr 0 230 226.7 1.64 0.6 7490.6
Fe 0 28 25.3 0.012 20.4 17812
Fe 0 230 226.1 1.26 0.8 6.6
Ca C 34 29.4 0.16 8.6 18:30.9
Ca C 72 65.9 0.64 1.9 11220.7
Ca C 134 129.8 2.43 0.35 9.5
Ti C 34 325 0.14 7.9 16:60.9
Ti C 72 70.1 0.58 2.0 940.7
Cr C 134 131.7 1.38 0.6 5400.4
Fe C 34 32.2 0.076 8.7 13:91.0
Ca Ne 380 372.5 5.24 0.2 10:9.9
Ti Ne 43 39.5 0.026 32.0 2741.2
Ti Ne 380 376.0 3.60 0.35 9:60.7
Cr Ne 160 152.2 0.20 4.3 1751.4
Cr Ne 380 376.0 2.49 0.4 8120.6
Fe Ne 43 39.0 0.013 29.3 20:0.8
Fe Ne 160 155.0 0.32 4.7 12:9.7
IV. RESULTS AND DISCUSSION same as those developed by Reinhold and Fdlg8h They

. ) . were chosen ran i i -
For all measured collisions we fitted the experimental va- domly at relatively large internuclear sepa

cancy Yyields to distributior{21), which combines both the rations, whgre the_iqteraction_bgMeen t.h.e projectile and the
direct ionization and capture of targetshell electrons into  target atom is negligible. The initial conditions were set from
theK shell of the projectile. The single free fitting parameterth® ensemble, which is constrained to an initial binding en-
was the average-shell direct ionization probability per elec- €9y Of theL-shell target electron. For the given initial pa-
tron, since thek-shell ionization and electron capture crossfameters, Newton's equations of motion were integrated with
sections and the probability for capturing a singleshell ~ respect to time as independent variable by the standard
electron were calculated within the CTMC approach, agiunge-Kutta method, until large separations of the colliding
mentioned above. We also tried to fit the experimental vaparticles were attained. For each investigated collision,
cancy yields to distributiori21) by letting both parameters 20000 individual trajectories were calculated.

(pE' and pEC) be free. Such a fit better reproduced the ex- In Fig. 5 we see the results of the fitting procedure for the
perimental yields, but the final capture probabilities werecase of Fe ionized by 43-MeV Ne ions. Using mo¢2l),
overestimated significantly. Since both parameters are correvhich combines the capture and direct ionization processes,
lated this brought down the direct ionization probabilities.the x? of the fit was reduced by 20% as compared to the fit
Therefore, we decided to use the capture probabilities calcutsing the binomial distribution. It has to be noted that the
lated within the CTMC approach, and keep them fixed dur-direct ionization probability obtained from this fit is signifi-
ing the fitting procedure. This way the experimental yieldscantly smaller(by 16%9 than that obtained from the model
could not be totally reproduced, but the differences wereusing the binomial distribution. As anticipated, nonconsider-
slightly diminished compared to the standard binomial dis-ation of the EC process would lead to systematic errors in the
tribution. The three particles used in the CTMC calculationsdirect ionization probabilities. In particular, in the low pro-
were the bare projectile, an active atomic electron, and thgectile velocity region, where the capturelofhell electrons
remaining ion. For the description of the interaction betweeris highly probable, the direct ionization probabilities would
them, a potential model based on Hartree-Fock calculationse markedly overestimated by fitting the binomial distribu-
as developed by Greef80] was used. These three-body, tion to the experimental values. Moreover, for high velocity
three-dimensional CTMC calculations were performed as deeollisions, where capture is almost negligible, the combined
scribed in Refs[31,32. The initial parameters were the model yields results practically equal to the binomial ones.
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The direct ionization probabilities deduced from the mea-

sured data for an effective impact paraméig+ 4000 fm are 20 ¥ O o o oo e o o
presented in Table IV together with the CTMC predictions ] % Ne ions - x-centered symbols A o
for electron capture. The quoted errors are due to the least 3 % v _Fe
squares fitting proceduif@4] taking into account uncertain- = 191

ties of theKLN vacancy yields. It will be shown later that for  — (@) SCA
the slowest collisions for which the EC process is not negli- 3 A _ 5

gible the CTMC calculations overestimate the direct ioniza- & 10 ?

tion probabilities by about 30%. If the values for the electron . X gH g ﬁ

capture are also overestimated by the CTMC modelpﬁ'le L

results obtained with our method would be as a consequenc

somewhat too small. It was however, estimated that a similat 3.03—

error of 30% in the CTMC EC values would change the

obtained direct ionization probabilities by less than 4%. 25
Among the theories which describe ionization by charged ' (b) GM

projectiles and employ a quantum description of the atom, i

only the semiclassical approximation allows a detailed analy- 2.01 ﬁ A %

sis of the ionization probabilities as a function of impact g L 1 % E

parameter. The SCA theoretical model was originally intro- & | ;| §E§ % ] % ) % E

duced by Bang and Hansteg3b]. SCA calculations are usu- & :

ally limited to the first-order time-dependent perturbation

0.5

GM / pL expt

theory. In the present study we calculated the direct ioniza- 10

tion probabilities according to the first-order SCA model of

Trautmann and Rsel [23,24]. The latter employs classical 0.5 4———1——1 r —— 1
hyperbolic trajectories and uses hydrogenlike Dirac electron

wave functions. The effective charge of the target atom was %31 l

calculated according to the method of Slater to account for § | I %I

screening effects. Binding energies of the separated aton < 4 E
model were employed. Multipoles up to the ordler5 were ~ 25 Y %

considered in the calculations. The results of these SCA cal 2 % %

culations are compared to the experimental direct ionization OQ:’ 2.0 4 £

probabilities obtained in the present work in Figa)s First- 15_' % HE (c) CTMC
order ionization model§including the SCA predict that the ' §!

ionization probability for a singlé.-shell electron increases 10 .

as a function of the square of the projectile charge. For ]

heavy-ion collisions the calculated probabilities may thus ex- 0.54— T T T T T T T r
ceed unity. This indicates that the first-order approximation 1015 20 25 30 35 40 45 50
is no longer justified. The breakdown of the first-order SCA reduced velocity v/v,

can be well seen in Fig.(8), which shows, in particular, that
for low-energy collisions the variation of the direct ioniza-
tion probabilities as a function of the projectile velocity de-

pends on the ion type. At low velocities, where the probab|I|—SCA model using hydrogenic wave functiof2s.24, (b) the geo-

ties a,re high(see T_a.b_le IV, the ,ratio of thg SCA an(_i metrical model[39], and (c) the three-body classical trajectory
experimental probabilities clearly increases with the projecy,onte carlo model.

tile charge. At high velocities, the ratios merge and converge
to approximately 0.6 for the three different ions. Although _ ) o
first-order theories may also break down at higher velocitied--Shell electron varies also with the square of the projectile
(see Ref[36], and references theriit seems that in our charge. However, in contrast to the SCA model, GM direct
case the SCA model works rather well in this regime wherdonization probabilities remain below unity for arbitrarily
the velocity dependence of the ionization probabilities is in-high projectile charges, at least for projectile velocities
deed quite well reproduced by our results. Furthermore, ihigher than the atomic orbital velocities. In the GM approach
may be expected that the remaining differences between thge consider a projectile at a velocity higher than the orbital
experimental and calculated direct ionization probabilitieselectron velocity, passing through the target atom along a
would be reduced by the use of bettetartree-Fock elec-  straight line at zero impact parameter. In the binary encoun-
tron wave functions in the SCA calculatioht0,37,38. ter the energy transferred to the target electron is a unique
The geometrical moddlGM) of Sulik et al.[39] can also  function of the projectile-electron impact parameter. There-
provide direct ionization probabilities at zero impact param-fore, we can define a cylinder around the projectile trajectory
eter. In this model, which is based on the binary encountein which the target electron acquires the amount of energy
approximation, the mean ionization probability for a singleneeded for ionization. The probability of ionization is then

FIG. 6. Ratio of the theoretical to experimental direct ionization
probabilities for a single.-shell electron as a function of the re-
duced projectile velocity. The comparison is presented(@the
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given as the charge density fraction of one electron cut ouyields with a distribution, taking into consideration the direct
by the cylinder. Using the hydrogenic single electron densityionization and electron capture contributions. The experi-
distribution results in a scaling rule for the ionization prob- mental ionization probabilities were compared to theoretical
ability at zero impact parameter, which tends to unify for predictions obtained from the SCA, GM, and CTMC models.
high projectile atomic numbers in the high velocity limit Comparison with the SCA calculations shows that for ion
[36]. The L-shell direct ionization probabilities of interest collisions with lowZ atoms, first-order theories break down
were also computed with the geometrical model. The resultat projectile velocities around matching condition for the
of these calculations are compared to our experimental datashell electron, though they provide a satisfactory descrip-
in Fig. 6(b). The comparison shows that the geometricaltion of the ionization process in the high-velocity regime.
model describes reasonably well the velocity dependence dfhe remaining differences between the experimental and cal-
the experimental probabilities, although it overestimates theulated values in this high-velocity regime may be explained
experimental values by approximately 80%. The differencedy the use of inappropriate hydrogenic wave functions in the
can be assigned partly to the fact that this model yields valSCA calculations. Geometrical as well as the CTMC models
ues for the zero impact parameter, while our results correeverestimate the experimental results. The geometrical
spond to an effective impact parameter of about 4000 fm. model, however, describes the velocity dependence quite
Besides the electron capture probabilities which werewell, and yields results which are closer to the experimental
used to fit theKLN vacancy yields, the three-body CTMC values than those obtained in the CTMC approach. Further-
model can also be employed to compute direct ionizatiormore, it was found that the differences between CTMC pre-
probabilities. CTMC predictions for the direct ionization dictions and our experimental probabilities increase with the
probabilities are presented in Fig(ch It is found that projectile reduced velocity up to aboui=3. In the high-
CTMC calculations overestimate the experimental valuesvelocity regime the ratios between CTMC theoretical predic-
The differences increase with the reduced projectile velocittions and the experimental values stabilize approximately at
and start to level out at high velocities, where the ratio of thea factor of 3.
CTMC and experimental values tends to approximately 3. Finally we would like to point out that, as shown by the
present study, reliable direct ionization probabilities can be
V. CONCLUSION extracted from the analysis of high-resolution x-ray satellite
spectra, provided that the different ionization mechanisms
TheKLN satellite x-ray spectra induced in Ca, Ti, Cr, and that contribute to the observéd_N satellite distributions are
Fe targets by bombardment with 34-Me\V?'C 72-MeV  considered in detail, both theoretically and experimentally.
C*', and 134-MeV €' ions, 28-MeV G7, 64-MeV C**,
and 230-MeV &' ions, and 43-MeV N&', 160-MeV N&,
and 380-MeV N&" ions were measured by means of a high-
resolution von Hamos Bragg crystal spectrometer. From the The authors wish to thank Dr. Schmelzbach and the PSI
intensity distributions of the resolved satellite lines the initial Philips cyclotron crew for providing very good beam condi-
KLN vacancy yields were deduced taking into account thdions. They also gratefully acknowledge the help of O. Mau-
atomic rearrangement processes precedindtReay emis-  ron for the reflectivity measurements of the (2B0) crystal.
sion and the changes in the&-shell satellite fluorescence This work was mainly supported by the Slovenian Ministry
yields resulting from the additional inner-shell vacancies.of Science and Technologfroject No. J1-7473and by the
The directL-shell ionization probabilities per electron could Swiss National Science Foundation. One of (KsT.) also
then be determined by fitting these initi®LN vacancy acknowledges support from OTK#AGrant No. T032306
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