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L-shell ionization in near-central collisions of heavy ions with low-Z atoms
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J. Stefan Institute, P.O. Box 3000, SI-1001 Ljubljana, Slovenia

D. Castella, D. Corminboeuf, J.-Cl. Dousse, J. Hoszowska,* and P. A. Raboud
Physics Department, University of Fribourg, CH-1700 Fribourg, Switzerland

K. Tökési†

Institute of Nuclear Research of the Hungarian Academy of Sciences (ATOMKI), P.O. Box 51, H-4001, Debrecen, Hungar
~Received 24 September 1999; published 13 April 2000!

The Ka x-ray emission spectra of Ca, Ti, Cr, and Fe targets bombarded by 2–19-MeV/amu C, O, and Ne
ions were measured by means of high-resolution crystal diffractometry. TheKLN x-ray satellite lines appearing
in these spectra as a result of the radiative decay of atomic states with one hole in theK shell andN in the L
subshells could be resolved, and their relative intensities determined. The latter were corrected to account for
the intra-atomic rearrangement processes preceding theK x-ray emission. From the values obtained the heavy
ion inducedL-shell vacancy distribution was then deduced for each collision. Significant deviations from the
binomial distribution were observed. The discrepancies could be slightly diminished by assuming that the
L-shell vacancy production is due to two uncorrelated processes: direct Coulomb ionization and targetL-shell
electron capture into the projectileK shell. A newKLN vacancy yield distribution model based on statistical
considerations was built, which takes into account both mechanisms of vacancy production. The average direct
L-shell ionization probabilities per electron related to the investigated collisions were determined by fitting this
distribution to the corrected experimentalL vacancy yields, employing results of three-body classical trajectory
Monte Carlo ~CTMC! calculations for the electron capture probabilities. The so-obtained direct ionization
probabilities were found to be somewhat smaller than the ones deduced from the standard binomial distribu-
tion, especially in low-energy collisions for which electron capture is more important. It was furthermore
observed that CTMC calculations significantly overestimate the direct ionization probabilities found in the
present experiment. To a smaller extent, the same holds for the geometrical model predictions, whereas
theoretical results from the semiclassical approximation model were found to reproduce the experimental data
better.

PACS number~s!: 32.80.Hd, 32.30.Rj, 32.70.Fw
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I. INTRODUCTION

Measurements of x-ray spectra emitted from target ato
after collisions with fast ions provide important informatio
about the structure of ionized atoms, and also about
mechanisms involved in their production. If the experimen
resolution is comparable to the natural widths of the em
sion lines, rich structures containing diagram and sate
lines can be observed in the x-ray spectrum of the tar
Satellite lines correspond to photons emitted in the radia
transitions of multiply ionized atoms. Due to differences
nuclear charge screening, they are shifted to higher ener
compared to the photons emitted in transitions of singly i
ized atoms. The energy shift of the satellite line increa
with the principal quantum number of the electron, which
active in the transition, and decreases with the princi
quantum number of the additional vacancy. If the ionizat
of the K shell is accompanied by ionization in theL shell,
KLN satellite lines are observed on the high-energy tails
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theKa andKb diagram lines. Measurements of the intens
distribution of theKLN satellite lines can be used to stud
theL-shell ionization probability in near-central collisions o
ions with target atoms. This method has been well explo
in the past for determination of theL-shell ionization prob-
abilities of light elements induced by heavy ions@1–6#. The
validity of the independent particle approximation for th
description of multiple inner-shell ionization has be
pointed out in most of these works. Later the satellite meth
was applied also to mid-Z @7–10# and heavy@11# elements.
In these studies a detailed analysis has been performed,
ing into account the change of theK-shell fluorescence yield
due to the additional vacancies in the inner shells, and a
the electron rearrangement taking place in the time inte
between the collision and x-ray emission. The initial vacan
distribution can indeed be significantly different from th
corresponding to the measured satellite lines. Besides d
Coulomb ionization, which is the dominant ionizatio
mechanism in highly asymmetric collisions (Zprojectile
!Ztarget), other ionization processes that contribute to t
production of the inner-shell vacancies were also conside
in these previous works.

The satellite method has several advantages compare
measurements of the absoluteL x-ray transition yields,
which are commonly used for the study ofL-shell ionization.
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Since theKLN satellite lines require the presence of aK-shell
vacancy, such collisions can be treated as central in
L-shell scale. TheL-shell ionization obtained in this manne
is therefore valid only for small~near-zero! impact param-
eters. This offers more severe tests for the theoretical pre
tions than the measurements of the total cross secti
where the impact parameter dependence is smeared o
the integration process. Another advantage of this partic
approach is that uncertainties of the Auger and Cos
Kronig yields enter only through the calculation of the re
rangement taking place before the x-ray emission. As a c
sequence of the short lifetime of theK-shell vacancy, these
corrections are generally small so that theL-shell ionization
probabilities are only moderately affected by the uncerta
ties of the Auger and Coster-Kronig yields, in contrast to
direct method.

The L-shell ionization study presented in this paper tre
several light elements~Ca, Ti, Cr, and Fe! ionized by impact
with C, O, and Ne ions in the energy range 1.5–19 Mev/a
which covers a wide domain of projectile reduced velocit
(vproj /vL5h;1 – 5). TheL-shell vacancy distributions in
duced by these collisions were deduced from the rela
intensities of theKLN satellites, taking into account the ele
tron rearrangements and the changes in the fluoresc
yields due to additional vacancies in theL shell. Our aim was
to extract the singleL-shell direct ionization probabilities
from the initial vacancy distributions thus determined. Th
goal, however, could not be achieved straightforwardly
cause, besides direct ionization, electron capture into the
jectile K shell and the shake process also contribute to
L-shell vacancy production. The shake contribution was
termined directly from complementary measurements of
corresponding spectra produced by photoionization with
x-ray tube. This contribution was found to be negligible
compared to the direct ionization. Conversely, classical
jectory Monte Carlo~CTMC! calculations showed that a
low projectile velocities (h;1 – 2) the capture ofL electrons
of the target atom into theK shell of the projectile starts to
compete with the direct ionization. Since the capture proc
cannot be directly separated from the direct ionization, a
tistical model was built which describes the vacancy yi
distribution, taking the two presumably uncorrelated mec
nisms into account. The direct ionization probabilities we
then deduced by applying this model, with incorporat
CTMC capture probabilities, to the experimental vacan
distributions. The results obtained were compared with
theoretical predictions computed within the semiclass
~SCA! approximation, CTMC, and the geometrical model

II. EXPERIMENT

The experiment was performed at the variable energy
clotron of the Paul Scherrer Institute in Villigen, Switze
land. Metallic foils of Ca~15.5 mg/cm2!, Ti ~1.36, 2.71, and
5.42 mg/cm2!, Cr ~1.44, 2.88, 4.31, and 5.03 mg/cm2!, and
Fe ~1.57, 3.15, and 5.51 mg/cm2! were bombarded by 34
MeV C21, 72-MeV C31, and 134-MeV C41 ions, 28-MeV
O21, 64-MeV O31, and 230-MeV O61 ions, and 43-MeV
Ne31, 160-MeV Ne61, and 380-MeV Ne81 ions. Beam in-
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tensities of 20–100 nA were used. As the target foils e
ployed in our experiment were relatively thick, the effecti
beam energies producing the observed x rays were ca
lated, taking into account the energy losses of the project
in the targets, the energy dependence of theK-shell ioniza-
tion cross sections, and the absorption of the x rays on t
way out from the targets.

The target x-ray emission was measured with a hi
resolution von Hamos Bragg crystal spectrometer which w
presented in detail in Ref.@12#. The basic elements of th
spectrometer were the target-slit system which defined
x-ray source viewed by the crystal, a crystal which was
lindrically bent around an axis parallel to the dispersi
plane, and a position-sensitive x-ray detector. The von
mos spectrometer provided focusing in the nondispersive
rection. For a set crystal-detector position the geometry p
mitted collection of x rays over an energy bandwidth limit
by the detector length. To cover wider energy regions
crystal and the detector could be translated along their a
in such a way that the slit-to-crystal and crystal-to-detec
distances were kept equal. The whole spectrometer was
closed in a 180362324.5 cm3 stainless-steel chambe
evacuated by a turbomolecular pump down to 1027 mbar.

Emitted photons were reflected in the first order by t
~200! reflecting planes of a LiF crystal. The curvature radi
of the 5-cm-wide and 10-cm-high crystal was 25.4 cm, a
the reflecting area was 1.3310 cm2. Reflected photons were
detected by a 27.65-mm-long and 6.9-mm-high Pelti
cooled~charged coupled device! ~CCD! detector. The deple-
tion depth of the detector was 50mm. The detector which
consisted of 10243256 pixels, each having a size of 2
327mm2, was thermoelectrically cooled to260 °C. The
diffracted x rays hitting the CCD built a two-dimension
pattern on the detector plane. The horizontal axis co
sponded to the energy axis of the spectrum, while the vert
dimension merely increased the collection area. The m
sured two-dimensional image was projected on the horiz
tal axis to obtain the final energy spectrum. Due to the re
tively good energy resolution of the CCD detector, an ene
window could be set according to the energy of the measu
x rays in order to reject higher-order reflections and ba
ground events. Each image collected during the acquisi
of the spectrum was filtered by this procedure. Since
27-mm spatial resolution was not needed in our setup,
performed a software binning of four CCD columns togeth
in order to obtain higher intensities in the position spectr

The experimental resolution was defined mainly by t
slit which defined the width of the spot viewed by the cry
tal. A slit width of 0.2 mm was chosen to give an experime
tal resolution close to the natural broadening of the obser
spectral lines. The final energy resolution as determined fr
the photoinduced spectra was around 1.3 eV at 3.7 keV.
measured spectra were corrected for the inhomogene
beam intensity profile on the target. No significant fluctu
tion of the detector efficiency along the direction of dispe
sion was observed. The crystal reflectivity was assumed
be constant over the surface contributing to the diffracti
This assumption was probed by measuring the CuKa line in
second order of reflection at different crystal positions.
1-2
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L-SHELL IONIZATION IN NEAR-CENTRAL . . . PHYSICAL REVIEW A 61 052711
significant fluctuations in line intensity were observed@12#.
In order to determine the crystal reflectivity variation as
function of the energy of the diffracted photons theKa1 and
Kb13 x-ray lines of Ca, Ti, Cr, and Fe were measured. T
target x-ray emission was produced by photoionization w
an x-ray tube. From the comparison of the measu
I (Ka1):I (Kb13) intensity ratios with the corresponding th
oretical predictions@13#, the relative variation of the crysta
reflectivity @R(Ka1)2R(Kb13)#:R(Ka1) was determined
for each target. The reflectivity variation over the ener
intervals corresponding to the measuredKLN satellite spectra
was then computed from a linear interpolation of the res
obtained with theKa1 and Kb13 lines. On narrow energy
intervals, the variation of the crystal reflectivity is indee
linear as shown by calculations performed with theXOP code
@14,15#. For two neighboring satellite lines the reflectivi
correction was 1.8% for Ca, 1.1% for Ti, and 0.6% for F
while for Cr a negligibly small value was obtained. Althoug
the L-shell ionization probabilities were found to be on
slightly affected by these corrections, for each target the r
tive satellite yields were corrected to account for the nonc
stant reflectivity of the crystal. TheKLN x-ray satellite spec-
tra of Ca, Ti, and Cr bombarded with 28-, 64- and 230-M
O ions are presented for illustration in Fig. 1.

We also measured the photoinducedKa x-ray spectra of
the same elements by irradiating the targets with the bre
strahlung of a Cr x-ray tube operated at 20 kV310 mA. The
photoinduced spectra were used for the determination of
shake contribution as well as for the energy calibration of
heavy-ion-induced spectra.

III. DATA ANALYSIS

A. Fitting procedure

In a multiply ionized atom the additional vacancies redu
the nuclear charge screening. As a result the x-rays em
by such atoms are shifted toward higher energies. As alre
mentioned, this shift depends on the principal quantum nu
ber of both the electron undergoing the transition, and
inner-shell spectator vacancy. If we concentrate on theKLN

satellites, the energy shift actually also depends on the
shell where the spectator vacancy is located. Conside
different coupling possibilities of the total angular momen
of the open subshells, each of suchKLN satellite lines can be
composed of many components. Since the energy shifts
tween the components are usually smaller than their nat
widths, and as they are convoluted with the spectrom
response function, theKLN satellites can only be observed
broad lines even if the experimental resolution is extrem
good. Therefore theKLN satellite spectra consist of sever
almost symmetric satellite lines. The latter can be fitted w
single Voigt profiles which result from the convolution of th
Lorentzian with the Gaussian distribution. The situation
different for theKL0 lines. At the beam energies used in o
experiment, theL-shell ionization is accompanied by su
stantialM-shell ionization. The degree ofM-shell ionization
at the moment of x-ray emission is even enhanced by
rearrangement processes governed mainly by theL Auger
transitions producing additional vacancies in theM shell. M
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satellites are much less shifted in energy thanL satellites
and, in general, they cannot be resolved from their par
diagram line. They appear in the spectra as asymmetric st
tures on the high energy side of theKL0 lines. They are also
present in theKLN satellite lines, but their asymmetric con
tribution is smeared out due to the additionalL-shell vacan-
cies. In order to obtain reliable intensity distributions, t
KL0 lines were fitted in a different way. At first, we analyze
the photoinducedK x-ray spectra. In this caseKL and KM
double excitations can only result from shakeup and shak
processes, and are thus much weaker than in collisions
volving heavy ions. Actually in the spectra produced
photoionization no asymmetry was observed on the hi
energy sides of the well resolvedKa1 and Ka2 diagram
lines ~see e.g., Fig. 4!. The latter could therefore be fitte
with a single Voigt profile each. The energies and widths
the two Voigtians obtained from that first stage of the ana
sis were then kept fixed in the fits of the heavy-ion-induc
KL0 lines. The unresolvedM satellite structures of the latte
were accounted for by adding in the fit an asymmetric pro
to each Voigtian. Slight asymmetry was also observed on

FIG. 1. MeasuredKLN satellite spectra of Ca, Ti, and Cr afte
bombardment with 28-, 64-, and 230-MeV O ions, respectively.
1-3



h
s

ra,
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FIG. 2. KLN satellite spectrum of Ti ionized
by 64-MeV O ions. The spectrum was fitted wit
the model presented in the text. Voigt profile
were used for the satellite lines. TheKL0 line
was fitted with two Voigt functions of fixed
widths obtained from the photoinduced spect
and two asymmetric lines describing theM satel-
lites.
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low-energy tail of theKL1 line. The multiconfiguration
Dirac-Fock calculation@16# revealed that theKL1 satellite
line is composed of 12 components originating from tran
tions between different configuration state functions. Mos
them are situated within an energy gap of 5 eV, whereas
of them ~ 1S0→1P1 and 1P1→1S0!, which represent less
than 10% of the totalKL1 line intensity, are shifted by 10 eV
to the lower energies. In the measured spectra they man
themselves only as an asymmetry of theKL1 line, and they
were accounted for by adding an additional peak 10 eV
low the Voigtian describing the main part of theKL1 line.
With this model we were able to fit the measured spec
satisfactorily and to obtain reliable intensity distributions f
the KLN lines. An example of such a fit is presented in F
2. The fitting procedure was performed using theEWA dedi-
cated program package@17#.

B. Correction for electron rearrangement and satellite
fluorescence yields

The KLN satellite intensities extracted from the fittin
procedure reflect theL-shell vacancy distribution at the mo
ment of the x-ray emission and not the initial vacancy co
figuration produced in the collision. In order to obtain t
initial configuration, we need to take into account the re
rangement processes that occur in the time between the
ization and the x-ray emission. These rearrangement
cesses are governed byL Auger transitions which reduce th
number of initial L-shell vacancies. Rearrangements up
the second order were considered since the relative inte
ties of theL satellites observed in our experiment were ve
high. The satellite line intensities are related to the init
vacancy yields by the equations

X~KL0!5@ I ~KL0!1R1
mI ~KL1!1R1

mR2
mI ~KL2!#vKa

0,m ,
~1!

X~KLN!5@ I ~KLN!~12RN
m!1I ~KLN11!RN11

m ~12RN
m!

1I ~KLN12!RN11
m RN12

m #vKa
N,m, ~2!
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whereX denotes the x-ray line intensity,I the initial vacancy
yield, andvKa is the partial fluorescence yield for theKa
transition. The factorsRN

m are the rearrangement facto
which give the probability that theL shell vacancy in the
atom withN L-shell andm M-shell vacancies has been pr
moted to an higher shell within the lifetime of theK-shell
hole. The rearrangement factors for theL subshells can be
written as@10#

Ri ,N
m 5

GLi
~Mm!~12( i , j f i j ~LNMm!!
GLi

~Mm!1GK~LNMm!
, ~3!

whereGK andGLi
represent the total widths for theK shell

and theLi subshell, respectively. The Coster-Kronig tran
tions, which do not change the number ofL-shell vacancies
but redistribute them between theL subshells, are denoted b
the coefficientsf i j in Eq. ~3!. The totalL-shell rearrangemen
factor is given as a weighted sum of the factors for the s
shells:

RN
m5 (

i 51,2,3
wiRi ,N

m . ~4!

The weighting factors in Eq.~4! depend on theL-subshell
ionization probabilities. According to the CTMC calcula
tions, they are almost equal~Fig. 3!, so we can set the
weighting factors to bew15w25 1

4 andw35 1
2 , according to

the number of electrons in eachL subshell.
In order to estimate the level widths for multiply ionize

atoms, we need to know the relative vacancy population
the moment of x-ray emission. TheL-subshell vacancy popu
lation is modified by the Coster-Kronig transitions betwe
different L subshells. The relativeL1 and L23 subshell va-
cancy populations can be written as
1-4
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nL1
5w1S 12

GL1
f 1

GK1GL1
f 1
D ,

~5!

nL23
5w21w31w1

GL1
f 1

GK1GL1
f 1

,

wheref 15 f 121 f 13 is the Coster-Kronig yield for theL1 sub-
shell. For theKLN ionized state the average number of v
cancies in a subshell is given by the product of the sate
orderN and the relative subshell vacancy population~NnL1

andNnL23
!. Since the level widths in Eq.~5! depend on the

number of vacancies in theL ~and M! shell, the relative
subshell vacancy population will be different for eachKLN

state. We used the statistical approach proposed by Lar
@18# in order to estimate the level widths corresponding
the differentKLN states. In this approach, the width for
certain transition is proportional to the number of electro
available for that transition. For example, theKa radiative
and theKL1M Auger widths which both contribute to th
total K shell level width for the ionized state withN L shell
andm M shell vacancies can be written as

GKa
R ~LNMm!5

62Nnl 23

6
GKa

0 , ~6!

GKL1M
A ~LNMm!5

22NnL1

2

M total2m

M total GKL1M
0 . ~7!

M total represents the total number ofM-shell electrons of
the neutral target atom. Other termsGKb

R ,GKLiLi

A ,

GKLiN
A ,GKMM

A ,..., which contribute to the totalK-shell level

width were obtained in a similar way. As the modified lev
widths depend on the relative subshell vacancy populat
which in turn depend on these level widths, we calculated

FIG. 3. Impact parameter dependence of the total ioniza
probabilities per electron in theK shell and theL subshells of Ca
bombarded by 28-MeV O ions. The total probabilities which are
sum of the direct ionization and capture probabilities, were ca
lated with the CTMC model.
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resulting vacancy population andK-shell level width for
eachKLN state by an iterative procedure. Starting from t
tabulated level widths of singly ionized atoms@19–22#, we
attained final subshell vacancy populations and level wid
in 10–12 steps. The average number ofM-shell vacancies
used in this procedure was obtained by multiplying the nu
ber of M-shell electrons with the averageM-shell ionization
probability per electron. These ionization probabilities we
calculated within the SCA@23,24# for each collision sepa-
rately. The results of the iterative procedure giving the re
tive L-subshell vacancy populations and theK-shell level
widths for the 28-MeV O-Ca collision are presented in Tab
I. The L-shell level widths were modified for the presence
M-shell vacancies according to the same statistical appro
The values so obtained were then employed for the calc
tion of the rearrangement factors as given by Eqs.~3! and
~4!.

K-shell partial fluorescence yields also depend strongly
the number ofL-shell vacancies. They are then different f
each satellite line, which has to be taken into account in E
~1! and~2!. We used the average satellite fluorescence yie
quoted by Tunnel and Bhalla@25# for the elements with
atomic numbersZ57, 8, 9, 10, and 14. Their results wer
extrapolated to our range of target atomic numbers, usin
second-order polynomial. The partial fluorescence yields
the Ka transitions were then obtained by multiplying th
extrapolated values with the ratio of theKa transition width
to theK-shell total radiative width:

vKa
N,m5vK

N
GKa

R ~LNMm!

GK
R~LNMm!

. ~8!

In Eq. ~8!, vK
N represents the satellite fluorescence yield o

tained by extrapolation of the values of Tunnel and Bha
while GKa

R (LNMm) and GK
R(LNMm) are the transition and

total radiative widths obtained from the above mention
iterative procedure, respectively.

The effect of the electron rearrangement and the cha
of the fluorescence yields due to the additionalL-shell va-
cancies were taken into account when evaluating the in
vacancy distributions from the measuredKLN satellite inten-
sities. The rearrangement factors and the partial fluoresce
yields corresponding to the 28-MeV O-Ca collision are p
sented in Table II, while the initial vacancy distribution o

n

e
-

TABLE I. Results of the iterative procedure described in t
text giving the relative hole populations of theL subshells and the
total K-shell level widths for theKLN ionized states of Ca afte
bombardment with 28-MeV O ions. As a starting point theK-shell
radiative widths of Scofield@19# and Auger widths of Kostroun,
Chen, and Crasseman@20# were used. An average number of 1
M-shell holes was estimated from the SCA calculations@23,24#.

Value in eV
@Ref.# KL1 KL2 KL3 KL4 KL5

nL1
0.071 0.061 0.051 0.041 0.032

nL23
0.929 0.939 0.949 0.959 0.968

GK 0.77 @16,17# 0.593 0.471 0.365 0.273 0.196
1-5
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TABLE II. Rearrangement factors and partialK-shell fluorescence yields for theKLN ionized states of Ca
after bombardment with 28-MeV O ions. TheK-shell level widths were obtained from the iterative procedu
described in the text. TheL-subshell level widths and the Coster-Kronig coefficients given by Krause
Oliver @22# were modified to account for the additionalM-shell vacancies. The partial fluorescence yie
were obtained using extrapolated values of Tunnel and Bhalla@25# multiplied by the ratio of the level width
for the Ka transition and the total radiative level width of theK shell, both obtained from the iterativ
procedure.

KL0 KL1 KL2 KL3 KL4 KL5

RN
m 0.12160.029 0.14560.035 0.17660.042 0.21760.053 0.27160.065

vKa
N,m 0.14860.022 0.15460.023 0.17660.028 0.20360.030 0.22560.034 0.26460.040
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tained from the relative satellite intensities is presented
the same collision in Table III. The errors of the rearrang
ment factors in Table II were obtained using the relat
uncertainties of theK andLi level widths quoted by Krause
and Oliver@22# and Coster-Kronig yields quoted by Kraus
@21#. The relative uncertainty of the partial satellite fluore
cence yields was estimated to be 15%. The errors of
vacancy yields given in Table III include those of the sat
lite intensities which result from the fitting procedure~com-
puter codeEWA @17#!, as well as the uncertainties of th
rearrangement factors and partial satellite fluorescence y
@see Eqs.~1! and ~2!# quoted in Table II.

C. Ionization probabilities

In ion-atom collisions there are several mechanisms
sponsible for the multiple ionization of atomic inner shel
Usually the most important is the ionization due to dire
Coulomb interaction between the charged particle and
bound electrons of the target atom. In more symmetric c
lisions ionization may also result from the capture of inn
shell electrons by the projectile. This charge exchange p
cess decreases rapidly with projectile velocity, and is t
only important in low or intermediate velocity collisions
Shake processes represent a further possible channel fo
creation of multiple-vacancy states. In this case the sud
change of the atomic potential due to the removal of a c
electron results in excitation~shake-up! or ionization~shake-
off! of other inner shell electrons. All these processes de
the configuration of the inner-shell vacancies after the co

TABLE III. Observed relative satellite intensities and resulti
initial vacancy yields for Ca bombarded by 28-MeV O ions. T
data were corrected for the variation of the crystal reflectivity a
function of the photon energy.

Experimental
satellite yield

~%!
Initial vacancy

yield ~%!

KL0 4.161.8 2.361.8
KL1 17.862.2 17.966.4
KL2 34.662.0 36.669.6
KL3 29.264.0 29.268.2
KL4 11.965.8 11.866.4
KL5 2.461.5 2.361.6
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sion with an energetic ion. The main goal of the pres
experiment was to determine the direct ionization probab
ties related to the investigated collisions. However, to av
possible systematic errors we also need to evaluate o
mechanisms that contribute to inner-shell vacancy prod
tion.

Of the processes mentioned above only the shake co
bution can be determined directly. This excitation proce
which is expected to be less important in our experim
than the other two, was determined from the photoindu
x-ray spectra. In Fig. 4, which represents the photoindu
Ka1,2 spectrum of Ca, a very weakKL1 shake satellite can
indeed be observed on the high-energy tail of theKa1,2 line.
For the other targets the shake satellites were even we
~the shake probability varies approximately asZ22!. The
contribution of the shake process to theKLN satellite spectra
induced by heavy-ion impact~Fig. 1! is thus practically neg-
ligible.

If direct ionization is the main process governing multip
inner-shell ionization, then the inner shell vacancy distrib
tion can be described, within the independent electron
proximation, by a binomial distribution with the mea
L-shell ionization probability per electron as a free para
eter. The ionization cross sections for producing theKLN

ionized states can then be written as

FIG. 4. PhotoinducedKa spectrum of Ca. A weakL satellite
line which results from shake processes is observed on the h
energy tail of the diagram line. An enlarged view of the sha
satellite line is presented in the inset. The extracted satellite in
sity relative to the diagram line is 0.01960.0015.
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sKLN52pE
0

`

2pK~b!@12pK~b!#S 8
ND pL

N~b!

3@12pL~b!#82Nb db, ~9!

where b is the impact parameter, andpK,L are the impact
parameter dependent ionization probabilities per electron
the K andL shells. Since the meanL-shell ionization prob-
ability is almost constant over the impact parameter reg
where theK-shell ionization probability is significant~see
Fig. 3!, we can simplify the above equation as

sKLN'2pS 8
ND pL

N~b0!@12pL~b0!#82N

3E
0

`

2pK~b!„12pK~b!…b db

5S 8
ND pL

N~b0!@12pL~b0!#82NsK . ~10!

The effective impact parameterb0 is usually chosen so tha
the productpK(b0)b0 is approximately maximized. Since th
initial vacancy yieldsI (KLN) are proportional to the cros
sections for producing theKLN ionized states, the binomia
distribution of Eq.~10! should reproduce the experiment
KLN vacancy distribution.

Actually we tried to fit the binomial distribution presente
above to the initial vacancy distributions, and found that
experimental distributions were systematically narrower th
the binomial one~see Fig. 5!. Similar discrepancies wer
already observed for mediumZ elements@8#. A possible rea-
son for these deviations may reside in the electron cap
process which was neglected in the direct ionization mo
leading to the binomial distribution. We calculated the pro
abilities for the capture of aL-shell electron into theK shell
of the projectile with the three-body classical trajecto
Monte Carlo model. It was found that in the lower part of t
reduced velocity region covered by our experiment~i.e., in
the region aroundh'1!, the electron capture~EC! probabil-
ity is comparable to the direct ionization~DI! probability.
This means that we cannot expect reliable results by fit
the experimental yields with the binomial distribution pr
sented in Eq.~10! because the latter does not consider
electron capture process.

We thus tried to include the EC contribution in our ca
culations by describing the capture of theL-shell electrons
by the projectile with a statistical model in which the targ
atom electrons were assumed to be independent. In
model we took into account only the capture into the proj
tile K shell, which is the dominant one. A similar statistic
model describing the capture of targetL electrons in theK
shell of bare projectiles was presented by Rymuzaet al. in
Ref. @8#. The three terms occurring in this model describe
probabilities for capturing 0, 1, or 2 out ofl electrons avail-
able in theL shell. We expanded this model to include t
situation where only one empty state in theK shell of the
projectile is available for the capture of theL-shell electrons.
The situations where one or both states in theK shell of the
projectile are available for capture were distinguished in
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new distribution by adding the parametersF1 andF2 which
can be set to 1 or 0 alternately. When only a singleK-shell
state is available, the parameters are set toF151, F250.
When theK shell is empty, the parameters are set toF150
and F251. Using the variableq5@12pL

EC(b)#, where
pEC

L (b) is the impact parameter dependent capture proba
ity per singleL-shell electron, the probability for capturing 0
1, or 2 out ofl available electrons in theL shell of the target
atom in an ionic collision at an impact parameterb is given
by ~a! for l even,

PL
EC~b,0,l ,F1 ,F2!5F1ql /21F2ql , ~11!

PL
EC~b,1,l ,F1 ,F2!5F1~12ql /2!1F2~2~12ql /2!ql /2!,

~12!

PL
EC~b,2,l ,F1 ,F2!5F2~12ql /2!2, ~13!

and, for~b! l odd,

PL
EC~b,0,l ,F1 ,F2!5F1

1

2
~q~ l 11!/21q~ l 21!/2!1F2ql , ~14!

PL
EC~b,1,l ,F1 ,F2!5F1

1
2 @~12q~ l 11!/2!1~12q~ l 21!/2!#

1F2@~12q~ l 21!/2!q~ l 11!/2

1q~ l 21!/2~12q~ l 11!/2!#, ~15!

FIG. 5. Ratio of the experimental and model vacancy yie
created in collisions of 43-MeV Ne ions with an Fe target. Err
bars were calculated by taking into account the uncertainties of
fitted KLN satellite yields and the uncertainties of the rearrangem
factors and satellite fluorescence yields. The model yields were
tained by fitting the binomial@Eq. ~10!# or the new distribution@Eq.
~21!# to the experimental vacancy yield distribution. The direct io
ization probability was left free in the fitting procedure. Fitting wi
model ~21! yields pL

DI50.19660.009, while the binomial mode
yields a higher valuepL

DI50.24660.008. The CTMCL-shell elec-
tron capture probability used in the combined model@Eq. ~21!# was
0.293, and the ratio of the singleK-shell electron direct ionization
and capture cross section was 0.0134. The charge fractions o

Ne ions werec fZ1
50.25,c f (Z21)1

50.5, andc fZ<(Z22)1
50.25.
1-7
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PL
EC~b,2,l ,F1 ,F2!5F2~12q~ l 21!/2!~12q~ l 11!/2!.

~16!

The separation of the terms for even and odd number
L-shell electrons available for capture comes from the f
that for each target electron with its definite spin project
only theK-shell state, with the same spin projection value
available~spin-flip effects can be neglected in collisions wi
velocity v!c!. Assuming that theL-shell vacancy produc
tion results from two subsequent uncorrelated processes
probability for creatingN L shell vacancies in an ion-atom
collision at a certain impact parameterb can be written in a
two step model~direct ionization is followed by capture, o
vice versa! @8#,

PL
N~b,F1 ,F2!5 1

2 @PL
EC~b,0,8,F1 ,F2!PL

DI~b,N,8!

1PL
EC~b,1,8,F1 ,F2!PL

DI~b,N21,7!

1PL
EC~b,2,8,F1 ,F2!PL

DI~b,N22,6!#

1 1
2 @PL

DI~b,N22,8!PL
EC~b,2,102N,F1 ,F2!

1PL
DI~b,N21,8!PL

EC~b,1,92N,F1 ,F2!

1PL
DI~b,N,8!PL

EC~b,0,82N,F1 ,F2!#, ~17!

wherePDI(b,N,l ) which is the probability for the direct ion
ization ofN out of l electrons available in theL shell can be
described with the binomial distribution

PL
DI~b,N,l !5S l

ND pL
N~b!@12pL~b!#12N. ~18!

The KLN vacancy yields are proportional to the ionizatio
cross section

I ~KLN!}E
0

`

PK~b!PL
N~b,F1 ,F2!b db

'PL
N~b0 ,F1 ,F2!E

0

`

PK~b!b db. ~19!

If incompletely bare projectiles are also considered, we
rewrite theKLN vacancy yields in the following form:

I ~KLN!5CnormH c fZ1FPL
N~b0 ,F150,F251!E

0

`

PK
DI~b!b db

1PL
N~b0 ,F151,F250!E

0

`

PK
EC~b!b dbG

1c f ~Z21!1FPL
N~b0 ,F151,F250!E

0

`

PK
DI~b!b db

1PL
DI~b0 ,N,8!E

0

`

PK
EC~b!b dbG

1c fZ<~Z22!1FPL
DI~b0 ,N,8!E

0

`

PK
DI~b!b dbG J .

~20!
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This equation can be given in a slightly different form:

I ~KLN!5Cnorm$sK
DI@c fZ1

PL
N~b0 ,F150,F251!

1c f ~Z21!1
PL

N~b0 ,F1

51,F250!1c fZ<~Z22!1
PL

DI~b0 ,N,8!#

1sK
EC@c fZ1

PL
N~b0 ,F151,F250!

1c f ~Z21!1
PL

DI~b0 ,N,8!#%. ~21!

In Eq. ~21!, c fZ1
, c f (Z21)1

, and c fZ<(Z22)1
are the frac-

tions of projectiles with chargesZ1, (Z21)1, and Z<(Z
22)1, respectively, andCnorm is a normalization constant
When ions are traveling through a medium a charge equ
bration is attained and the charge distribution becomes in
pendent of the initial charge state of the ions. The equi
rium charge distribution is characteristic of the energy of
projectiles. In our case, except for 28 and 64-MeV O io
34-MeV C ions, and 43-MeV Ne ions, all other projectile
were assumed to be completely bare~i.e., c fZ1

51 and
c f (Z21)1

5c fZ<(Z22)1
50!. For the four incompletely

stripped ion beams, the charge fractions were estimated f
the data obtained in Ref.@26#.

In order to evaluate theI (KLN) yields given by Eq.~21!,
the cross sectionssK

DI andsK
EC have to be known. Actually as

only the relative yields are needed, it is sufficient to det
mine the ratiossK

DI/sK
EC. These cross-section ratios and t

EC probabilities entering relation~21! were calculated within
the three-body CTMC model. TheK-shell EC cross section
for projectiles with the charge (Z21)1 were assumed to be
half of those for bare projectiles. Furthermore, theK- and
L-shell direct ionization probabilities were supposed to
nearly equal for all three charge states of the projectiles
all values were calculated for bare projectiles. Both the
and DI probabilities were calculated at an effective imp
parameterb0 which was set to 4000 fm.

In the case of 28-MeV O and 43-MeV Ne ions, whe
c fZ<(Z22)1.0 ~for all other ion beams the fraction of two
electron ions in the target is negligible! we have to consider
the possible presence of the 1s2s metastable state in th
two-electron ion-beam component. As the lifetime of th
long-lived 1s2s state is comprised between 1022 and
1024 sec for O and Ne ions@27–29#, two-electron ions in the
1s2s state can indeed capture one electron from the ta
atom, which was not considered in Eq.~21!. The size of this
effect was estimated by adding in Eq.~21! the factor
R1s2s(c fZ<(Z22)1) to the factorc f (Z21)1 and subtracting it
from the factorc fZ<(Z22)1. This model refinement, how
ever, did not result in significant changes of our results si
excited ion fractionsR1s2s as large as 40% were found t
modify the final PL

DI values by only;1%. Therefore, the
effect on the final ionization probabilities of the 1s2s meta-
stable state in the two-electron ion beam component was
considered.
1-8
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TABLE IV. L-shell direct ionization probabilities per electron (pL
DI) obtained from fitting the mode

distribution ~21! to the KLN vacancy distribution. The quoted errors are due to the least-squares fi
procedure@34#, taking into account uncertainties of theKLN vacancy yields. The singleL-shell electron
capture probabilities (pL

EC) and the ratio of the singleK-shell direct ionization to capture cross sectio
sK

DI/sK
EC, both obtained from CTMC calculations, are also tabulated.

Target Ions
E0

~MeV!
Eeffective

~MeV! (sK
DI/sK

EC)CTMC

(PL
EC)CTMC

~%!
PL

DI

~%!

Ca O 28 24.5 0.025 26.2 27.561.4
Ca O 230 224.0 2.67 0.35 8.160.8
Ti O 64 60.0 0.19 8.8 17.861.3
Cr O 64 59.7 0.14 9.8 15.861.0
Cr O 230 226.7 1.64 0.6 7.960.6
Fe O 28 25.3 0.012 20.4 17.861.2
Fe O 230 226.1 1.26 0.8 6.260.6
Ca C 34 29.4 0.16 8.6 18.360.9
Ca C 72 65.9 0.64 1.9 11.260.7
Ca C 134 129.8 2.43 0.35 6.560.5
Ti C 34 32.5 0.14 7.9 16.660.9
Ti C 72 70.1 0.58 2.0 9.460.7
Cr C 134 131.7 1.38 0.6 5.060.4
Fe C 34 32.2 0.076 8.7 13.961.0
Ca Ne 380 372.5 5.24 0.2 10.360.9
Ti Ne 43 39.5 0.026 32.0 27.461.2
Ti Ne 380 376.0 3.60 0.35 9.660.7
Cr Ne 160 152.2 0.20 4.3 17.561.4
Cr Ne 380 376.0 2.49 0.4 8.260.6
Fe Ne 43 39.0 0.013 29.3 20.760.8
Fe Ne 160 155.0 0.32 4.7 12.860.7
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IV. RESULTS AND DISCUSSION

For all measured collisions we fitted the experimental
cancy yields to distribution~21!, which combines both the
direct ionization and capture of targetL-shell electrons into
theK shell of the projectile. The single free fitting parame
was the averageL-shell direct ionization probability per elec
tron, since theK-shell ionization and electron capture cro
sections and the probability for capturing a singleL-shell
electron were calculated within the CTMC approach,
mentioned above. We also tried to fit the experimental
cancy yields to distribution~21! by letting both parameter
(pL

DI and pL
EC! be free. Such a fit better reproduced the e

perimental yields, but the final capture probabilities we
overestimated significantly. Since both parameters are co
lated this brought down the direct ionization probabilitie
Therefore, we decided to use the capture probabilities ca
lated within the CTMC approach, and keep them fixed d
ing the fitting procedure. This way the experimental yie
could not be totally reproduced, but the differences w
slightly diminished compared to the standard binomial d
tribution. The three particles used in the CTMC calculatio
were the bare projectile, an active atomic electron, and
remaining ion. For the description of the interaction betwe
them, a potential model based on Hartree-Fock calculat
as developed by Green@30# was used. These three-bod
three-dimensional CTMC calculations were performed as
scribed in Refs.@31,32#. The initial parameters were th
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same as those developed by Reinhold and Falcon@33#. They
were chosen randomly at relatively large internuclear se
rations, where the interaction between the projectile and
target atom is negligible. The initial conditions were set fro
the ensemble, which is constrained to an initial binding e
ergy of theL-shell target electron. For the given initial pa
rameters, Newton’s equations of motion were integrated w
respect to time as independent variable by the stand
Runge-Kutta method, until large separations of the collid
particles were attained. For each investigated collisi
20 000 individual trajectories were calculated.

In Fig. 5 we see the results of the fitting procedure for t
case of Fe ionized by 43-MeV Ne ions. Using model~21!,
which combines the capture and direct ionization proces
the x2 of the fit was reduced by 20% as compared to the
using the binomial distribution. It has to be noted that t
direct ionization probability obtained from this fit is signifi
cantly smaller~by 16%! than that obtained from the mode
using the binomial distribution. As anticipated, nonconsid
ation of the EC process would lead to systematic errors in
direct ionization probabilities. In particular, in the low pro
jectile velocity region, where the capture ofL-shell electrons
is highly probable, the direct ionization probabilities wou
be markedly overestimated by fitting the binomial distrib
tion to the experimental values. Moreover, for high veloc
collisions, where capture is almost negligible, the combin
model yields results practically equal to the binomial on
1-9
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The direct ionization probabilities deduced from the me
sured data for an effective impact parameterb054000 fm are
presented in Table IV together with the CTMC predictio
for electron capture. The quoted errors are due to the le
squares fitting procedure@34# taking into account uncertain
ties of theKLN vacancy yields. It will be shown later that fo
the slowest collisions for which the EC process is not ne
gible the CTMC calculations overestimate the direct ioni
tion probabilities by about 30%. If the values for the electr
capture are also overestimated by the CTMC model, thepL

DI

results obtained with our method would be as a conseque
somewhat too small. It was however, estimated that a sim
error of 30% in the CTMC EC values would change t
obtained direct ionization probabilities by less than 4%.

Among the theories which describe ionization by charg
projectiles and employ a quantum description of the ato
only the semiclassical approximation allows a detailed an
sis of the ionization probabilities as a function of impa
parameter. The SCA theoretical model was originally int
duced by Bang and Hansteen@35#. SCA calculations are usu
ally limited to the first-order time-dependent perturbati
theory. In the present study we calculated the direct ion
tion probabilities according to the first-order SCA model
Trautmann and Ro¨sel @23,24#. The latter employs classica
hyperbolic trajectories and uses hydrogenlike Dirac elect
wave functions. The effective charge of the target atom w
calculated according to the method of Slater to account
screening effects. Binding energies of the separated a
model were employed. Multipoles up to the orderl 55 were
considered in the calculations. The results of these SCA
culations are compared to the experimental direct ioniza
probabilities obtained in the present work in Fig. 6~a!. First-
order ionization models~including the SCA! predict that the
ionization probability for a singleL-shell electron increase
as a function of the square of the projectile charge.
heavy-ion collisions the calculated probabilities may thus
ceed unity. This indicates that the first-order approximat
is no longer justified. The breakdown of the first-order SC
can be well seen in Fig. 6~a!, which shows, in particular, tha
for low-energy collisions the variation of the direct ioniz
tion probabilities as a function of the projectile velocity d
pends on the ion type. At low velocities, where the probab
ties are high~see Table IV!, the ratio of the SCA and
experimental probabilities clearly increases with the proj
tile charge. At high velocities, the ratios merge and conve
to approximately 0.6 for the three different ions. Althou
first-order theories may also break down at higher veloci
~see Ref.@36#, and references therein! it seems that in our
case the SCA model works rather well in this regime wh
the velocity dependence of the ionization probabilities is
deed quite well reproduced by our results. Furthermore
may be expected that the remaining differences between
experimental and calculated direct ionization probabilit
would be reduced by the use of better~Hartree-Fock! elec-
tron wave functions in the SCA calculations@10,37,38#.

The geometrical model~GM! of Sulik et al. @39# can also
provide direct ionization probabilities at zero impact para
eter. In this model, which is based on the binary encoun
approximation, the mean ionization probability for a sing
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L-shell electron varies also with the square of the projec
charge. However, in contrast to the SCA model, GM dire
ionization probabilities remain below unity for arbitraril
high projectile charges, at least for projectile velociti
higher than the atomic orbital velocities. In the GM approa
we consider a projectile at a velocity higher than the orb
electron velocity, passing through the target atom alon
straight line at zero impact parameter. In the binary enco
ter the energy transferred to the target electron is a uni
function of the projectile-electron impact parameter. The
fore, we can define a cylinder around the projectile traject
in which the target electron acquires the amount of ene
needed for ionization. The probability of ionization is the

FIG. 6. Ratio of the theoretical to experimental direct ionizati
probabilities for a singleL-shell electron as a function of the re
duced projectile velocity. The comparison is presented for~a! the
SCA model using hydrogenic wave functions@23,24#, ~b! the geo-
metrical model@39#, and ~c! the three-body classical trajector
Monte Carlo model.
1-10
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L-SHELL IONIZATION IN NEAR-CENTRAL . . . PHYSICAL REVIEW A 61 052711
given as the charge density fraction of one electron cut
by the cylinder. Using the hydrogenic single electron dens
distribution results in a scaling rule for the ionization pro
ability at zero impact parameter, which tends to unify f
high projectile atomic numbers in the high velocity lim
@36#. The L-shell direct ionization probabilities of interes
were also computed with the geometrical model. The res
of these calculations are compared to our experimental
in Fig. 6~b!. The comparison shows that the geometri
model describes reasonably well the velocity dependenc
the experimental probabilities, although it overestimates
experimental values by approximately 80%. The differen
can be assigned partly to the fact that this model yields
ues for the zero impact parameter, while our results co
spond to an effective impact parameter of about 4000 fm

Besides the electron capture probabilities which w
used to fit theKLN vacancy yields, the three-body CTM
model can also be employed to compute direct ionizat
probabilities. CTMC predictions for the direct ionizatio
probabilities are presented in Fig. 6~c!. It is found that
CTMC calculations overestimate the experimental valu
The differences increase with the reduced projectile velo
and start to level out at high velocities, where the ratio of
CTMC and experimental values tends to approximately 3

V. CONCLUSION

TheKLN satellite x-ray spectra induced in Ca, Ti, Cr, a
Fe targets by bombardment with 34-MeV C21, 72-MeV
C31, and 134-MeV C41 ions, 28-MeV O21, 64-MeV O31,
and 230-MeV O61 ions, and 43-MeV Ne31, 160-MeV Ne61,
and 380-MeV Ne81 ions were measured by means of a hig
resolution von Hamos Bragg crystal spectrometer. From
intensity distributions of the resolved satellite lines the init
KLN vacancy yields were deduced taking into account
atomic rearrangement processes preceding theK x-ray emis-
sion and the changes in theK-shell satellite fluorescenc
yields resulting from the additional inner-shell vacanci
The directL-shell ionization probabilities per electron cou
then be determined by fitting these initialKLN vacancy
A

en

as
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yields with a distribution, taking into consideration the dire
ionization and electron capture contributions. The expe
mental ionization probabilities were compared to theoreti
predictions obtained from the SCA, GM, and CTMC mode
Comparison with the SCA calculations shows that for i
collisions with low-Z atoms, first-order theories break dow
at projectile velocities around matching condition for t
L-shell electron, though they provide a satisfactory desc
tion of the ionization process in the high-velocity regim
The remaining differences between the experimental and
culated values in this high-velocity regime may be explain
by the use of inappropriate hydrogenic wave functions in
SCA calculations. Geometrical as well as the CTMC mod
overestimate the experimental results. The geometr
model, however, describes the velocity dependence q
well, and yields results which are closer to the experimen
values than those obtained in the CTMC approach. Furth
more, it was found that the differences between CTMC p
dictions and our experimental probabilities increase with
projectile reduced velocity up to abouth53. In the high-
velocity regime the ratios between CTMC theoretical pred
tions and the experimental values stabilize approximatel
a factor of 3.

Finally we would like to point out that, as shown by th
present study, reliable direct ionization probabilities can
extracted from the analysis of high-resolution x-ray satel
spectra, provided that the different ionization mechanis
that contribute to the observedKLN satellite distributions are
considered in detail, both theoretically and experimentall

ACKNOWLEDGMENTS

The authors wish to thank Dr. Schmelzbach and the
Philips cyclotron crew for providing very good beam cond
tions. They also gratefully acknowledge the help of O. Ma
ron for the reflectivity measurements of the LiF~200! crystal.
This work was mainly supported by the Slovenian Minist
of Science and Technology~Project No. J1-7473! and by the
Swiss National Science Foundation. One of us~K.T.! also
acknowledges support from OTKA~Grant No. T032306!.
l.

h.

ys.
@1# R. L. Kauffman, J. H. McGuire, and P. Richard, Phys. Rev.
3, 1233~1973!.

@2# T. K. Li, R. L. Watson, and J. S. Hansen, Phys. Rev. A3, 1258
~1973!.

@3# R. L. Watson, F. E. Jenson, and T. Chiao, Phys. Rev. A4,
1230 ~1974!.

@4# V. Dutkiewitcz, H. Bakhru, and N. Cue, Phys. Rev. A1, 306
~1976!.

@5# K. W. Hill, B. L. Doyle, S. M. Shafroth, D. H. Madison, and
R. D. Deslattes, Phys. Rev. A4, 1334~1976!.

@6# R. L. Watson, B. I. Sonobe, J. A. Demarest, and A. Lang
berg, Phys. Rev. A4, 1529~1979!.

@7# B. Perny, J.-Cl. Dousse, M. Gasser, J. Kern, Ch. Rheˆme, P.
Rymuza, and Z. Sujkowski, Phys. Rev. A5, 2120~1987!.

@8# P. Rymuza, Z. Sujkowski, M. Carlen, J.-Cl. Dousse, M. G
-

-

ser, J. Kern, B. Perny, and Ch. Rheˆme, Z. Phys. D: At., Mol.
Clusters14, 37 ~1989!.

@9# P. Rymuza, T. Ludziejewski, Z. Sujkowski, M. Carlen, J.-C
Dousse, M. Gasser, J. Kern, and Ch. Rheˆme, Z. Phys. D: At.,
Mol. Clusters23, 71 ~1992!.

@10# B. Boschung, M. W. Carlen, J.-Cl. Dousse, B. Galley, C
Herren, J. Hoszowska, J. Kern, Ch. Rheˆme, T. Ludziejewski,
P. Rymuza, Z. Sujkowski, and Z. Halabuka, Phys. Rev. A5,
3889 ~1995!.

@11# D. F. Anagnostopoulos, G. L. Borchert, and D. Gotta, J. Ph
B 25, 2771~1992!.

@12# J. Hoszowska, J.-Cl. Dousse, J. Kern, Ch. Rheˆme, Nucl. In-
strum. Methods Phys. Res. A376, 129 ~1996!.

@13# E. Storm, and H. I. Israel, Nucl. Data, Sect. A7, 565 ~1970!.
@14# M. Sanchez del Rio and R. J. Desus, Proc. SPIE3152, 148

~1997!.
1-11



P

r-
on
s

.

.

ta

.

ev.

.

i,

e

ys.

v.
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