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Computational investigation of the Ni-like Gd collisionally pumped x-ray laser
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The Ni-like Gd X-ray laser is investigated in detail primarily through a 1.5-dimensional combined fluid and
atomic physics codeHYBRID. Directly measurable parameters are calculated using a combined optical ray-
tracing and saturation calculation codeYTRACE. As experimental data for Gd are not widely available, we
compare the predictions of our model with experimental results for Sm. There has been considerable success
reproducing the results of experiment with this model. Much has been made of the similarities between the
operating conditions for Ne- and Ni-like lasers. This approach has been quite successful from an experimental
viewpoint. In this paper we consider the degree of similarity. Areas of difference are highlighted particularly
the relative stability of the lasant ion stages.

PACS numbeps): 42.55.Vc, 82.20.Wt, 42.60.By

[. INTRODUCTION schemes by comparing the calculated output energies, and
more particularly the predicted trends with the results of Sm
In recent years the focus of work in collisionally pumped x-ray laser experiments for which there is a significant vol-
x-ray lasers has shifted away from Ne-like schemes towardme of experimental data. This comparison is subject to
shorter wavelength Ni-like schemes. The application of techsome limitations. A three-dimensional raytracing code
niques used to enhance the output of Ne-like lasers has led tmyTRACE [10] is used to generate experimental observables.
rapid progress in Ni-like x-ray laser development. Reportedrhis code was originally designed for long pump pulse 1-ns
lasing wavelengths have rapidly shortened, and a saturategkperiments, and assumes a plasma varying slowly with re-
operation is claimed for Sn and Sm lasers. The Ne-likespect to the x-ray transit time, i.e., the plasma is assumed
scheme, in particular the Germanium laser, has been thoktatic within theRAYTRACE code. This limits the codes accu-
oughly investigatedil] and is well understood. More than a racy when calculating x-ray laser output parameters, where
decade ago the first cross-section calculations appeared f@fe gain changes significantly on time scales less than the
theg Ni-like Gd schgme[Z] with lasing pre%lcted for the  ansit time of the targets used. For the 14-mm targets used
3d 4(33’2(‘120_)_)3(1 4p_3,_2(J=1) and 3 4d3/2(‘]:(_)) as the basis of our experimental comparison in Sec. VI, the
—3d%4p;(J=1) transitions at 61 and 66 A, respectively, transit time is approximately 50 ps. The time during which

as a result of the large exc!tation Cross section from thPgain is greater than 80% of maximum from simulation is of
ground state to the upper lasing level. This was shortly fol-

I . . o the order of 20 ps, significantly less than the transit time.
owed by a detailed local thermodynamic equilibrium modeITh. blem i ¢ add din thi but it should b
[3]. Little detailed theoretical or computational work has IS problem IS not addressed In this paper, but it should be
been published in the intervening years. The simulations pr\’—,nO'[G(j thfit_ there is a p_rOJeCt und_erwz_iy to address this prob-
sented here are based on a 112-level model of the Gd Ni-likieM explicitly. The static plasma implies that tReyTRACE
ion stage using the calculations of Hagels{&h This model chg will cqrrectly modgl a traveling-wave experiment but
includes detailed calculations of the collision rates on excitedVill increasingly overestimate the output of a laser as the
transitions[4]. Results quoted in this paper are for the 66-A9ain time reduces below the transit time for the target.
lasing line. This transition has the larger oscillator strength in  In this paper we concentrate on the dual 100-ps pumping
Gd. A 253-level model with detailed calculations for ground- scheme that is the current workhorse of the x-ray laser com-
state transitiong5] in conjunction with the van Regemorter munity. The potential of very short1 ps) pulses in con-
approximation[6] for optically allowed transitions between junction with longer pulses>* 100 ps) for collisional excita-
excited levels was also investigated. The second model prdion [11,12 is also examined. Very short high-intensity
duced significantly different results despite excellent agreepump pulses produce rapidly ionizing plasmas with poten-
ment between the two sets of collision rates. Different fittingtially high gains for short times. Such pumping schemes are
functions used for Hagelstien’s ddif 7] and the data of van commonly referred to as transient collisional excitation
wyngaarderet al. [8] indicated a possible source for diver- (TCE) schemes. Estimations of the relative gains achievable
gence at low electron energies but these are well below thare made. Recently there have been a number of successful
minimum energy at which any significant Ni-like population Ni-like experimentd13] using this scheme.
is generated in the plasma. The cause of the deviation is a A zero-dimensionalOD) version of the fulEHYBRID code
direct result of the inaccuracy of the van Regemorter apis used to compare the operation of the Ne-like Ge and Ni-
proximation. This is dealt with in more detail below. like Gd schemes. This is used to highlight the areas of dif-
A combined hydrodynamic and atomic physics codeference between the two schemes, often overlooked in the
(EHYBRID) developed at York by PefB] has been used ex- preparation of experiments. In particular the problem of
tensively and successfully in the prediction of experimentabverionization is examined. This problem has been noted
observables for Ne-like Ge. We validate the code for Ni-likebefore in computational studi¢44] and in experimenf7].
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Il. COMPUTER MODELS we first used a OD code. This code is a subsetfBRID
running in a single cell with the hydrodynamics routines

The principle code used isHYBRID, a 1.5-dimensional . . o
(1.5D) two-fluid code designed to operate in planar geor,n_swnched off and no electron-ion thermalization. The full
' collisional-radiative model is used. The electron and ion tem-

etry. The major axis of the fluid expansion is modeled in the . ; ' )
plane of the driving laser with a Lagrangian meds,d]. peratures and the ion density are all fixed. The output is
The laser beam is assumed to have a Gaussian profile at tHierefore the response of the system to an electron tempera-
target surface with a variable full width at half maximum ture step function. The ion temperature was set indepen-
(FWHM) independent of the target size. Electron-ion ther-dently in th_ese simulations to 150 eV. This temperature is
malization and flux-limited electronic and ionic thermal con-"épresentative of those achieved in the full hydrodynamic
duction f=0.1) are included. Laser absorption via inverseSimulation. We use this temperature to more accurately re-
bremsstrahlung is the primary absorption mechanism with #€ct the gains achieved in full simulations.
fractional dump at the critical density. The dump primarily ~!dentical simulations were performed for Ge and Gd. Ge
acts to initiate the plasma with only a small fraction of the@nd Gd are superficially similar. The upper lasing levels are
incoming laser beam reaching the critical density region un1337 and 1340 eV, and the ionization energies for the Ne-
der normal operating conditions. In addition, a full raytrace!ike and Ni-like ion stages are 2192 and 2630 eV, respec-
of the incoming laser beam may be switched on to model thdively. Th!s makes them ideal candidates for a comparative
effects of refraction in the plume. Radiative losses are inOmputational study. The data presented for each element
cluded through bremsstrahlung, photorecombination, angonsist of a figure containing three contour plots labé®d
line emission. (b), and (c). Plot (a) shows the average ionization of the
The atomic kinetics of the Ni-like ion are modeled using aP'@sma when the system has reached a steady statebplot
collisional-radiative mode[16]. Two separate sets of data Shows the gain calculated in this steady state. fiois the
are used with 1124] and 253[5] excited levels. These data P&ak gain achieved while the plasma is ionizing. This final
include all transitions from the & ground state and from Plot provides an indication of the gain enhancement achiev-
states originating from 8and 3 holes to then=4 mani- able in transient pumping or TCE schemes.
fold, and fromn=4 and 5 manifolds, respectively. Excited . e will start by examining the germanium results shown
states of higher principal quantum number are grouped t§' Fig- 1. Figure 1) is similar to Fig. 3 of Holderet al. [1].
reduce computation time. For the 112-level model, collision'Ve include dielectronic recombination and use a more de-
rate information is available for the excited states of the tailed model of the Ne-like ionization stage, but otherwise
—4 manifold. For the 253-level model the van Regemortelihe_coqe is identical. The_ inclusion (_)f dlelectr(_)nlc_ recqmbl-
approximation is used. The validity of this approximation is "ation increases the relative population of Ne-like ions in the
limited [17], and will be addressed later in the paper. Colli- equmbrlum plas_ma, and_thls is reflected in the s_Iower rise Qf
sion cross sections on optically forbidden transitions betweeferage ionization predicted in our 0D calculations. This is
the excited states are not available. It is assumed that optFnSistent with Fig. 6 from the same paper. Figu(e) 1
cally allowed transitions will dominate in determining the shows the gain in the steady state with the ionization balance

excited level mixing at least within the=4 manifold. included. Many previous calculations have assumed all ions
Other ion stages are modeled in various ways dependin

be Ne-like. This indicates an optimum electron tempera-
. 2 73 .
on available data and the significance of the ion stage. Dat&/r® 0f 500 eV at an electron density of tocm™* with a

for Gd includes detailed descriptions of the Cu-like ion andP€ak gain<20. On the other hand, Fig(d shows the peak
averaged level descriptions of Co- and Zn-like ion stagesy@in achieved while the system was ionizing. This shifts the
For Sm we use a screened hydrogenic model to calculate tHfPimum conditions to higher temperatures and slightly
averaged excited states for ion stages close to Ni-like. Theddgher electron density, but also indicates that much higher
levels are scaled using exact calculations of the ionizatio§@ins may be achieved in this regime. This result is a good
energy from the multiconfiguration Dirac-Fock methdd]. indication of the enhancement that can be achieved in mov-
Other ion species are modeled through a detailed mechanifld 10 TCE schemes.

tic model derived from the model of Griefa9] described in The conclusions drawn for Ge by Holdet al. [1] may
detail by Dave[20]. be repeated here. It is clear that the optimum gain conditions

The RAYTRACE code postprocesses tiEeiYBRID output do not coincide with those conditions which produce a suit-

data to generate experimental observables such as near AMRje steady-state ionization balance. The laser func_tions typi-
far field laser profiles, output energies, and refraction angle<@lly at electron temperatures 400900 eV, and in the
The code is fully 3D using the self similar lateral expansionUPPer limit of this range the ion is stripped in steady state to
of EHYBRID directly. The plasma is assumed to be uniform@ dominant species of N-like ions, Ne-like ions forming only
along the lasing axis. The ramifications of this assumptiorf* fraction of a percent of the plasma.

with regard to experimental optimization have been men- Figure 2 contains the results of identical calculations for
tioned briefly in Sec. I and are discussed in detail in Sec. vGadolinium using a 112-level data set. The primary conclu-
sions drawn for Ge are equally valid here. The most striking

difference is the relative instability of the Ni-like ionization

stage. The contour pl¢Fig. 2(a)] for average ionization as a
To systematically investigate the temperature and densitfunction of temperature and density shows this clearly. The

space of the plasma and the operation of the Ni-like schemeglevant ion stages of interest are Ne-like Ge=(22) and

Ill. OD MODEL FINDINGS
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FIG. 1. Contour plots generated by the germanium 0D calculations. The ion temperature is set to 150 eV. From the top, the plots
tions. The ion temperature is set to 150 eV. From the top, the plot§how the following:(a) steady-state ionization and balance average
show the following:(a) steady-state ionization and balance averageionization,(b) equilibrium gain (cm*), and(c) peak transient gain
ionization, (b) equilibrium gain (cm'?), and(c) peak transient gain  (cm™ ).

(cm™1).

rapid sweep through the Ni-like stage is emphasized by the
Ni-like Gd (Z=36). Contour lines indicating an average ion- steady-state gain calculatiofiSig. 2(b)]. This indicates that
ization of 22 and 36 traverse almost identical paths in thex significant Ni-like Gd population occupies a much smaller
temperature density plot. Following lines of equal electronregion of the parameter space investigated. These data un-
density, Gd reaches a Co-like average ionization after aderline the Ne-like Ge conclusion that the conditions for a
average temperature increase of 50 eV. Ge is significantlgteady-state ionization balance dominated by Ni-like ions is
more stable, requiring a 200-eV rise in electron temperatursignificantly different from the conditions required for opti-
to increase the average ionization by one. The relativelynum gain. The peak gain plot for the ionizing plasfiég.
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FIG. 3. A sample plot of the temporal evolution of gain from the

d lculati The el is 800 eV FIG. 4. The effect of using the van Regemorter approximation
Steady-state calculations. e3e ectron temperature Is € aqgr the Ni-like ion stage is shown using a plot of the time evolution

the electron density is £ cm™?, of the populations of the Ni-like and bounding ion stages.
2(c)] is an accurate indicator of the conditions required for

lasing. Furthermore, it is clear that this is a transient gaimapove. The higher excitation rate compensates for relatively

condition and that the peak gain occurs long before thgower lasant ion populations as a result of “overionization.”
steady state is reached. It must also be noted that dielectronig,e rapid rise in peak gain as a function of temperature
recombination is not a significant contributor to the gain of .ofiects the larger excitation rate.

Ni-like Gd. Full 1.5D simulations were also performed, with
the dielectronic recombination contribution to the Ni-like ion
stage removed with much less than 1% change in gain.

A 253-level model based entirely on the published data of
Zhang et al. [5] was also implemented. Results from this
The relative instability of the Ni-like ion stage is a result umsoedg:c 3:2 C;:l Iggusri%r?;tge ':gsilrirgﬁg;a:éonrg;deg g:citt:\?
of the larger collision cross section of excited states having a gemc PP b )

ion rates between excited states of the lasant manifold. De-

higher principal quantum number compared to the Ne-like .. o
scheme for the lasing levels. The monopole excitation raté{latlons between the calculated excitation rates and the van

into the upper lasing level of Gd is greater than twice that of €9€morter approximation were found to be large. The ma-

the Ge upper lasing level. The large electron impact crosiority of rates were significantly underestimated, some by
sections increase stepwise excitation throughrtket and ~ More than an order or magn!tude, while others_were overes-
higher manifolds, adding significantly to the ionization rate.timated by 20% or more. This meant that no simple correc-
The increased ionization is very significant for the stabilitytion could be made to the van Regemorter approximation.
of the lasant ion stage. As a result the Ni-like ion stage burndhis has been discussed in some detail by Sampson and
through very rapidly, leading to overionization in a very Zhang[17], and they recommend discontinuing use of the
short time. The large area of zero gain in Figh)2ndicates  approximation. The effect of using van Regemorter rates for
that the Ni-like stage population is insignificant at electronthe n=4 manifold when compared with the calculated rates
temperatures greater than 550 eV in the steady state. is shown in Fig. 4. The graph shows the relative populations
The peak transient gain is less affected by the overionizaef the major ion stages present as a function of time for a 0D
tion problem. A contour plot of gain as a function of electron calculation, i.e., as the system approaches steady state. All
density and temperatuf€ig. 2(c)] indicates a usable param- ion stages except Ni-like stages are treated identically. The
eter space not disimilar to Ne-like Ge shown in Figc)l  van Regemorter rates slow the ionization to such an extent
The predicted gains are also similar in magnitude. This is dhat the peak Ni-like population is more than doubled and
reflection of the higher pumping rate into the upper lasinghas a longer lifetime. Use of the approximate rates in con-
level maintaining gain despite the smaller Ni-like ion popu-junction with the data set of Zhanet al. significantly in-
lation. As expected, the temporal evolution of the gain in Gdcreases the relative Ni-like population and gain. This is com-
is faster reflecting the rapid ionization rate. Using as an expletely due to the approximation, as the calculated collision
ample an electron density of 0cm™3, and an electron rates from the ground state are almost identivathin 5%)
temperature of 800 eV the temporal FWHM of the Gd gainto those used in the 112-level model. The gain is overesti-
profile is half that of Gesee Fig. 3. It can also be seen that mated by more than the relative population difference in the
the Gd gain returns to zero, indicating that at this temperatwo cases. Pumping into the upper lasing level from the
ture the Ni-like ion stage is depleted in the steady state. liground is the same in both cases, whereas the collisional
contrast, Ne-like Ge is not fully depleted at this temperaturedepopulation rate into other states is significantly underesti-
The extent of the overionization is detailed in Figa2 mated by the approximation. An imbalance between ground-
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and excited-state populations is introduced by mixing the 200
rates. 0.4J prepulse
150+

IV. 1.5D SIMULATION RESULTS

We have carried out a significant number of full simula- oy

tions, using the codes to determine optimum pumping pa-
rameters and examine the conditions required to deliver 50+ e
maximum output energy. We have concentrated in this pape/é\ 200 é’
on the two 100-ps pulse scheme shown to be the most effi

cient of the long pulse configurations. The operation of the~—
double-pulse pumping technique is well known. The first _5 150~
pulse (or prepulsg is used to generate a long scale length @
plasma. This reduces refraction effects and increases the Ieg 100 -
ser source size. The second pulse is then used to pump tFx =L ==
plasma to sufficiently high temperatures for lasing. The tim- = /

ing of the second pulse and the relative power of the prepuls(—.%s 50 H
are variables in a large parameter space. To keep the analys® 200-

2J prepulse

simple, we will examine a small number of simulations and 13J prepulse —
indicate the critical areas to monitor when optimizing such a | /
150 v
scheme. o
The simulations are run within the following constraints ,/

to minimize the parameter space and ensure that they ar 100
relevant to experiments performed on the VULCAN laser
system at Rutherford Appleton Labs. The maximum energy 50 -
in a single pulse is 60 J for 70—100-ps pulses into a 2-cm line ==
focus. The simulations performed relate to an experiment ‘ ‘ ‘ ‘ ‘ ‘
using 14-mm targets, and the total energy on target is scale:
accordingly. The prepulse fraction is arbitrarily limited to time from prepulse start (ns)
between 1% and 33% of the main pulse maximum energy.
We limit the prepulse fraction, as its contribution at other ~FIG. 5. Evolution of the plasma and corresponding absorption
energies can be inferred from the data. region. The shading indicgtgs where laser energy V\.IOU|d. bg ab-
Before discussing the results of the complete set of Simusorbed .at the on_set of a driving pulse. The bounding lines indicate
lations and how they compare with experimental results, wd€ région in which 90% of the laser energy would be absorbed.
will discuss further the role of the prepulse. Figure 5 shows' Nfee different prepulses are shown for comparison.
the expansion of a Gd target driven by 0.4-, 2-, and 13-J
prepulses over a period of 7 ns. Radial expansion is meaonable source size. This explains the long optimal pulse
sured from the target back surface. This explains the.@0- separations obtained in experiments at low prepulse levels.
offset of the radial expansion axis. The contour plot repre-The requirement that the plume electron density reach an
sents the calculated fractional energy dump from a lasepptimal low gradient is replaced by a need for the region
pump into the plasma plume as a function of time. Superimbehind the plume to become large enough to support a rea-
posed on the contour plots are the regions of significant alsonable source size. It should be noted at this stage, as will
sorption for a laser pump pulse. We define the region obe mentioned again in Sec. VI, that the accuracy of simula-
significant absorption as the region in which 90% of thetions is reduced at such low prepulse levels.
pulse energy would be absorbed. The smallest prepulse, plot For larger prepulses optimized conditions occur when the
(a), barely starts the expansion process. The preplasma hasital high-density layer has expanded and cooled sufficiently
an initial maximum electron temperature of 25 eV and anto form a large enough low-density gradient region to mini-
average ionization of less than 15. As this layer expandsnize refraction and maximize the source area. As this region
away from the surface it cools and recombines, and the iogontinues to expand the electron density will decrease until it
density drops. The electron density of the expanding plumés relatively transparent to the pump pulse. At this point the
rapidly becomes too small (10 cm™3), more than expansion behind the plume will absorb most of the pump
100 wm from the surface for significant inverse bremsstrah-energy. This process can be seen in glot for the 13-J
lung absorption. Therefore, a second laser pulse will be abprepulse. Initially a very hot rapidly expanding plasma is
sorbed in a layer that remains close to the target surface. Thigenerated300 eV, average ionization 33The hot plasma
region has very low ionization ~£4) and temperature expands and cools, and within the first 3 ns a large region of
(=6 eV), but this is offset by a high ion mass density be-uniform absorption is created. After this time the rapid ex-
tween 0.1% and 1% that of solid suitable for collisional pansion and cooling reduce the electron density such that
pumping. To generate a good signal the radial extent of theump pulse energy is being dissipated over a larger volume
region needs to be of the order of »n to produce a rea- such that the local temperatures produced are reduced and
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FIG. 6. Gadolinium dual 100-ps pulse optimization curves for a Pulse separation (ns)

14-mm target. Four different main and prepulse configurations are
contrasted. FIG. 7. Gadolinium dual 100-ps pulse output laser on axis re-

laser gain is reduced. It must be noted that in both cases trJ‘&ractlon angle for a 14-mm target. Four different main and prepulse

optimized second pulse arrival time is a function of the en_%nflguratlons, as in Fig. 6, are contrasted.
ergy of the pulse. The smaller the pulse the earlier it must
arrive to achieve optimum lasing; otherwise the density agurves. There are two reasons for this. First, it is often more
the energy dump will drop below the critical level required informative to know the total energy deposited per shot in
for lasing. The 2-J prepulse is not large enough to detach thaddition to the prepulse level. Second, in an experiment the
absorption region from the surface as the 13-J prepulse doetgital energy on a shot-to-shot basis can vary such that 5%
however, it produces a much larger and initially more uni-and 10% prepulse levels can form a continuum of prepulse
form absorption region than the 1% prepulse. The resultenergies. It would be more informative to plot the energy as
below show that this level of prepulse was the optimum fora continuous variable rather than as a discrete prepulse per-
the conditions considered. centage. This is not so important in simulations where con-
Figure 6 is a pulse separation optimization scan for 1%gditions are fixed, but again it is more informative to refer to
5%, and 33% prepulse levels equal to pulse energies of 0.4pulse energies rather than ratios.
2, and 13 J on target, respectively. The total energy in all Plotting the x-ray laser beam refraction ang(&sg. 7),
cases is different, but for low prepulse levels this factor is noincreases our understanding of the optimization curves of
significant. Experimental fluctuations would easily mask theFig. 6. For smaller pulse separations the plasma scale length
difference. For the larger 13-J prepulse, the prepulse is & small. Gain occurs in a highly refracting region of the
significant portion of the total energy available. We haveplasma close to the surface, as implied by the absorption
also run simulations for this prepulse level with the mainplots. The rapid expansion of the higher-energy prepulses
pulse reduced to keep the total energy constant. A targetnd the consequent electron-density gradient reduction in the
length of 14 mm is used for these simulations. The data@bsorbing region results in a significant drop in refraction
clearly indicate that the optimum pulse separation increaseangle at 3 ns. In comparison, the smallest prepulse simulated
with decreasing prepulse level. This is what we predict fromdoes not exhibit such a drop in refraction angle. There are
an examination of the data in Fig. 5. It also predicts that fotwo 13-J prepulse simulations using 40- and 27-J main
a specified main pulse energy increasing the prepulse energylses. For the 40-J main pulse, the refraction angle begins
will increase the laser output within the bounds of the simu-+o increase after 5 ns. This corresponds to a change in the
lation. The situation is more complex when we take intoenergy deposition profile, a consequence of the rapid expan-
account a fixed total energy, where increasing the prepulsgion and reduction in the electron density of the preplasma.
level reduces the energy of the main pulse. We show thét this time absorption initially occurs in a region of high
significance of this effect, including an optimization curve electron-density gradient close to the target surface; see Fig.
for a 13-J prepulse, where the total energy is the same as f&: Refraction is higher for the larger main pulse because this
the 2-J prepulse. This adds another prepulse level measurpulse generates its own local density gradients over the time
ment to our parameter space, as this is a 48% prepulse. Opeale of the pulse. These gradients are related to the degree
timized timings are not simply a function of prepulse per-of heating, and the larger main pulse is refracted to a greater
centage or indeed prepulse energy. They are more compledegree.
occupying a parameter space that may be presented and ana-The length of the pulse is also important. The same en-
lyzed in the form of a contour plot of energy against prepulseergy delivered in a shorter time can produce higher gains. In
and main pulse energies. simulations, for a 2-J prepulse, where the main pulse time
We feel that the reference to prepulse levels as fractions iBas been reduced to a 50-ps FWHM, an increase in gain is
something of a red herring in experimental optimizationfound. This increase can be attributed to larger pumping
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rates due to the generation of hotter electrons by the highdthe beam being assumed to be uniform along the target, and
intensity pump. The approximate temperature peaks durin@aussian transverselyand (i) the precise pump beam ge-
the main pulses are 900 and 1040 eV for the 100- and 50-psmetry (multiple beams are combined in the experiment;
pulses, respectively. Further reducing the pulse width is théhey do not all strike the target normally as assumed in the
basis of the TCE schemes. Shorter high-intensity pulses gegimulation. We may infer that the effect of local irregulari-
erate much hotter electrons, pumping all levels much hardeties in the beam intensity at the focal plane will lead to
in particular those with larger monopole excitation rates suclymg||-scale plasma disturbances in the transverse direction.
as the upper lasing level in Ni-like Gd. To make the TCEThe creation of a nonuniform plasma with local hot and cold
scheme work we must replace the single main pulse with tWQ o5 implies local mismatches between the gain regions.
pulses. A short pulse alone is not sufficient. The reason fofrhg effect of nonuniformities in the plasma would depend on
this is that _the main pulse in the two-pulse exp_enment has gheir exact configuration: however, we assume that they
dual role: first to heat the expanding and cooling plasma tQyqyid enhance output only in exceptional circumstances. In
the correct ionization stage, and second to pump the UppP@jeneral the effect would be to flatten optimization curves, as
lasing level. The TCE schemes break this process into tW@p, experimental plasma constitutes a mix of simulated pulse
separate stages using two pL_JIses: a longer low-intensity p“'%ergies, each having different optimum temporal pulse
and a very short high-intensity pulse. _ separations. The influence of beam geometry is less clear;
~ Using the shorter 50-ps main pulse, x-ray laser refractiothoever, there is already a large correction to the absorbed
is slightly increased from 7 to 8 mrad. This is primarily a energy, 0.5, based on the results of long pulsel (um)
function of the first stage of the two-stage process describe@xperiments carried out using the same geormdy23]. In-
above. The time required to heat the plasma to the lasant i09uding these factors would destroy the symmetry of the sys-
stage causes a delay of 40 ps between the start of the pumpiy and add greatly to the complexity of the model. Their
ing pulse and the onset of lasing. The more rapid energy,c|ysion would not greatly enhance our understanding of the
dump into the plasma generates a larger electron density 9"@nderlying system.
dient over the x-ray laser source region. To minimize this, |, addition to these considerations tRaYTRACE code
the energy must be deposited very rapidly into a regionyj overestimate the signal where the gain times are shorter
where the electron density gradient is small and, ideally, thena the transit time of the target. Some work has been done
majority of ions would be in the ground state of the lasanty 5ccount for this by other users of the cd@d]. No cor-
stage. This concept underlies the TCE scheme, but thg,tion has yet been incorporated into the original code. In
scheme is made more complex by the need to pump thg,rrent simulations the temporal FWHM of the gain is 30 ps,
plasma into the correct ion stage prior to the short pump,nq the 809 gain time less than 20 ps, both significantly less
pulse. We do not intend to cover this scheme in detail in thighan the transit time of the targets. An underestimation of
paper; however, it should be noted that TCE experiment§ain and output signal is unavoidable due to the higher ion-
using pulses of the order of 1 ps for Ne- and Ni-like schemes, 4iion energy of Ni-like Gd compared to Ni-like Sm. This
indicate that a prepulse is not always required for optima}nay be as much as a factor of 2 as reported by Daidal.
lasing [21]. A recent publication from our groufl4] also 7] Taking all of these effects into consideration, it is ex-
indicates that a prepulse is not always advantageous in a duglcteq that output energies from simulation will overestimate
long-pulse—short-pulse experiment. In this paper optimal Iaséxperimental values due to the dominance of the assump-
ing was achieved with a single long pulse and 2-ps coherentions inherent in theAYTRACE code.
p_o_tential-app_roximation _pulse for the 62 A inner-shell tran- We compare our simulations with the results of an experi-
sition of Ne-like germanium. ment to optimize the dual pulse pumping configuration for
Ni-like Sm at Rutherford Appleton Laboratories in the UK
[22]. The general results of the experiment indicate the fol-
lowing. For smaller prepulses the temporal pulse separation
In this paper we have concentrated on Ni-like Gd, as waequired to achieve the maximum signal increases. Prepulse
have the most complete set of data for this element. Unforratios of less than 1% can produce significant output signal.
tunately there is very little experimental data for this ele-The output signal range is from 1 nJ toxd). Our simula-
ment. The reason for this is most likely related to difficultiestions agree with the general thrust of the observations. The
involved in target preparation. We will compare the predic-observation of larger pulse separations being optimum for
tions of our code with experimental results for Sm reportedsmaller pulse ratios, implying smaller prepulse energies, is
by Lin et al. [22]. We expect the elements Gd and Sm toobeyed. We predict larger output signals, but this is expected
behave similarly as they havé=64 and 62, and Ni-like as outlined above. The only significant discrepancy between
ionization energies of 2630 and 2370 eV, respectively. Weour simulations and the data presented is the output for very
will show that we can predict the behavior and trends ofsmall prepulses.
Ni-like x-ray lasers under different pumping configurations. A direct comparison between experimental and simulated
In predicting experimental observables we must considedata is shown in Fig. 8. This shows the significant areas of
the influence of factors not included in the model. It is im- agreement. The peak signal is overestimated by a factor of 4,
portant to have some understanding of how the simplificawhile the optimum pulse ratio predicted is in error by a simi-
tions used influence the simulation results. Significant exiar amount. The exact experimental parameters are used in
perimental factors not included af® beam irregularities the code. Taking into account the complexity of the experi-

V. SIMULATION VERSUS EXPERIMENT
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~ FIG. 8. Experimental data from Liat al. compared to predic- FIG. 9. Experimental data from Ligt al. compared to predic-
tions of theerverip fluid and atomic code postprocessed with the tions of theerysrip fluid and atomic code postprocessed with the
RAYTRACE code. X-ray laser output energies are compared. RAYTRACE code. X-ray laser refraction angles are compared.
ment and simulation, we consider this level of agreement to VI. CONCLUSION

be very good.

The one area of concern is the prediction of simulations at
low prepulse levels corresponding to total prepulse energi
of less than 1 J. Simulations with such small prepulse ratio

~10 i i - . . .
(~1% or les$ at the experimental total energies do not pro possible for the lasant level. Use of approximations can lead

duce significant plasma plumes. Using computationally €X3, |arge unforseen errors, as we have shown for the van

pensive equation-of-state packages has not shed much ligRlegemorter approximation. Less obviously, factors such as
on this, and there is little variation from results using thei,e laser-pulse shape can influence the outcome. We con-
ideal gas equation approximation. To give the correct plasmgjyde this from the results of the pulse width simulation,
energies and ionization balance, the experimental laser inpyhich shows how the rate of energy supplied to the plasma
energies have been divided by 2, as mentioned above. Thisfluences the electron temperature. In general, it is apparent
correction may not be applicable at lower incident energiesthat for smaller prepulses a longer time separation is required
and may be different for prepulse and mainpulse energieso maximize the output signal. However, the optimum time
We have no experimental data on the prepulse temperaturelepends on the prepulse energy and main pulse energies
to validate this hypothesis. Including this factor would still
not explain the low output energies for a 0.01% prepulse. It 5 : : : : :
may be possible that a very small pedestal pulse is present i maximum signal | |on-axis maximum
the experimental system; however, this has not been reo
ported. o

A comparison of experimental and simulated refraction £ 10
angles is shown in Fig. 9. The trend of simulated refraction%
angles agree with experiment; however, the absolute angle S
are larger by 2 mrad for comparable configurations. Part ofg
the reason for this is that we plot the on-axis refraction g
maxima rather than the radial refraction angle of the peaks
signal. The on-axis refraction maximum is greater than the
radial refraction for a maximum signal by between 1 and 2 g -10
mrad. However, this value is not as accurately known as the2
raw data from the raytrace has a coarse grid. This is illus-
trated by the far field contour pl¢Fig. 10. The shape of the | | | | | | |
far-field plot shown is dominated by the axial symmetry of '20_20 45 10 5 0 5 10 15 20
the simulated plasma. A much smoother version of this pro-
file is observed in experiment. We feel that the level of
agreement between experiment and the experimental observ- FiG. 10. Farfield output fronRAYTRACE for 2 and 40 J at 4 ns
ables produced by the codes on the basis of these resultsds a 14-mm target. Note the refraction angle marked on the axis
very good, taking into account the uncertainties discussegalculated from the raw data, and the estimated refraction angle
above. calculated from the plot.

The complexity of the laser plasma interaction and the
rediction of x-ray laser output parameters based on that in-
eraction is very sensitive to a number of factors. It is impor-
Tant that the atomic data be as accurate and complete as
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©
—
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radial refraction angle (mrad)
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separately. The ratios of the two pulses should not be corrently dealt with in a crude fashion using an energy dump to

sidered to define the optimum, but should only be used as the outermost cells. We have shown agreement between

shorthand after the energies have been clearly defined.  trends and measured energies for experiment and simulation
We have shown that while Ne- and Ni-like schemes havewhich, in the past can and have provided a useful aid to

similar operating conditions, there are a number of differ-experimental design.

ences that are important to consider when transferring con-

cepts from one to the other. The majority of optimization

concepts have transferred well from. Ne- to Ni-like systems: ACKNOWLEDGMENTS
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