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Computational investigation of the Ni-like Gd collisionally pumped x-ray laser
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The Ni-like Gd X-ray laser is investigated in detail primarily through a 1.5-dimensional combined fluid and
atomic physics codeEHYBRID. Directly measurable parameters are calculated using a combined optical ray-
tracing and saturation calculation codeRAYTRACE. As experimental data for Gd are not widely available, we
compare the predictions of our model with experimental results for Sm. There has been considerable success
reproducing the results of experiment with this model. Much has been made of the similarities between the
operating conditions for Ne- and Ni-like lasers. This approach has been quite successful from an experimental
viewpoint. In this paper we consider the degree of similarity. Areas of difference are highlighted particularly
the relative stability of the lasant ion stages.

PACS number~s!: 42.55.Vc, 82.20.Wt, 42.60.By
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I. INTRODUCTION

In recent years the focus of work in collisionally pump
x-ray lasers has shifted away from Ne-like schemes tow
shorter wavelength Ni-like schemes. The application of te
niques used to enhance the output of Ne-like lasers has le
rapid progress in Ni-like x-ray laser development. Repor
lasing wavelengths have rapidly shortened, and a satur
operation is claimed for Sn and Sm lasers. The Ne-l
scheme, in particular the Germanium laser, has been t
oughly investigated@1# and is well understood. More than
decade ago the first cross-section calculations appeare
the Ni-like Gd scheme@2# with lasing predicted for the
3d94d3/2(J50)→3d94p3/2(J51) and 3d94d3/2(J50)
→3d94p1/2(J51) transitions at 61 and 66 Å, respectivel
as a result of the large excitation cross section from
ground state to the upper lasing level. This was shortly
lowed by a detailed local thermodynamic equilibrium mod
@3#. Little detailed theoretical or computational work h
been published in the intervening years. The simulations
sented here are based on a 112-level model of the Gd Ni
ion stage using the calculations of Hagelstein@2#. This model
includes detailed calculations of the collision rates on exc
transitions@4#. Results quoted in this paper are for the 66
lasing line. This transition has the larger oscillator strength
Gd. A 253-level model with detailed calculations for groun
state transitions@5# in conjunction with the van Regemorte
approximation@6# for optically allowed transitions betwee
excited levels was also investigated. The second model
duced significantly different results despite excellent agr
ment between the two sets of collision rates. Different fitti
functions used for Hagelstien’s data@4,7# and the data of van
wyngaardenet al. @8# indicated a possible source for dive
gence at low electron energies but these are well below
minimum energy at which any significant Ni-like populatio
is generated in the plasma. The cause of the deviation
direct result of the inaccuracy of the van Regemorter
proximation. This is dealt with in more detail below.

A combined hydrodynamic and atomic physics co
~EHYBRID! developed at York by Pert@9# has been used ex
tensively and successfully in the prediction of experimen
observables for Ne-like Ge. We validate the code for Ni-li
1050-2947/2000/61~3!/033804~9!/$15.00 61 0338
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schemes by comparing the calculated output energies,
more particularly the predicted trends with the results of S
x-ray laser experiments for which there is a significant v
ume of experimental data. This comparison is subject
some limitations. A three-dimensional raytracing co
RAYTRACE @10# is used to generate experimental observab
This code was originally designed for long pump pulse 1
experiments, and assumes a plasma varying slowly with
spect to the x-ray transit time, i.e., the plasma is assum
static within theRAYTRACE code. This limits the codes accu
racy when calculating x-ray laser output parameters, wh
the gain changes significantly on time scales less than
transit time of the targets used. For the 14-mm targets u
as the basis of our experimental comparison in Sec. VI,
transit time is approximately 50 ps. The time during whi
gain is greater than 80% of maximum from simulation is
the order of 20 ps, significantly less than the transit tim
This problem is not addressed in this paper, but it should
noted that there is a project underway to address this p
lem explicitly. The static plasma implies that theRAYTRACE

code will correctly model a traveling-wave experiment b
will increasingly overestimate the output of a laser as
gain time reduces below the transit time for the target.

In this paper we concentrate on the dual 100-ps pump
scheme that is the current workhorse of the x-ray laser c
munity. The potential of very short (&1 ps) pulses in con-
junction with longer pulses (.100 ps) for collisional excita-
tion @11,12# is also examined. Very short high-intensi
pump pulses produce rapidly ionizing plasmas with pot
tially high gains for short times. Such pumping schemes
commonly referred to as transient collisional excitati
~TCE! schemes. Estimations of the relative gains achieva
are made. Recently there have been a number of succe
Ni-like experiments@13# using this scheme.

A zero-dimensional~0D! version of the fullEHYBRID code
is used to compare the operation of the Ne-like Ge and
like Gd schemes. This is used to highlight the areas of
ference between the two schemes, often overlooked in
preparation of experiments. In particular the problem
overionization is examined. This problem has been no
before in computational studies@14# and in experiment@7#.
©2000 The American Physical Society04-1
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II. COMPUTER MODELS

The principle code used isEHYBRID, a 1.5-dimensiona
~1.5D! two-fluid code designed to operate in planar geo
etry. The major axis of the fluid expansion is modeled in
plane of the driving laser with a Lagrangian mesh@15,9#.
The laser beam is assumed to have a Gaussian profile a
target surface with a variable full width at half maximu
~FWHM! independent of the target size. Electron-ion th
malization and flux-limited electronic and ionic thermal co
duction (f 50.1) are included. Laser absorption via inver
bremsstrahlung is the primary absorption mechanism wi
fractional dump at the critical density. The dump primar
acts to initiate the plasma with only a small fraction of t
incoming laser beam reaching the critical density region
der normal operating conditions. In addition, a full raytra
of the incoming laser beam may be switched on to model
effects of refraction in the plume. Radiative losses are
cluded through bremsstrahlung, photorecombination,
line emission.

The atomic kinetics of the Ni-like ion are modeled using
collisional-radiative model@16#. Two separate sets of dat
are used with 112@4# and 253@5# excited levels. These dat
include all transitions from the 3d ground state and from
states originating from 3s and 3p holes to then54 mani-
fold, and fromn54 and 5 manifolds, respectively. Excite
states of higher principal quantum number are grouped
reduce computation time. For the 112-level model, collis
rate information is available for the excited states of then
54 manifold. For the 253-level model the van Regemor
approximation is used. The validity of this approximation
limited @17#, and will be addressed later in the paper. Co
sion cross sections on optically forbidden transitions betw
the excited states are not available. It is assumed that o
cally allowed transitions will dominate in determining th
excited level mixing at least within then54 manifold.

Other ion stages are modeled in various ways depen
on available data and the significance of the ion stage. D
for Gd includes detailed descriptions of the Cu-like ion a
averaged level descriptions of Co- and Zn-like ion stag
For Sm we use a screened hydrogenic model to calculate
averaged excited states for ion stages close to Ni-like. Th
levels are scaled using exact calculations of the ioniza
energy from the multiconfiguration Dirac-Fock method@18#.
Other ion species are modeled through a detailed mecha
tic model derived from the model of Griem@19# described in
detail by Dave@20#.

The RAYTRACE code postprocesses theEHYBRID output
data to generate experimental observables such as nea
far field laser profiles, output energies, and refraction ang
The code is fully 3D using the self similar lateral expansi
of EHYBRID directly. The plasma is assumed to be unifo
along the lasing axis. The ramifications of this assumpt
with regard to experimental optimization have been m
tioned briefly in Sec. I and are discussed in detail in Sec

III. 0D MODEL FINDINGS

To systematically investigate the temperature and den
space of the plasma and the operation of the Ni-like sche
03380
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we first used a 0D code. This code is a subset ofEHYBRID

running in a single cell with the hydrodynamics routin
switched off and no electron-ion thermalization. The fu
collisional-radiative model is used. The electron and ion te
peratures and the ion density are all fixed. The outpu
therefore the response of the system to an electron temp
ture step function. The ion temperature was set indep
dently in these simulations to 150 eV. This temperature
representative of those achieved in the full hydrodynam
simulation. We use this temperature to more accurately
flect the gains achieved in full simulations.

Identical simulations were performed for Ge and Gd.
and Gd are superficially similar. The upper lasing levels
1337 and 1340 eV, and the ionization energies for the N
like and Ni-like ion stages are 2192 and 2630 eV, resp
tively. This makes them ideal candidates for a compara
computational study. The data presented for each elem
consist of a figure containing three contour plots labeled~a!,
~b!, and ~c!. Plot ~a! shows the average ionization of th
plasma when the system has reached a steady state. Pl~b!
shows the gain calculated in this steady state. Plot~c! is the
peak gain achieved while the plasma is ionizing. This fin
plot provides an indication of the gain enhancement ach
able in transient pumping or TCE schemes.

We will start by examining the germanium results show
in Fig. 1. Figure 1~a! is similar to Fig. 3 of Holdenet al. @1#.
We include dielectronic recombination and use a more
tailed model of the Ne-like ionization stage, but otherwi
the code is identical. The inclusion of dielectronic recom
nation increases the relative population of Ne-like ions in
equilibrium plasma, and this is reflected in the slower rise
average ionization predicted in our 0D calculations. This
consistent with Fig. 6 from the same paper. Figure 1~b!
shows the gain in the steady state with the ionization bala
included. Many previous calculations have assumed all i
to be Ne-like. This indicates an optimum electron tempe
ture of 500 eV at an electron density of 1021 cm23 with a
peak gain,20. On the other hand, Fig. 1~c! shows the peak
gain achieved while the system was ionizing. This shifts
optimum conditions to higher temperatures and sligh
higher electron density, but also indicates that much hig
gains may be achieved in this regime. This result is a go
indication of the enhancement that can be achieved in m
ing to TCE schemes.

The conclusions drawn for Ge by Holdenet al. @1# may
be repeated here. It is clear that the optimum gain conditi
do not coincide with those conditions which produce a su
able steady-state ionization balance. The laser functions t
cally at electron temperatures;400→900 eV, and in the
upper limit of this range the ion is stripped in steady state
a dominant species of N-like ions, Ne-like ions forming on
a fraction of a percent of the plasma.

Figure 2 contains the results of identical calculations
Gadolinium using a 112-level data set. The primary conc
sions drawn for Ge are equally valid here. The most strik
difference is the relative instability of the Ni-like ionizatio
stage. The contour plot@Fig. 2~a!# for average ionization as a
function of temperature and density shows this clearly. T
relevant ion stages of interest are Ne-like Ge (Z522) and
4-2
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COMPUTATIONAL INVESTIGATION OF THE Ni-LIKE . . . PHYSICAL REVIEW A 61 033804
Ni-like Gd (Z536). Contour lines indicating an average io
ization of 22 and 36 traverse almost identical paths in
temperature density plot. Following lines of equal electr
density, Gd reaches a Co-like average ionization after
average temperature increase of 50 eV. Ge is significa
more stable, requiring a 200-eV rise in electron tempera
to increase the average ionization by one. The relativ

FIG. 1. Contour plots generated by the germanium 0D calc
tions. The ion temperature is set to 150 eV. From the top, the p
show the following:~a! steady-state ionization and balance avera
ionization,~b! equilibrium gain (cm21), and~c! peak transient gain
(cm21).
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rapid sweep through the Ni-like stage is emphasized by
steady-state gain calculations@Fig. 2~b!#. This indicates that
a significant Ni-like Gd population occupies a much smal
region of the parameter space investigated. These data
derline the Ne-like Ge conclusion that the conditions fo
steady-state ionization balance dominated by Ni-like ions
significantly different from the conditions required for opt
mum gain. The peak gain plot for the ionizing plasma@Fig.

-
ts
e

FIG. 2. Contour plots generated by the gadolinium 0D calcu
tions. The ion temperature is set to 150 eV. From the top, the p
show the following:~a! steady-state ionization and balance avera
ionization,~b! equilibrium gain (cm21), and~c! peak transient gain
(cm21).
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2~c!# is an accurate indicator of the conditions required
lasing. Furthermore, it is clear that this is a transient g
condition and that the peak gain occurs long before
steady state is reached. It must also be noted that dielectr
recombination is not a significant contributor to the gain
Ni-like Gd. Full 1.5D simulations were also performed, wi
the dielectronic recombination contribution to the Ni-like io
stage removed with much less than 1% change in gain.

The relative instability of the Ni-like ion stage is a resu
of the larger collision cross section of excited states havin
higher principal quantum number compared to the Ne-l
scheme for the lasing levels. The monopole excitation r
into the upper lasing level of Gd is greater than twice tha
the Ge upper lasing level. The large electron impact cr
sections increase stepwise excitation through then54 and
higher manifolds, adding significantly to the ionization ra
The increased ionization is very significant for the stabil
of the lasant ion stage. As a result the Ni-like ion stage bu
through very rapidly, leading to overionization in a ve
short time. The large area of zero gain in Fig. 2~b! indicates
that the Ni-like stage population is insignificant at electr
temperatures greater than 550 eV in the steady state.

The peak transient gain is less affected by the overion
tion problem. A contour plot of gain as a function of electr
density and temperature@Fig. 2~c!# indicates a usable param
eter space not disimilar to Ne-like Ge shown in Fig. 1~c!.
The predicted gains are also similar in magnitude. This
reflection of the higher pumping rate into the upper las
level maintaining gain despite the smaller Ni-like ion pop
lation. As expected, the temporal evolution of the gain in
is faster reflecting the rapid ionization rate. Using as an
ample an electron density of 1021 cm23, and an electron
temperature of 800 eV the temporal FWHM of the Gd ga
profile is half that of Ge~see Fig. 3!. It can also be seen tha
the Gd gain returns to zero, indicating that at this tempe
ture the Ni-like ion stage is depleted in the steady state
contrast, Ne-like Ge is not fully depleted at this temperatu
The extent of the overionization is detailed in Fig. 2~a!

FIG. 3. A sample plot of the temporal evolution of gain from t
steady-state calculations. The electron temperature is 800 eV
the electron density is 1021 cm23.
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above. The higher excitation rate compensates for relativ
lower lasant ion populations as a result of ‘‘overionization
The rapid rise in peak gain as a function of temperat
reflects the larger excitation rate.

A 253-level model based entirely on the published data
Zhang et al. @5# was also implemented. Results from th
model are not included as the implementation relied on
use of the van Regemorter approximation to provide exc
tion rates between excited states of the lasant manifold.
viations between the calculated excitation rates and the
Regemorter approximation were found to be large. The m
jority of rates were significantly underestimated, some
more than an order or magnitude, while others were ove
timated by 20% or more. This meant that no simple corr
tion could be made to the van Regemorter approximati
This has been discussed in some detail by Sampson
Zhang @17#, and they recommend discontinuing use of t
approximation. The effect of using van Regemorter rates
the n54 manifold when compared with the calculated ra
is shown in Fig. 4. The graph shows the relative populatio
of the major ion stages present as a function of time for a
calculation, i.e., as the system approaches steady state
ion stages except Ni-like stages are treated identically.
van Regemorter rates slow the ionization to such an ex
that the peak Ni-like population is more than doubled a
has a longer lifetime. Use of the approximate rates in c
junction with the data set of Zhanget al. significantly in-
creases the relative Ni-like population and gain. This is co
pletely due to the approximation, as the calculated collis
rates from the ground state are almost identical~within 5%!
to those used in the 112-level model. The gain is overe
mated by more than the relative population difference in
two cases. Pumping into the upper lasing level from
ground is the same in both cases, whereas the collisio
depopulation rate into other states is significantly undere
mated by the approximation. An imbalance between grou

nd
FIG. 4. The effect of using the van Regemorter approximat

for the Ni-like ion stage is shown using a plot of the time evoluti
of the populations of the Ni-like and bounding ion stages.
4-4
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and excited-state populations is introduced by mixing
rates.

IV. 1.5D SIMULATION RESULTS

We have carried out a significant number of full simu
tions, using the codes to determine optimum pumping
rameters and examine the conditions required to del
maximum output energy. We have concentrated in this pa
on the two 100-ps pulse scheme shown to be the most
cient of the long pulse configurations. The operation of
double-pulse pumping technique is well known. The fi
pulse ~or prepulse! is used to generate a long scale leng
plasma. This reduces refraction effects and increases th
ser source size. The second pulse is then used to pum
plasma to sufficiently high temperatures for lasing. The ti
ing of the second pulse and the relative power of the prep
are variables in a large parameter space. To keep the ana
simple, we will examine a small number of simulations a
indicate the critical areas to monitor when optimizing suc
scheme.

The simulations are run within the following constrain
to minimize the parameter space and ensure that they
relevant to experiments performed on the VULCAN las
system at Rutherford Appleton Labs. The maximum ene
in a single pulse is 60 J for 70–100-ps pulses into a 2-cm
focus. The simulations performed relate to an experim
using 14-mm targets, and the total energy on target is sc
accordingly. The prepulse fraction is arbitrarily limited
between 1% and 33% of the main pulse maximum ene
We limit the prepulse fraction, as its contribution at oth
energies can be inferred from the data.

Before discussing the results of the complete set of sim
lations and how they compare with experimental results,
will discuss further the role of the prepulse. Figure 5 sho
the expansion of a Gd target driven by 0.4-, 2-, and 1
prepulses over a period of 7 ns. Radial expansion is m
sured from the target back surface. This explains the 20-mm
offset of the radial expansion axis. The contour plot rep
sents the calculated fractional energy dump from a la
pump into the plasma plume as a function of time. Super
posed on the contour plots are the regions of significant
sorption for a laser pump pulse. We define the region
significant absorption as the region in which 90% of t
pulse energy would be absorbed. The smallest prepulse,
~a!, barely starts the expansion process. The preplasma
an initial maximum electron temperature of 25 eV and
average ionization of less than 15. As this layer expa
away from the surface it cools and recombines, and the
density drops. The electron density of the expanding plu
rapidly becomes too small ('1018 cm23), more than
100 mm from the surface for significant inverse bremsstra
lung absorption. Therefore, a second laser pulse will be
sorbed in a layer that remains close to the target surface.
region has very low ionization ('4) and temperature
('6 eV), but this is offset by a high ion mass density b
tween 0.1% and 1% that of solid suitable for collision
pumping. To generate a good signal the radial extent of
region needs to be of the order of 50mm to produce a rea
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sonable source size. This explains the long optimal pu
separations obtained in experiments at low prepulse lev
The requirement that the plume electron density reach
optimal low gradient is replaced by a need for the reg
behind the plume to become large enough to support a
sonable source size. It should be noted at this stage, as
be mentioned again in Sec. VI, that the accuracy of simu
tions is reduced at such low prepulse levels.

For larger prepulses optimized conditions occur when
inital high-density layer has expanded and cooled sufficien
to form a large enough low-density gradient region to mi
mize refraction and maximize the source area. As this reg
continues to expand the electron density will decrease un
is relatively transparent to the pump pulse. At this point t
expansion behind the plume will absorb most of the pu
energy. This process can be seen in plot~c! for the 13-J
prepulse. Initially a very hot rapidly expanding plasma
generated~300 eV, average ionization 33!. The hot plasma
expands and cools, and within the first 3 ns a large region
uniform absorption is created. After this time the rapid e
pansion and cooling reduce the electron density such
pump pulse energy is being dissipated over a larger volu
such that the local temperatures produced are reduced

FIG. 5. Evolution of the plasma and corresponding absorpt
region. The shading indicates where laser energy would be
sorbed at the onset of a driving pulse. The bounding lines indic
the region in which 90% of the laser energy would be absorb
Three different prepulses are shown for comparison.
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laser gain is reduced. It must be noted that in both cases
optimized second pulse arrival time is a function of the e
ergy of the pulse. The smaller the pulse the earlier it m
arrive to achieve optimum lasing; otherwise the density
the energy dump will drop below the critical level require
for lasing. The 2-J prepulse is not large enough to detach
absorption region from the surface as the 13-J prepulse d
however, it produces a much larger and initially more u
form absorption region than the 1% prepulse. The res
below show that this level of prepulse was the optimum
the conditions considered.

Figure 6 is a pulse separation optimization scan for 1
5%, and 33% prepulse levels equal to pulse energies of
2, and 13 J on target, respectively. The total energy in
cases is different, but for low prepulse levels this factor is
significant. Experimental fluctuations would easily mask
difference. For the larger 13-J prepulse, the prepulse
significant portion of the total energy available. We ha
also run simulations for this prepulse level with the ma
pulse reduced to keep the total energy constant. A ta
length of 14 mm is used for these simulations. The d
clearly indicate that the optimum pulse separation increa
with decreasing prepulse level. This is what we predict fr
an examination of the data in Fig. 5. It also predicts that
a specified main pulse energy increasing the prepulse en
will increase the laser output within the bounds of the sim
lation. The situation is more complex when we take in
account a fixed total energy, where increasing the prep
level reduces the energy of the main pulse. We show
significance of this effect, including an optimization cur
for a 13-J prepulse, where the total energy is the same a
the 2-J prepulse. This adds another prepulse level meas
ment to our parameter space, as this is a 48% prepulse.
timized timings are not simply a function of prepulse pe
centage or indeed prepulse energy. They are more com
occupying a parameter space that may be presented and
lyzed in the form of a contour plot of energy against prepu
and main pulse energies.

We feel that the reference to prepulse levels as fraction
something of a red herring in experimental optimizati

FIG. 6. Gadolinium dual 100-ps pulse optimization curves fo
14-mm target. Four different main and prepulse configurations
contrasted.
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curves. There are two reasons for this. First, it is often m
informative to know the total energy deposited per shot
addition to the prepulse level. Second, in an experiment
total energy on a shot-to-shot basis can vary such that
and 10% prepulse levels can form a continuum of prepu
energies. It would be more informative to plot the energy
a continuous variable rather than as a discrete prepulse
centage. This is not so important in simulations where c
ditions are fixed, but again it is more informative to refer
pulse energies rather than ratios.

Plotting the x-ray laser beam refraction angles~Fig. 7!,
increases our understanding of the optimization curves
Fig. 6. For smaller pulse separations the plasma scale le
is small. Gain occurs in a highly refracting region of th
plasma close to the surface, as implied by the absorp
plots. The rapid expansion of the higher-energy prepul
and the consequent electron-density gradient reduction in
absorbing region results in a significant drop in refracti
angle at 3 ns. In comparison, the smallest prepulse simul
does not exhibit such a drop in refraction angle. There
two 13-J prepulse simulations using 40- and 27-J m
pulses. For the 40-J main pulse, the refraction angle be
to increase after 5 ns. This corresponds to a change in
energy deposition profile, a consequence of the rapid exp
sion and reduction in the electron density of the preplas
At this time absorption initially occurs in a region of hig
electron-density gradient close to the target surface; see
5. Refraction is higher for the larger main pulse because
pulse generates its own local density gradients over the t
scale of the pulse. These gradients are related to the de
of heating, and the larger main pulse is refracted to a gre
degree.

The length of the pulse is also important. The same
ergy delivered in a shorter time can produce higher gains
simulations, for a 2-J prepulse, where the main pulse t
has been reduced to a 50-ps FWHM, an increase in ga
found. This increase can be attributed to larger pump

re
FIG. 7. Gadolinium dual 100-ps pulse output laser on axis

fraction angle for a 14-mm target. Four different main and prepu
configurations, as in Fig. 6, are contrasted.
4-6
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COMPUTATIONAL INVESTIGATION OF THE Ni-LIKE . . . PHYSICAL REVIEW A 61 033804
rates due to the generation of hotter electrons by the hig
intensity pump. The approximate temperature peaks du
the main pulses are 900 and 1040 eV for the 100- and 5
pulses, respectively. Further reducing the pulse width is
basis of the TCE schemes. Shorter high-intensity pulses
erate much hotter electrons, pumping all levels much har
in particular those with larger monopole excitation rates s
as the upper lasing level in Ni-like Gd. To make the TC
scheme work we must replace the single main pulse with
pulses. A short pulse alone is not sufficient. The reason
this is that the main pulse in the two-pulse experiment ha
dual role: first to heat the expanding and cooling plasma
the correct ionization stage, and second to pump the up
lasing level. The TCE schemes break this process into
separate stages using two pulses: a longer low-intensity p
and a very short high-intensity pulse.

Using the shorter 50-ps main pulse, x-ray laser refract
is slightly increased from 7 to 8 mrad. This is primarily
function of the first stage of the two-stage process descr
above. The time required to heat the plasma to the lasan
stage causes a delay of 40 ps between the start of the p
ing pulse and the onset of lasing. The more rapid ene
dump into the plasma generates a larger electron density
dient over the x-ray laser source region. To minimize th
the energy must be deposited very rapidly into a reg
where the electron density gradient is small and, ideally,
majority of ions would be in the ground state of the lasa
stage. This concept underlies the TCE scheme, but
scheme is made more complex by the need to pump
plasma into the correct ion stage prior to the short pu
pulse. We do not intend to cover this scheme in detail in t
paper; however, it should be noted that TCE experime
using pulses of the order of 1 ps for Ne- and Ni-like schem
indicate that a prepulse is not always required for optim
lasing @21#. A recent publication from our group@14# also
indicates that a prepulse is not always advantageous in a
long-pulse–short-pulse experiment. In this paper optimal
ing was achieved with a single long pulse and 2-ps coher
potential-approximation pulse for the 62 Å inner-shell tra
sition of Ne-like germanium.

V. SIMULATION VERSUS EXPERIMENT

In this paper we have concentrated on Ni-like Gd, as
have the most complete set of data for this element. Un
tunately there is very little experimental data for this e
ment. The reason for this is most likely related to difficulti
involved in target preparation. We will compare the pred
tions of our code with experimental results for Sm repor
by Lin et al. @22#. We expect the elements Gd and Sm
behave similarly as they haveZ564 and 62, and Ni-like
ionization energies of 2630 and 2370 eV, respectively.
will show that we can predict the behavior and trends
Ni-like x-ray lasers under different pumping configuration

In predicting experimental observables we must cons
the influence of factors not included in the model. It is im
portant to have some understanding of how the simplifi
tions used influence the simulation results. Significant
perimental factors not included are~i! beam irregularities
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~the beam being assumed to be uniform along the target,
Gaussian transversely!, and ~ii ! the precise pump beam ge
ometry ~multiple beams are combined in the experime
they do not all strike the target normally as assumed in
simulation!. We may infer that the effect of local irregular
ties in the beam intensity at the focal plane will lead
small-scale plasma disturbances in the transverse direc
The creation of a nonuniform plasma with local hot and co
spots implies local mismatches between the gain regio
The effect of nonuniformities in the plasma would depend
their exact configuration; however, we assume that th
would enhance output only in exceptional circumstances
general the effect would be to flatten optimization curves,
an experimental plasma constitutes a mix of simulated pu
energies, each having different optimum temporal pu
separations. The influence of beam geometry is less cl
however, there is already a large correction to the absor
energy, 0.5, based on the results of long pulse ('1 mm)
experiments carried out using the same geometry@1,23#. In-
cluding these factors would destroy the symmetry of the s
tem and add greatly to the complexity of the model. Th
inclusion would not greatly enhance our understanding of
underlying system.

In addition to these considerations theRAYTRACE code
will overestimate the signal where the gain times are sho
than the transit time of the target. Some work has been d
to account for this by other users of the code@24#. No cor-
rection has yet been incorporated into the original code
current simulations the temporal FWHM of the gain is 30 p
and the 80% gain time less than 20 ps, both significantly l
than the transit time of the targets. An underestimation
gain and output signal is unavoidable due to the higher i
ization energy of Ni-like Gd compared to Ni-like Sm. Th
may be as much as a factor of 2 as reported by Daidoet al.
@7#. Taking all of these effects into consideration, it is e
pected that output energies from simulation will overestim
experimental values due to the dominance of the assu
tions inherent in theRAYTRACE code.

We compare our simulations with the results of an expe
ment to optimize the dual pulse pumping configuration
Ni-like Sm at Rutherford Appleton Laboratories in the U
@22#. The general results of the experiment indicate the f
lowing. For smaller prepulses the temporal pulse separa
required to achieve the maximum signal increases. Prep
ratios of less than 1% can produce significant output sig
The output signal range is from 1 nJ to 3mJ. Our simula-
tions agree with the general thrust of the observations.
observation of larger pulse separations being optimum
smaller pulse ratios, implying smaller prepulse energies
obeyed. We predict larger output signals, but this is expec
as outlined above. The only significant discrepancy betw
our simulations and the data presented is the output for v
small prepulses.

A direct comparison between experimental and simula
data is shown in Fig. 8. This shows the significant areas
agreement. The peak signal is overestimated by a factor o
while the optimum pulse ratio predicted is in error by a sim
lar amount. The exact experimental parameters are use
the code. Taking into account the complexity of the expe
4-7
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ment and simulation, we consider this level of agreemen
be very good.

The one area of concern is the prediction of simulation
low prepulse levels corresponding to total prepulse ener
of less than 1 J. Simulations with such small prepulse ra
('1% or less! at the experimental total energies do not p
duce significant plasma plumes. Using computationally
pensive equation-of-state packages has not shed much
on this, and there is little variation from results using t
ideal gas equation approximation. To give the correct plas
energies and ionization balance, the experimental laser i
energies have been divided by 2, as mentioned above.
correction may not be applicable at lower incident energ
and may be different for prepulse and mainpulse energ
We have no experimental data on the prepulse tempera
to validate this hypothesis. Including this factor would s
not explain the low output energies for a 0.01% prepulse
may be possible that a very small pedestal pulse is prese
the experimental system; however, this has not been
ported.

A comparison of experimental and simulated refract
angles is shown in Fig. 9. The trend of simulated refract
angles agree with experiment; however, the absolute an
are larger by 2 mrad for comparable configurations. Par
the reason for this is that we plot the on-axis refract
maxima rather than the radial refraction angle of the p
signal. The on-axis refraction maximum is greater than
radial refraction for a maximum signal by between 1 and
mrad. However, this value is not as accurately known as
raw data from the raytrace has a coarse grid. This is ill
trated by the far field contour plot~Fig. 10!. The shape of the
far-field plot shown is dominated by the axial symmetry
the simulated plasma. A much smoother version of this p
file is observed in experiment. We feel that the level
agreement between experiment and the experimental ob
ables produced by the codes on the basis of these resu
very good, taking into account the uncertainties discus
above.

FIG. 8. Experimental data from Linet al. compared to predic-
tions of theEHYBRID fluid and atomic code postprocessed with t
RAYTRACE code. X-ray laser output energies are compared.
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VI. CONCLUSION

The complexity of the laser plasma interaction and
prediction of x-ray laser output parameters based on tha
teraction is very sensitive to a number of factors. It is imp
tant that the atomic data be as accurate and complet
possible for the lasant level. Use of approximations can l
to large unforseen errors, as we have shown for the
Regemorter approximation. Less obviously, factors such
the laser-pulse shape can influence the outcome. We
clude this from the results of the pulse width simulatio
which shows how the rate of energy supplied to the plas
influences the electron temperature. In general, it is appa
that for smaller prepulses a longer time separation is requ
to maximize the output signal. However, the optimum tim
depends on the prepulse energy and main pulse ene

FIG. 9. Experimental data from Linet al. compared to predic-
tions of theEHYBRID fluid and atomic code postprocessed with t
RAYTRACE code. X-ray laser refraction angles are compared.

FIG. 10. Farfield output fromRAYTRACE for 2 and 40 J at 4 ns
on a 14-mm target. Note the refraction angle marked on the
calculated from the raw data, and the estimated refraction a
calculated from the plot.
4-8
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separately. The ratios of the two pulses should not be c
sidered to define the optimum, but should only be used a
shorthand after the energies have been clearly defined.

We have shown that while Ne- and Ni-like schemes ha
similar operating conditions, there are a number of diff
ences that are important to consider when transferring c
cepts from one to the other. The majority of optimizati
concepts have transferred well from Ne- to Ni-like system
for example, the use of prepulses to increase the plasma
length. The relative instability of the Ni-like stage, as sho
in Sec. III, has a direct bearing on the operation of the s
tems, and care must be taken not to overionize Ni-like las

We have shown in Sec. V that our codes reproduce
experimental behavior of the lasers. There is one cavea
very low prepulse energies, discrepancies do occur. I
thought that this is most likely a problem of the initial inte
action between the laser pulse and solid target, which is
A.
D

.

c

.
K.

ys

A

N.

03380
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rently dealt with in a crude fashion using an energy dump
the outermost cells. We have shown agreement betw
trends and measured energies for experiment and simula
which, in the past can and have provided a useful aid
experimental design.
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