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Down-conversion of electronic frequencies and their dephasing dynamics: Interferometric
four-wave-mixing spectroscopy with broadband light
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The theory for temporally multidimensional, electronically resonant four-wave-mi¥gM) spectroscopy
based on broadband light interferometry is developed. Both homodyne and heterodyne detection are consid-
ered. Upon spectrally resolving the signal, the electronic Bohr frequency is seen to be extremely down-
converted, even to zero frequency, but only with homodyne detection. These very low frequency fringes,
referred to as radiation difference oscillations, are well known in the interferometric coherent Raman broad-
band light spectroscopies. Such low frequency fringes permit interferometry in the optical region using Nyquist
criteria corresponding to far infrared sampling rates. Possible applications are illustrated by simulations of the
two-dimensional third order signals from an electronic two-level system in a variety of “baths.” It is seen how
homogeneous and inhomogeneous line-shaping mechanisms manifest themselves differently and revealingly in
the free induction decay, the photon echo decay and their cross term components of the FWM signal.

PACS numbe(s): 42.65.Hw, 42.50.Md, 42.62.Fi

[. INTRODUCTION ence time of the polarized sample. The stored polarization is
probed by the delayed twin beam which recognizes its own
A long established four-wave-mixingFWM) phenom-  noise pattern imprinted in the material coherence with good
enon, the photon echid—7], has proven to be a powerful interferometric contrast as long as the coherence can survive
technique for exploring dynamics in the condensed phasdn the presence of phase disrupting dynamics of the system.
FWM echo experiments based on modern femtosecond la- It turns out that for every conventional nonlinear
sers may involve as many as three different time parametefPectroscopy—purely frequency domain or purely time
(the time intervals between the four wayesnd probe domam—'one can deS|_gn its complete tlme-freqyency mter-
“hath” dynamics that affect vibronic coherences in the vis- f€rometric spectroscopic counterpart. While the first applica-
ible (optical region, or vibrational coherences in the infra- tion _Of noisy Ilght_to ultr_afast timing was in the FWM vi-
red, as these are created across an ensemble of “chrE’—ronlc echo experimeriwith only one time parametf25],
mophores.” Vibrational coherences are also studied in thg_lmo;t all subsequent wo_rk has peen directed to the study of
optical region through the Raman effé8t-15]. In order for vibrational coherences driven optically by Raman resonances

Lo oo . (the coherent Raman spectroscopig32—46. Vibrational
these vibrational coherences to provide insight into dynamic b PiE32-44

: . equencies corresponding to more than 3000 trhave
at the same level as that available in the FWM echo, ong ..., qown-converted to zero to tens of énin the form of

must turn to highe_r order Raman Wave-mix?ng experimer_1t5RDoS [41]. Upconversion of low-frequency vibrations
[16,17. However, it has been found that unlike FWM, their through RDOs has also been demonstrated by appropriate
interpretation is easily complicated by competing cascadega”oring of the noisy light spectruf¥7—49.
events of lower ordef18-24. The aim of the present manuscript is to revisit the FWM
Concurrently with such widely applied femtosecond ex-echo and(third ordej free-induction decayFID) experi-
ploration of material dynamics, a very different approach hasnents based on noisy ligh5,50 with new theoretical in-
appeared in a few laboratori¢85—-31], including our own  sight. We consider the use of three distinct beams, or triplets,
[32—44. It is based on the interferometric manipulation of of the same noisy light source to polarize the sample. Two
nontransform limited broadbandnoisy” ) light having au-  (interferometri¢ time parameters appear as the time separa-
tocorrelation times on the femtosecond scale. Such #ors between these fields. Also, unlike in the original experi-
“noisy” light source is usually derived from a dye laser ment, here spectral resolution of the signal is taken to be
modified to permit oscillation over almost the entire band-essential. Both homodyne and heterodyne detection are con-
width of the broadband source. In fact, its spectrum is verysidered. It is seen how only in the former case do RDOs
close to that of a transform limited femtosecond laser pulseappear. These represent electronic Bohr frequencies that are
the fundamental difference being that the latteplimse co- extremely down-converted into the zero to tens of ém
herentover its spectrum while the noisy light ghase ran- range—the first such phenomenon to our knowledge. For
dom over its spectrum. Invariably the noisy light source isanalytic simplicity, the usual two-levéglectroni¢ model is
split into twin beams which are usually joined by a mono-examined rather than introducing a more complicatieat
chromatic source to polarize the sample. Ultrafast time resomore realisti¢ two-vibronic manifold model as the basis for
lution is achieved as the time separation of the twin noisythe material response functigf1-53. To illustrate appli-
beams is interferometrically tuned on the femtosecond to pieations of these new proposed experiments to dynamics—or
cosecond time scale. The polarization of the ensemble carrigke line shaping function—the standard model that includes
the imprint of the noisy field which it retains for the coher- both inhomogeneoustatio and homogenou&ynamig line
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broadening effects is built into the theory. This noisy light (a
based interferometric spectroscopy is temporally two-
dimensional(2D) (interferometric time delays and o) and
leads to 2D interferograms that are distinct for each detected
frequency. Examples of these are given and it is shown how
electronic line-shaping dynamics can be revealed from the : b
extremely down-converted electronic frequencies by this - | g - |
new type of experiment. D, (FID) D, (FID)
First the full theory is developed for homodyne detection.
It begins with the usual development of the third-order po- (b)
larization just as for any cw FWM experiment. Then there
appears an added layer of theory because of the noise content
of the incident light. One must properly average over the
stochastic noise contained in the noisy field amplitudes,
which must be carried out at the intensity level of the signal. , .
Previously developed factorized time correlattf3Cg are : Y g
used diagrammatically to help in this averaging. Their use D; (PE) D, (PE)
also enables one to organize and estimate the relative
strengths of the many terms that arise in such averaginqhir
Following the introduction of the FTC diagrams, the next

section is highlighted by simulated 2D representations of th%volution. The wavy line is the emitted signal fiele) The two free

(str_ongly (_jowr_]-C(_)nvertédhom_od_yne detected _S|gnal from induction decay(FID) Liouville pathways andb) the two photon
which distinguishing characteristics of the two line broaden—echo(PE) Liouville pathways.
ing mechanisms become evident. Finally, application is

made to heterodyne detection, where interpretation of the
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FIG. 1. The WMEL diagrams describing the four fully resonant
d order Liouville pathways. Solid arrows represent ket-side evo-
lution of the density matrix, while dashed arrows denote bra-side

(now rapidly oscillating signal is discussed. exposing light-matter resonances. In these diagrams, dashed
vertical arrows(up or dowrn represent bra-side evolution,
Il. THEORETICAL CONSIDERATIONS while solid vertical arrowgup or down denote the ket-side

evolution of the density matrix. The material eigenstates sub-

As with any spectroscopy, the fundamental quantity inject to resonances are represented by solid horizontal lines.
determining the FWM signal is the appropriate nonlinear op-  |n general, the number of WME(or Feynmai diagrams
tical polarization. At the start, the usual approach for cwatnth order(for cw experimentscorresponds to the number
FWM is outlingd.. In the' present treatment, three broadbangs Ljouville pathways 2 multiplied by the number of dis-
nontransform limited noisy light beant% B’, andB”, each  tinct temporal field orderingéas many asi!) for the given
along separate wave vectdeg, kg, , andkg, are employed.  yrocess. Therefore, at third order, wh@eB'’, andB” are
Their correspondingrea) fields are given IF’3é(Ej +Ef), ] distinct, there are 38! =48 different WMEL diagrams at the
=B, B’, B, respectively. This configuration allows one to yo|arization level. However, we limit the present treatment
control the relative delay betwedhandB'(7) and between oy (g the four maximally(triply) resonant diagrams which
B andB”(o).. We ch.oose the.fo.urth wave, the agn@)(, as generate a signal along=kg+ kg — kg (see Fig. 1 Other
the one which carries the distinct wave vector givenkiy diagrams correspond to Liouville pathways less resonant, or

N l:.B+k?é_ kg’é,su%htﬁ S|grt1al |?hpr0dutged by ti;e:ohgtie entirely nonresonant, which should at least be minor contri-
action of an andthese together actiegnjugateiywl butions to the resonant signaln fact, four other diagrams

respect (", satisfy the resonance and phase matching conditions, yet do
The complex scalar fields associated vB{tB’ andB” at P : 9 S Y
time t are not conserve the tra_ce of the density maffx]. If one im- .
poses the conservation of the trace on these four diagrams, it
Eg()=p(t)e ot (1) is seen that they are entirely equivalent to the four presented
here, and are treated accordingly in the present calculations.
Eg (H)=p(t—r)e =t=7 ) Thus the fully resonant, third-order polarization is given
1 by
Eg/(t)=p(t—o)e =t (3)
The noise functiorp(t) is taken to be a complex ergodic PO(t,7,0,0e9) *N[D1+Dy+D3+Dy], 4

stochastic function of, which is assumed to obey complex
circular Gaussian statisti¢§4,55.

To describe the macroscopic polarization at third orderwhereN is the number density of the resonant molecules and
we employ wave-mixing energy levéWMEL) diagrams the D{’s are the light-matter interaction functions repre-
[8,56,57. Formally equivalent to dual sided Feynman dia-sented by the four WMEL diagrams illustrated in Fig. 1.
grams, their representation is particularly helpful in clearlyDiagramD; [Fig. 1(a)] is represented analytically by
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t tg ty where the time-dependent part of the material response func-
D J'_‘ dt3f_ dtzf_ dty tion is
3
XRED(t1,t by, 05 E(ty)Efy(t2)Epi(ta),  (5) RE(ty,tp,t3, 04
ot ot
where RE)(ty,t,,t3,05) is the time-dependent portion of =ellveg™ Yeg (127 1)g™ Yedla )@~ Tweg™ Yeg (1712),
the third order material response function (8)

Rg:su)j(tl,tz,ts,wteq) . . . .
The expression foD, is given by Eq.(7), only with the
— a(—i0gg Yeg (2t g~ Yed 3~ t2) o ~iwpg— Yeg)(t—tg) actions ofEg andEg: temporally permuted. As seen in Fig.
1(b), the first field action ¢ B”) now creates a bra-side co-
(6)  herence by taking the density matrix from its initial equilib-
rium statep)) to p{). The density matrix elements at sec-
%nd and third order(p? and p{¥), through subsequent
actions ofB’ andB, are equivalent to those found in the FID
diagrams. It is seen that the phase of the coherence at first
order p{2) is now conjugate to that at third ordef’) thus
allowing for rephasing of the inhomogeneous contributions
to the signal.
The usual model for such heterogeneous contributions is
plied. The assembly of chromophores is taken to have dif-
ferent transition frequencies because of a staticthe times-
cale of the experimeptdistribution of local environments.
&his static inhomogeneous distribution of the Bohr fre-
quency of the two-level system reflects the heterogeneity of
the system and carries no immediate dynamical information.
$he third-order optical polarization must now be written as
Bne averaged over the static heterogeneity

Here y¢4 represents the dephasing rate constant for the ¢
herence loss between stafesand|g), while vy, is the popu-
lation relaxation rate constant for excited stige The Bohr
frequency for this two-level system is given byfeg (in
which thet superscript identifies the Bohr frequency as the
one involved in ‘t-timeline” evolution). (See below for ‘6
timeline” evolution) The expression fob, is identical to
that of D4, only the actions oEg andEg: are temporally ap
permuted.

Equation(6) is valid when the nuclear dynamics associ-
ated with the bath have correlation times shorter than th
reciprocal of their root mean squafns) modulation of the
Bohr frequency—the so-called fast modulation limit. The ef-
fects of this class of nuclear motions are referred to as bein
homogeneous in nature, since they reflect the ensembl
averaged dynamics of the bath.

In diagramD, (D)), the initial field actionB (B’) cre-
ates a ket-state coherence between the ground electronic state
|o) and the excited electronic state). This ket-side field
action promotes the density matrix from its initial equilib-
rium statep{y) to p{7). This coherence is allowed to evolve here the Bohr f s distributed using th
freely (with a dephasing rate constant gf;) until the sec- where the Bohr frequencyy. Is distributed using the nor-

. . t
ond field action—B” intervenes(now on the bra sideat a malized functiong(we) _centered about frequeneggg. .
later time. In our simple two-level model, the second field Most often, the optical spectroscopies are detected in
action creates an excited state population by promoting th@uadraturehomodyne detection That is, the signal at the
density matrix fronw(elg) to p@ . This population is allowed detgctor is derived from the squared modulus of the sum of
to relax (with rate constanty.o) until the final field action all fields generated from the huge number of polarized chro-

B'(B) takes the density matrix fromﬁfe) to p%). One may mophores. Thus, the quadrature detected signal is effectively

. . o L built from the product of all polarization fields derived from
notice that this coherence is identi¢ad phase to the coher- ! produ porarzal ! v

i 1) X _ all pairs of chromophore$32,39. This “bichromophoric
ence created at first ordp(;g . The signal fielddenoted by odel” is particularly important to the noisy light spec-

the wavy ling is then subsequently launchedsgd= we,. As troscopies where stochastic averaging must be carried out at
will be seen, the terms associated with diagrdmsandD,  the signal leve[58]. As will be seen, the only correlations
are unable to rephase the inhomogeneous contributions to thigat survive the intensity level averaging are between noisy
third order signal and as such are referred to as(thied-  |ight induced polarization events on one chromophore
ordey free-induction-decayFID) terms. (evolving under timeling) and their conjugate events on a

In contrast to the FID diagrams, the remaining two dosecond chromophoréevolving under a distinct timelins),
posses rephasing capabilities and will be referred to as thghose inhomogeneously distributed third order polarization
photon-echdPE) diagrams. These are given by diagras s written[as in Eq.(9a)]
andD,, which are represented analytically as

T Y T p<3>(s,7,0)=f0 dog@(wz)P(s,m0.05g).  (9b)

PO(t,1,0)= jo dw;gg(wég)as)(t,T,a',wfeg), (93

XREL(t1,t2,t3, 04y Egy(t1) Eg(ty)Egi(ta),  (7) The signal intensity is given by
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A. Free induction decay(FID) at the quadrature level

1 (T2 oo o )
|<3>(T,a)oc?f dtf deDS(wS)J dseest—s)
mT2 S o Unlike the femtosecond FWM experiments, the two

XPO3(t,7,0)P* (s, 7,0), (10)  Classes of Liouville pathwaygor WMEL diagramg—the
FID and PE—may not be separated experimentally through

whereDg(w<) andT are the intensity level spectral response@"Y time delay manipulation. The three broadband fields are
function and signal averaging time of the detector, respec drom the same nanosecond laser and are better regarded as

tively. In the limit thatT is much longer than any dynamical ~continuous wave” (Effectively, the temporal duration of
variable (T—) and the signal <) is monochromatically ~the fields is much longer than any physical time scales under

detected abp , [ Ds(ws) = 8(ws— wp) ], EQ.(10) reduces to  study. Although they cannot be experimentally separated,
we examine their contributions to the total third order signal

% individually, only to remember that the polarization is a su-
®(wp ,T,U)“f d(t—s)e'“p(t=9 perposition of all Liouville paths simultaneously occurring,
o both FID and PE. With homodyne detection, cross terms
X<p(3)(t,7.’ o)P* (s, o)), (11 between these must arise.
We first examine the quadrature FID terms given in Eq.
where(- -y denotes a stochastic average over the noisy fields12b)- Inserting the analytic expression for diagrabsand
at the signal level. Substituting Eq&}) and (9a) into Eq. D, one has
(11) gives

Fo(eo. U)OCNZJ— d(t=g)eleots Jo dw}egg(wfag)

X fo dwzgg*(w:g)J- thf dQg
4

E (33g-iw(ty=sy)

1% (wp ,T,a)ochf d(t—s)e'o(t=9) (129

X JO dw:—:'gg(wteg) jo dwzgg*(ng)

x{(D1D7)+(D,D3)+2RgD,D3) ety 55) (1 —
(12b) Xelw(tz 52)e iw(ty—sp)

XRED(t1 b2 by, 0p RES (51,572,855, 08),

D3D%)+(D4D})+2 R&D3D}
+(D3D3)+(D4D7)+2 RgD3DZ) 120 13

* *
+12RgD;D3)+2 RgD;Dy) where [d(); represents the integral over the three time vari-

+2 ReD,D%)+2 ReD,D} )]} (120  ables associated with the field actions on timeli(s):

Although not exposed in the above expresdiout to ap- _ _ _
pear explicitly below, down-converted representations of the f do, = fj djsj'3 djzsz dij,. (14)
electronic transition, referred to as radiation difference oscil- —w —w —w
lations (RDOs9, manifest themselves in the homodyne de-
tected signal. These RDOs are given the frequency lAbel

and for the present case are equalig— wg, Thus if one  HereI'®3 is a six-point correlation function of the random
were to monochromat|cally detect the 0pth&| signal at fremoise functions associated with the noisy fields. The sub-
quency g, the RDO would be identically zero, and one script i simply labels the individual correlation functions.
achieves complete down-conversi¢o zero frequencyof [The four six-point correlations functions which describe the
the electronic transition. This is of particular |mportancequadrature FID process are assigned the nota]ﬁ&?) (i
since the Nyquist criterion for successful interferometry is=1 .,4).] The time dependence of these correlation func-
satisfied for very much smaller Sampllng rates than would b%on is Suppressed for convenience, yet it should be under-
required for optical interferometry. Thus, even though thestood that they depend on all six time variablesch in a
signal is optical(oscillating at a frequencygy), the mini-  different mannex, as well as the two interferometric delay
mum step size for adequate interferometric samplmg of thesgmes, r ando. Their explicit form is given in the Appendix.
RDOs is much larger than that required for more conven-

tional interferometric techniques. As will be seen, this is not

the case in heterodyne detection of the signal where RDOs B. Photon echo at the quadrature level
do not appear, but oscillations at optical frequencies are
present. The expression for terrfil2c) becomes
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3) . [ ont—s [©q 1 . into the sum ofn! terms, each consisting of the productrof
Ipe(wp,7,0) =N J_md(t—s)e P JO dwegd(weg) two-point correlatord™*Y), As noted, sets of these products
of two-point time correlators may be conveniently handled
o by factorized time correlator diagram analysis.
xfo dwzgg*(wzg)f dQJ dQg
8

Ill. FTC DIAGRAM ANALYSIS

XE Fi(g's)e*'““f%) A FTC diagram is a symbolic representation of any given
=S product of two-point time correlators. The general rules for
X e iw(ta=Sy)glw(ty—sy) the construction of FTC diagrams for any noisy light spec-
troscopy have been given elsewhdf9—-61, however a
XREL(t1,t,t3, 04 REL)(51,52,53, 05 brief synopsis is presented.
(15) Each FTC diagram consists of a set of two vertically dis-

placed, parallel, horizontal linesfor one chromophores for

upon insertion of Eq(7). The four six-point time correlation 2nother, denoting the evolution timelines for the two inde-
functions for the PE process are labeldd®? (i pe_ndent macroscopic polarizations develope_d on a generic
_5 8) and argiven in the Appendix ! “bichromophoric pair.” Imposed on these lines are tick
T ' marks (three on each for the current FWM procgssach
marking the moment of action of one of the fields on the
C. The FID-PE cross terms chromophore. Any pair correlator is indicated by a segment.
Unlike heterodyne detected signals, those at the quadr# given segment joins the two tick mark pairs involving
ture (homodynedl level not only contain the quadrature FID conjugate actions of noisy fields. The autocorrelat@s
and PE terms but also the cross terms between the FID an@elf-correlators”) are designated by a singli@e joining a
PE pathways. These FID-PE cross terfteym (12d)] be-  pair of tick marks.(These areB/B, B'/B’ or B"/B" auto-
come correlators which cannot depend eor ¢.) Of the remaining
three types of correlator segments, two are “single
headed”—headed either by arrow or by asolid circle.
The single headed segments refer to B/¢B and B"/B
cross correlators. The former aredependent and each has
s s s anarrow as its single head. The latter aredependent, each
XJO dwegd (weg)J thJ dfds having asolid circle as its head. The remaining pair cor-
o relator is theB”/B’ cross correlators. Such correlators de-
pend on(7—o) and their segment is double headed, éine

1E30.pe( 7,0) ¢ 2N? f _d(t=s)eenlt? fo dwg(weq)

xi:Eg r*de =l s row points to theB’ field and thesolid circleis at theB” tick
mark end. Every triplet of pair-correlatofsr FTC diagram

x @ @(l2ts)gim(ty+sy) is represented by three segments built onto the two tick-
marked time lines.

X REREL(ty,t2,t3, wgy) Complete WMEL and FTC diagram analyses for the ho-

modyne detected FWM signal appear in the second column
of Table I. From this table, it can be easily seen that after
. . . i taking the four (triply resonant WMEL diagrams to the

upon inserting the expressions for the polarization, EBjs. quadrature level, one has sixteen possible pairwise contribu-

and (7). Here eight six-point time correlation functions are ,; : . S : :
; ; tions to the signal. Theth contribution is assigned its appro-
needed to entirely describe the FID-PE cross terms. These 9 #t (33) The Iat?er is dec?)?n-

(33) (i priate six-point time correlator’;
are labeledl'7™~ (i=9....,16). However, the latter half of posed into 3! products of pair correlators which form the

these[I"(>% (i =13,...,16] represents noise correlations that p,sis of an FTC diagram. Thus altogether, one has to con-
aresgomplex conjugates to those described by the first halfijer 96 FTC diagramgSimilar analyses for the heterodyne
[T (i=9,...,12)]. For this reason, it is sufficient to con- getected signal is found in the third column of this table.
cern ourselves Witlﬁi(s'3) (i=9,..,12) and in the end take the  For the present FWM process, 16 of the 96 FTC diagrams
real part of their contributioficalled for in Eq.(16)]. consist of just three line segmeritse 7, o-independent au-

To proceed, it is necessary to properly handle these sixocorrelators in the homodyne detected signal. These need
point time correlation functions found in Eq4.3), (15), and  not be separately considered because their contribution may
(16). As previously stated, the random functiomg) of the  be obtained simply by settingo=0 in the 7, o-dependent
complex noisy fields are taken to obey complex Gaussiagliagrams[At 7 (or o=0), all arrows (or solid circles be-
statistics. This assumed nature of the noise allows one toome lines| These delay time-independent diagrams make
employ the complex Gaussian moment theoré@GMT),  up the constant background part of the signal. Such a con-
which states that all higher order correlators can be exstant background is characteristic of all quadrature detected
pressed in terms of products of pair correlai@4,55. Thus  noisy light spectroscopies. Thus for analytical convenience,
any given Z-point correlatorl“i(“'“) may be decomposed this background is often subtracted from the homodyne

X R;l(fg)(811321831w:g)] (16)
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TABLE I. The WMEL and FTC diagram analyses for the electronically resonant FWM process.

Intensity level Intensity level
(homodyne (heterodyng
WMEL diagram analysis for both cw and noisy light FWM
All Liouville pathways 48 WMELsx48 WMELs 48 WMELSXE,,
for CW x® experiments =2304 =48
Of which, the fully (triply) 4 WMELsx4 WMELSs 4 WMELSXE,
resonant Liouville pathways are =16 =4

FTC diagram analysigoisy light for only the triply resonant pathways

Time correlators 16 Six-point time correlators 4 Four-point time correlators
red . red r2 .. rea
Decomposition into pair Each six-point correlator may be Each four-point correlator may be
correlators represented as the sum of 6 FTC diagrams represented as the sum of 2 FTC diagrams
Total number of FTC 16X6=96 4x2=8
diagrams

®For homodyne detection, each FTC diagram represents the product of three pair corfafatars T (" .
®For heterodyne detection, each FTC diagram represents the product of two pair coriefatdrs .

detected signal(Though in considering the effective dy- be expressed as the sum of twenty-four X3!)FTC dia-

namic range of any noisy light experiment, it plays angrams, each representing a product of three two-point corr-
important role) In heterodyne detection, the constant back-gjators(as seen in Table )i

ground is absenfsee below. For illustrative purposes, four of these FTC diagrams are
shown in Fig. 2a). Each diagram corresponds to one of six
A. Free induction decay at the quadrature level that follows from the decomposition of a single six-point

Enumeration of both thetriply resonant WMEL and  correlatorl(®¥ (i=1,...,4). By making use of some concep-
FTC diagrams for the individual processes are displayed ifual tools associated with these diagraf88—-61, one may
Table 1l for both homodyne and heterodyne detection. Sucleasily determine which noise correlations contribute most
enumeration allows one to easily classify the entire set oftrongly to the signal, thus bypassing calculation of the less
FTC diagrams into their individual subsets, FID, PE, anddominant(or even negligiblgterms in the full theory[The
FID-PE. four diagrams in Fig. @) are in fact the strongest of the

By application of the CGMT, the four six-point correla- twenty-four diagrams for the FID pathwayst is also pos-
tors associated with the FID proceE§'3) (i=1,...,4), may sible to determine which of the noise correlations contribute

TABLE Il. The enumeration of WMEL and FTC diagrams representing the FID, PE, and cross terms for the triply resonant Liouville
pathways.

Intensity level Intensity level
(homodyne (heterodyng
The WMEL diagram enumeration
Fully (triply) resonant FID PE cross FID PE cross
Liouville pathways
4 4 8 2 2
The FTC diagram enumeration
Time correlators FID PE cross FID PE cross
régd, .. r@d eI, g eI, L ri? r{a,rea rga,rea
Six-point correlators Four-point correlators
Total number of FTC FID PE cross FID PE Cross
diagrams
24 24 48 4 4
96 total FTC diagrams, each being the 8 total FTC diagrams, each being the
product of 3 pair correlatord; {1+ product of 2 pair correlatord; 1 (*?
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(a) represent noise correlations which allow for full accumula-
tion over the two independent timelines for the entireo
space.(At present, we have excluded discussion about the
v remaining four delay time-dependent FTC diagrams, each of

" K e which contributes to either the>0 or 7<0 time domain,
DD/ D,xD; DxD;’ Dy D} since they are predicted to be the weakest of all diagrams.
) However, one finds that their contribution becomes increas-

ingly large in the limit whereyy<yee. This will be appro-
— priately addressed in Sec. V.

B. Photon echo at the quadrature level
Displayed in Fig. 2b) are (the strongestfour of 24 FTC

Dy<Dy’ DD DyxDy Dy Ds diagrams for the quadrature PE Liouville pathwaigee
© Table 1). Topologically similar to the quadrature FID FTC
diagrams, these four diagrams represent contributions to the
e er o A+ homodyned signal for the following delay time domains
<0, (—0)>0, ando<0 and(7—0)>0. As it turns out, 12
i gt b._‘t — of the remaining 16 delay time-dependent FTC diagrétims
DDt DoxD.* DDt DoxD.* four weakest,~dependent diagrams excludealso contrib-
1 3 1 4 2 3 2 4

ute to one of the aforementioned time domains. Thus, the

FIG. 2. Twelve (of 96) FTC diagrams for the homodyne de- FTC diagrams for the quadrature PE pathways do not sym-
tected FWM process. The top horizontal line represents tmee- ~ bolize noise correlations which are free to accumulate over
line while the lower line is the timeline. Each tick marks the time the two timelines, but those that are restricted to 4e0
when a field intervenest,<t,<ts; $;<S,<S;; time increases and (7—o¢)>0 domains. One then finds that in the region
from left to right in the polarization processThe arrows(solid  where the two inequalities;>0 and(7—0)<O0, are both sat-
circles “point” to the time at which the 7 (o) shifted field, isfied, the signal contains contributions only from the
B’(B"), acts, while the tail denotes the time at which fi@dcts.  quadrature FID pathways. Thus a partial separability of PE
The FTC diagrams describing noise correlations for(dequadra-  and FID may, after all, be possible.
ture FID, (b) quadrature PE, an@) FID-PE crossterm processes.
Each diagram is identified by the product of the two WMEL dia- C. EID-PE cross terms
grams whose light-matter interactions are being represented.

Four (of the 48 FTC diagrams for the FID-PE cross terms
to the signal at any given set of values of the delay times. lare shown in Fig. @). These four FTC diagrams represent
the arrowhead “points” to the left, then the FTC diagram isthe noise correlation events on timelirtein Fig. 2(a)
nonzero forr<0. If the solid circle head is to the left, then “crossed” with the noise correlation events on timelig@
the FTC diagram is nonzero far<0. Conversely, if the Fig. 2(b). (Recall that one must add the complex conjugate
“heads” are on the right, then the FTC diagram is nonzeroof these FID-PE cross term diagrams to obtain a pure real
for 7>0 (arrows or 0>0 (solid circle). This analysis must be expression.
done for both the ands timelines. The first and last diagrams are identically zero since noise

Thus, the first diagram in Fig.(@ (FID, D;XD7Y) is  correlations on thé timeline (FID-like) are allowed to accu-
nonzero only whew>0, since the solid circles on both the mulate wheno>0 [(c— 7)>0], while on thes timeline (PE-
andstimelines “point” to the right. Physically, this diagram like), the noise correlations can only accumulate whet0
represents noise correlations which allow accumulation  [(7—0)>0]. The product of such noise correlations vanishes,
tegration over both the andstimelines only foro>0. Like-  and thus these diagrams do not contribute to the total signal.
wise, the second diagratfID, D,X D%) is nonzero forlc  The two other diagrams are nonzero whe®0 and (7
—1>0, as inferred from the direction of the arroolid  —0)>0, ando<0 and(o—7)>0, respectively. Accounting
circle) heads. The final two FTC diagrams contribute whenfor the remaining 12 time delay dependent FTC diagrams
both inequalitiess>0 and(o—7)>0 are simultaneously sat- (monly diagrams excludgdone finds that, as with the PE
isfied, since noise correlations on théimeline only allow  pathways, only in the delay time domains where0 and
accumulation for one time domain, while the noise correla{7—c)>0 is the signal nonzero. Such analysis will permit
tions on thes timelines permit accumulation for the other. one to easily characterize the two-dimensional signals pre-
Since these FTC diagrams represent products of pair correlsented in Sec. IV.
tors, both time domains must be satisfied simultaneously. Interestingly, the entire set of FTC diagrams for the

Twelve of the remaining sixteen delay time-dependenforesent situation is completely isomorphic with those that
FTC diagrams for the quadrature FID pathways contributedescribe a fifth ordefpseudd Raman echo process presented
either to one of the three time domains mentioned above on [21,62, as well as those describing a fifth orderibra-
to one of the following domainsr<0, (7—a)>0, o<0 and  tional population process presented by Laat al. [45,46.
(7—0)>0, (—0)>0, ando>0, or (c—7)>0 ando<0. Sim-  This isomorphism will be treated in more detail in Rig2],
ply stated, the entire set of quadrature FID FTC diagramyet it should be noted that only the noise correlations are
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isomorphic,not the light-matter interactions described by the
WMEL diagrams. 4

IV. SIMULATIONS OF THE HOMODYNE-DETECTED
SIGNAL

\S]

In order to continue, it is necessary to specify the analytic
forms for both the pair correlations functioR§™) (obtained
from decomposition of the six-point time correlators—see
the Appendix and the static Bohr frequency distribution
functiong(weg). For analytic simplicity, we have chosen all
pair correlators to be functions[ T *3(t;—t;) = 8(t; —t;) 1.
This corresponds to the ideal limit in which the autocorrela-
tion time of the noisy light is much smaller than any physical

time scale under study. The distribution function is taken to —4 R d—2 D 10 . 2 4
be Gaussian, educed Delay Time yeg0-

Reduced Delay Time ye,7
b o

|
IS

FIG. 3. A contour plot of the simulated homodyne third order
1 signal in the homogeneous limit with=0 andA =0 cm™ L. Lighter
g(weg)— \/;Q regions indicate areas of higher intensity. Tlileackground-
subtracteglsignal is nonzero for the entireo plane, and decays to
. . zero for increasingly large values of delay times.
where() is a measure of the HWHM of the frequency dis-
tribution. _ _ S 0 ps 1. One may also notice that the signal is nonzero in all
To perform the integration given in EqéL3), (15, and  four quadrants of the reducedto plane. [Of course the
(16), one must now analytically continue thg integrals '”tQ(background removedsignal does in fact decay to zero at
the com_plex plane ar_ld use con_tour mteg_ratlon. The analyt|rarge values of the delay timdsThe exponential decays
expression for the signal is quite complicated and Iength3é|ong the three principal axes=0, o=0 o=raree 2Yedo!
and is not presented. Instead, we choose to display 2D reRveq 7 @~ Yedl, respectively. After ally, is the only sur-
resentations of the signal for selected sets of parameter§iving rate constant in this simulation. g
There are three parameteus= yee/ veq, A, the RDO fre-  ag gne inhomogeneously distributes the electronic Bohr
quency and, a measure of the width of the Gaussian dis-frequency(as a Gaussiarby makingQ>0, the signal begins
tribution. Whenu=Q, population relaxation plays. no role in {5 exhibit a slight Gaussian decay along the thpartia)
coherence dephasing. Wher=0.5, both population decay axes[(r=0,0<0), (¢=0,7>0), and (o=r,0,7<0)], until the
and pure dephgsmg are important to c_oherence_ loss. Botio Q/ e, becomes sufficiently largé>1), when simple
cases are examined. The RDO frequeAag determined by  exponential decay again is recovered. In this limit of extreme
the detected frequenayp . When the frequency of detection peterogeneity, the exponential decays are given by

0
e (weg™ weg)z/nz, (17)

matchesog, A=0; whenwp# wgg, A#0. We examine both  g(~4%g/tlol  (for 7=0,5<0), and el *%ea/™I7 "~ (for
cases. Finally, inhomogeneity is varied from none{)at0, ;=0 >0, ando=r,0,7<0). Heref, andf, are dimension-
to its complete dominance &%—c. less parameters that differ for each valueiofor the present

In all of the simulations, the center frequency of the noisycase wherai=0, we havef ,=1.00 andf .= 1.54.
light w is taken to be in resonance with the mean electronic Along the other thredpartia) axes,(r=0,0>0); (0=0,r
frequency wg,=2.64x10"°Hz (or equivalently B¢y  <0); and(o=r,7>0), the signal decays more rapidly as the
=wgg2mc=14000cm?). The entire set of 96 FTC dia- Gaussian distribution width is increased from 0. The signal
grams is included in these simulations, even though only &anishes completely a8/ye,—. Such behavior may be
small subset of them is shown in Fig. 2. easily explained in the context of FTC diagram analysis.

The u=0, A=0 case Shown in Fig. 3 is the third order Thus as stated in Sec. I, the PE diagrams only contribute to
homodyne detected signgt AEwD—wgg: 0) generated the domains where<0 and(o— 7)<0, while the FID terms
for a sample wherai=0 and for the homogeneous limit contribute to the entire-o plane. As one increases the dis-
(2=0). The constant background always affiliated with ho-tribution of the electronic Bohr frequency, the FID terms
modyne detection is removed from this and subsequent figdecay more rapidly(since FID cannot rephase the inhomo-
ures. (The peak-to-background ratio—the interferometricgeneous contributions to the sighauntil Q/y.q—, at
contrast—actually depends on the magnitude es well as  which point these terms instantaneously decay to i@y
the region of ther-o plane that is being explored. Thus, a vanish. In contrast, the PE terms possesses rephasing capa-
unique value cannot be stated for this spectroscopy. Howkilities, and as such do not vanish in the limit of extreme
ever, it is important to be reminded that, unlike the situationheterogeneity.
in the femtosecond pulsed nonlinear spectroscopies, this con- In principle, this distinguishing behavior of the FID and
trast ratio is in fact finitg. The two-dimensional representa- PE terms permits one to extract all three material parameters
tion in Fig. 3 is free of all oscillations since the electronic yee, ¢4, and(}, from an experiment. The decays along the
transition frequency has been completely down-converted toegatives axis and ther axis for (7—a0)>0 each have rate
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Reduced Delay Time yegT
Reduced Delay Time ye,7

-4 -2 0o 2 4 -4 -2 0 2 4
Reduced Delay Time yegor Reduced Delay Time o0

FIG. 4. The simulated homodyne third order signal generated F|G. 5. The simulated homodyne signal at zero RD® (
from a model liquid for whichu=0. The homogeneous limit ap- —q ¢y L) generated from a model liquid having=0.5. The ho-
plies (2=0). The wave number of detection is set such that mogeneous limit applie€2=0). The decay is not as rapid as those
=22.5cm™". Interferometric beating between the RDOs alang previously presented, thus filling more of ther plane with signal.

and 7 (each at a wave number of 22.5 ch) manifests itself in this
2D signal. mulate only along ther dimension. As previously men-

tioned, these correlatiorisr FTC diagrampare predicted to

constants which depend differently 9. andyey. The 2D be quite weak contributors to the signédased on FTC
regions defined by these axes contain information on th@nalysig. However oncei>0, their contribution grows con-
purely dynamical parameterg,. and yq4, €ven in the limit  siderably since their overall strength is found to increase
of extreme inhomogeneity. The terms contributing to the rewith the magnitude of.
maining 2D region(defined bys>0 and 7—¢<0), do not Singular exponential behavior is not maintained onde
posses rephasing capabilities and therefore decay with theonzero, even in the homogeneous lirf2=0). Qualita-
rate constant that is proportional & (for 1> y,,). Fitting  tively speaking, théeffective) decay rate constants along all
the experiment to the full2D) theory will thus allow one to  three principle time axes; with =0, o with 7=0 and 7
extract both the dynamical rate constants and the width ofvith r=o, decreases slightly as becomes larger untili
the static distribution function. ~0.5, at which point the decay rate constants increase again.

The u=0, A#0 case The phenomenon of electronic Bohr As observed from Figs. 3 and 5, one may notice that the
frequency downconversion is demonstrated in Fig. 4. Showilecay rate slightly decreasesiais changed from @Fig. 3
here is the third order signal detected B=wp/2mCc  to 0.5(Fig. 5. However a slight increase in the rate of decay
=14022.5cm* with the system in the homogeneous limit is found asu increases further from 0.5 to=1 (not shown.
(Q=0). Radiation difference oscillation§RDOs at A This subtle behavior is absent in the inhomogeneous limit,
=A/2mc=22.5cm* (A=4.2426 ps') are seen along both Where one sees a steady decrease inffective) decay rate
the 7 and o axes. The decays are identical to the previousas u is increased. With the decay law approximated as an
case where the RDOs are absext=0). A complete array of exponential foru=0.5, thef factors become ,=1.42, f,
such RDO fringes, obtained by varying,, allows one to =2.10. Foru=1 (not shown, we havef,=2.00,f,=2.96.
precisely measure the mean electronic transition frequenciside from the nature of their decay, the signalsiatl (not
wgg in a given experiment. Presumably, the RDO picture willShown resemble those presented for the homogeneous limit.
change in an interesting way when a more realistic multistatéA more indepth discussion of the rate of decay as a function
model(a two manifold model for exampléds considered. ~ of u may be found in Ref[25] for the 1D analog of these

In the other extreme, in which |arge heterogeneity isFWM experiments. Itis interesting to note however, that the
present and dominates the pure dephasing rate Constmalitative aspects of this decay rate behavior are maintained
(Q/ yeg—), RDOs are completely absent, sin@s it turns =~ as the technique is extended into a second time dimension.
out for the limit of large inhomogeneitythe only surviving Once again, these simulations demonstrate how one may
terms, the PE terms, are independent of the detected fré@xtract both dynamical and static information from the 2D
quency. In this inhomogeneous limit, only these quadraturé WM signal, through such detailed analysis of the decay in
PE terms are present so the 5igna| remains Comp|ete|90th the homogeneous and inhomogeneous limits. In the in-
nonoscillatory, regardless of the frequency of detectign ~ termediate regime, these parameters are also available once

The u=0.5, A=0 case Presented in Fig. 5 is the homo- the observed 2D signals ino space are fit to the full theory.
dyne detected signal at the zero difference frequéncy0) The u=0.5, A#0 case Finally, we present the homo-
in the homogeneous lIMiQ=0) for u=0.5 (yee=0.57¢y). dyned slgnal from this model system &t 0.5 and for the
A new decay is seen that is centered abeuD. This is a RDO atA=22.5cm . Both the homogeneous and inhomo-
consequence of noise correlations that are allowed to accgeneous limits are examined, the former in Fig. 6, the latter
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generated from this inhomogeneously broadened case is
quite similar (only differing slightly in its decay to that

4
shown in Fig. 5 for the homogenous limit detectedZat
% =0 cm L. In both situations, the signal is free of oscillations;
s 2 the former since only quadrature PE terms sur(saarying
-E no RDO frequencies for large inhomogengityhile the lat-
B o0 ter is the signal detected at the zero difference frequency.
] One may also notice that the only terms appearing in the
3 domain defined byo>0 and (c—7)>0 in Fig. 7 are the
§ -2 7-decaying quadrature PE terms since all otHersadrature
~ FID and FID-PE are identically zero, as per Sec. lll.
-4
V. HETERODYNE DETECTION
= Red_uzced Del‘;y Timezyeg - 4 Next, we examine the alternative method of detection in

which a local oscillator fieldE,(S), is introduced in a man-

FIG. 6. A contour plot representing the signal generated fromner that allows it to go into quadrature with the signal field
the same model liquid as that examined in Fig. 5, but now theth%t IS gen(?rated from the ' mgterlal poIarlz.a'ltl'on
detected wave number is such tiat 22.5 cnit. A complex beat PG)(t,7,0). This manner of detection improves sensitivity

pattern results from the interference of the RDOs alongrtlag and (the_Signa| is linear rather than qanratic m%®) and also .
(7—0) axes. The decay is identical to that seendat0cmt  €liminates all cross terms that complicate the homodyne sig-

(Fig. 5). nal.

The heterodyne signal is not built on a “bichromophoric”
in Fig. 7. Readily seen in Fig. 6 is a complex beat patternpicture. Thestimeline is now reserved for the local oscillator
resulting from RDO frequencies along the redueed, and  field—not a second chromophore. This field is also under
7—o axes. As in the completely down-converted cdse delay-line control, delayed frorB by an amount. Thus we

=0 cmi ! (Fig. 5), nonexponential decay along both time di- Wrte
mensions manifests itself, due to the nonzero valuge Gine
also can notice that the sign@xcluding theronly decay
termg in the domain defined by>0 ando— 70 is much
weaker in theu=0.5 case than fou=0. This follows be-
cause the quadrature FID terms become relatively weaker o

compared to the quadrature PE termsuds increased(As 13 wp ,r,cr,g)ocR{J d(t—s)e'et=s
such, ther-only decay terms become increasing signifigant. o

Eio(S,&)xp(s—§)e e, (18

The heterodyne detected signal intensity is then

Displayed in Fig. 7 is the homodyned signal for the same
model but now in the inhomogeneous limit. The 2D signal X(PO(t,7,0)El(s,6))|. (19
p Using Eqgs.(4), (9), and(18), (19), one has
: (0, 7,0, %N Re{ f_md(t—s)ei"’D“‘S>ei“’<S"=*>
= o
g0 X f dwgd(ws) (209
=) 0
B
3 -2 X((p*(s—§)Dy)+(p*(s—§)Dy)
4 (20b)
—4
+(p*(s=§)D3)+(p* (s—§)Dy))].
4 2 0 2 4 200
Reduced Delay Time yegor

Though yielding a much less complicated expression for
FIG. 7. The homodyne signal from a model liquid for whigh ~ the signal(as seen by Table)ll this heterodyne signal does
=05, A=225cmL. The inhomogeneous limit(}/ yo>1) ap- not possess the advant.ages of _downconv_er(sierdiscu_ssed
plies. Only quadrature PE channels survive at nonzero delay time@bove for interferometric sampling. The signal contains os-
Since these do not carry RDOs in this limit, no oscillations are seen¢illations at the optical frequency of the electronic transition,

The decay of the signal is slightly modified from that seen in thethus making the Nyquist criterion for interferometry a much
homogeneous cag€ig. 4). more severe one than for the homodyne experiment.
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One may again notice that the entirer plane contains
contributions from at least one of the four FTC diagrams. It

(a)
is not necessary to consider tevariable for it merely de-
termines the phase of the signalgispace—no new material
¥ » ¥ " information is gained. For this reason, the local oscillator

. . . . field is kept stationaryé fixed) during the course of analyz-
bppist)  Dprp’6%)  Dypiss)  Dypist) ing an experiment. Again, the noise correlations for this pro-
(b) cess allow for full accumulation over theand s timelines

regardless of thdabsolut¢ magnitude of the delay times.

T S—— Such accumulation behavior is not apparent for the PE path-
A / ways.

L

Dyxp's)  Dpp')  Dpap'k)  Dpp'set) B. Photon echo

i The heterodyne detected signal for the PE pathveys
FIG. 8. The FTC diagrams for the heterodyne detected FWM(ZOC)] is given by

process. Thesquarehead represents the time;J at which the¢

shifted local oscillator field acts. Each diagram is labeled by the w ‘ _
product of a given WMEL diagram that it represents and the ran- |(P3E)’he(wD 70,8 *NR f d(t—s)elwn(t-9giw(s—o)
dom noise function associated with the local oscillatar. The two -
FID channelsyb) the two PE channels. "
x f dwegd(@ey) f d,
A. Free induction decay 0
. . 4
The heterodyne detected signal for the FID terms in Eq. .
(22 p—iw(tytty—tq)
(20b) reduces to Xi:ES N
(3) T 41— )l 0p(t—9) aiT(s—
'Fioel @07, 8)*N R{ | dit-gpeeot-sgms-a XRE(t .ty 0hy) | (22

X f dwgd(weg) f dQ,
0 As with the FID pathways, only four FTC diagrarfisg.
2 8(b)] characterize the noise correlations for the PE process.
XE Ffz’z’e‘i“’“?»_‘Z“l) Once again, the constant background present in homodyne
i=1 detection is absent for the heterodyne detected case, since all
four diagrams only contain delay time dependent noise cor-
(3) t relators.(The pair correlator segments always are “headed”
XRF'D(tl’tz't&weg)} 1 one way or another. See Fig) ®ne may also notice that
these noise correlations are restricted to the delay time do-
mains whereo<0 and(7—0)<0, as per the homodyne de-
Wherel“i(z'z) is a four-point time correlation function associ- tected signal.
ated with the noisy fields. Here only four field actions—three  Electronic Bohr frequency downconversion to the RDOs
from the third order polarization field, one from the local is absent and oscillations only in the optical region along the
oscillator, are needed to describe the heterodyne detectgd—o) axis (wgg andwp), 7 axis (wp), o axis (wgg), andé¢
signal. As such, there are only four four-point time correla-axis (wp) are all readily seen. Though one may &¢b zero
tors which describe the total FWM proce§s‘,.?'2)(i =1,2) for  without loss of information, the two-dimensional signal con-
the FID process andl{*?(i=3,4) for the PE procestsee tinues to contain oscillations at optical frequencies. Adequate
Table Il). As with the six-point correlation functions appear- interferometric sampling is now experimentally difficult
ing in the expression for the homodyned signal, the timesince the temporal step size must be of subfemtosecond reso-
dependence of these four-point correlators remains implicitution and be achieved with high precision.
in the current calculations. Their form may be foulestplic- The rate of decay of the heterodyne signal is qualitatively
itly) in the Appendix. similar to that of the homodyne detected signal for all de-
Only four FTC diagramgFig. 8@a)] are needed to de- grees of heterogeneity. However, now the decay rate con-
scribe all noise correlations for this process, each dependingiants are exactly half that seen for detection in self-
on all three delay times, o, and&. For heterodyne detection, quadrature(The heterodyned signal is proportional RS%)
it is impossible to draw FTC diagrams which are simply not|R(®)|2.) But now, unlike the homodyned signal, the con-
composed of segments having no arrow or solid circle headstant background is absent. This suggests that heterodyne
This means that the signal is entirely free of the constantletection, while unable to down-convert the electronic Bohr
background found in the homodyne case. frequency, has a great advantage in its dynamic range.

033802-11



JASON C. KIRKWOOD AND A. C. ALBRECHT PHYSICAL REVIEW A61 033802

VI. CONCLUDING REMARKS From one point of view, heterodyning is a less desirable
method of detection since RDOs are absent and the signal
oscillates only at optical frequencies making interferometry a

dephasing rate constant, an excited state lifetime and %hallenge. On the other hand, unlike the homodyned signal,

) T . ; e heterodyne experiment is free of a “permanent” back-
Gaussian distribution of electronic Bohr frequencies has : .
been developed for broadbarthoisy” ) light ir(nlterferom- ground and offers a dynamlc range that is comparable to that
etry. In this theoretical formalism, we have accounted for the" fsggrt]ofgt?gé s )E)?g\r/lirg:nafbr?:\j\;ov%;i ooreggg%jﬁ?a"y ob-
simultaneous presence of the photon echo process, which js. !
capable of rep%asing the macrzscopic coherr)ence loss due fém the coherence and population decay rate constants and
i

heterogeneity. the free induction decav process. which lacki'e spread of the inhomogeneous distribution of electronic
9 y, the T yp . ; kéohr frequencies. Extension of the theory to a more realistic
rephasing capabilities, anin homodyne detectiontheir

cross terms. Such scattering pathwavs are inseparable in fi tVéIO-VibI‘OﬂiC manifold model should be revealing. Of course
BT ”g pathway . pa xperimental efforts in this new 2D interferometric spectros-
for this “continuous wave” technique, unlike their separa-
L . : copy are needed.
bility in the conventional ultrashort pulse experiments.

For homodyne detection, strongly downconverted repre-
sentations of the electronic frequency reveal themselves in
the signal. Referred to as radiation difference oscillations
(RDO’s), these light-matter beats offer a great advantage in  The authors are grateful to the National Science Founda-

performing the interferometry since the Nyquist criterion istion for support of this workKGrant No. CHE-9616635
satisfied for much smaller sampling rates. These RDOs also
provide a direct and highly precise measure of thear)
electronic transition frequency. APPENDIX

Both the dephasing rate constant, and the inverse life- _ _ _ o _
time constanty,, as well as the Gaussian spread of the elec- [N this Appendix, all six- and four-point time correlation
tronic Bohr frequencies over the ensemble are measurabfenctions are presented as they appear in homodyne and het-
from the 2D FWM signal. In the limit,ye> Yee (U=0), erodyne detection, respectively, for the third order FWM sig-
pure exponential behavior is seen throuéhout (legluced  Nal. These correlation functions are general in that their ana-
o plane for homogeneous broadenii@=0). Exponential  Iytic form need not be specified. . o
behavior is maintained even in the limit of large inhomoge- Homodyne detectioWe have seen how sixteen six-point
neity ((1/yeq—); however, now the signal is identically time correlation functions arise from all possible field per-
zero in the region where bott>0 and(o—7)>0. For this mutations of the conjugate pairingdue to qugdraj[ure detec-
limit, the quadrature FID and FID-PE cross terms have indion) of the two fully resonantPE and FID Liouville path-
stantaneously collapsed to zero while the quadrature P@ays. Of these, eight appear in the FID-PE cross terms and
terms only contribute to the regions where either0 or  they do so as conjugate pairs. Thus four of these need not be
(7—0)>0. AS U= e/ 7eq iS increased from zero, singular explicitly considered. Of the remaining twelve, the first four
exponential behavior is no longer sustained, while the qualir(lz’z)_ FE‘:? arise from quadrature FID type correlations;
tative behavior of the decay of the signal remains similar to' ¥—T'§? from quadrature PE type correlations; and
that in theu=0 case. r&d-13?, their cross terms:

The theory for electronically resonant, multidimensional
FWM spectroscopy for a standard two-level system having
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T 39=(p(ty)p* (t2— ) p(ts— 7)P* (S1)P(S— 7) P* (S5~ 7)),
I'23=(p(t1— 7)p* (t;— o) p(ta) p* (51— 7)P(S— 0) p* (S3)),
T29=(p(ty)p* (t,— o) p(ts— T P* (S1— T)P(S— o) P* (S3)),
L9 =(p(t;— )p* (tz— o) p(ts) p* (S1)P(S~ 0)p* (S3— 7)),
I&9=(p* (t;— o) p* (t2)p(ts— 7)P(S1~ 7)P* (S2)p* (S3— 7)),
I39=(p*(ty— )p* (t,— ) P(ts) p(S1— o) p* (S,— T)P* (S3)),
IE9=(p* (t= 0)p* (t)P(ts~ TIP(S1~ 0)g* (S~ )P (S3)),
T&9=(p* (t;— ) p* (t,— 7)p(t3) p(S1— o) p* (Sp) p* (S5 7)),
I'39=(p(ty)p* (t,— o) p(tz— 7)P(S— ) p* (S) p* (S3— 7)),
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T'3%=(p(ty)p* (t,— o) p(ts— 7)p(S1— o) P* (S,— 7)P* (S3)),

I'39=(p(ty— 7)p* (t,— o) p(ta) p(Sy— 0) P* (Sp) p* (S3— 7)),

I'33=(p(ty— 7)p* (t2— a)p(ts)p(Sy— o) p* (S,— 7)P* (S3)). (A1)

Application of the complex Gaussian moment theoremsingle FTC diagranithe first term in Eq(A2) is represent by
(CGMT) [54,55 permits each one of these six-point corre- the first FTC diagram of Fig.(2)], as per Sec. Il and Table
lation functions to be decomposed into the sum of six termsl.

each consisting of the product of three two-point correlators, Heterodyne detectionAnalytically much simpler, the
'Y, This decomposition is illustrated for the above six- four-point time correlation functions for heterodyne detec-
point time correlator]'{>¥, where now the time arguments tion represent either the pure FID Liouville pathwdyi*?
are explicitly exposed: and I'??) or the pure PE Liouville pathwayl'$>? and
23 _ _ I'??)—no cross terms arise. We have

Fl (tl,tz,t3,51,52,53,7',0')

= POy~ tyt ) D5, 5, — o) D 15 —5) L2 =(p(t)p* (tz= )P(ts= DP* (5= ),
Tt~ tp+ o= )T (5= 53+ 7= o) Tt P22 =(p(t;— 7)p* (t,— o) p(ta) p* (5= §)),
_ (LY ¢, — (1Y) (g — _ (1,1
s) T (Lt )T sy = sgt r= o)l P2 =(p* (ti=0)p(t) (ts— T)P* (5= )),

X (ts_ S1— T) + F(l'l)(SZ_ S1— (T)F(l'l)(tz_t3+ T

22 =(p*(t,— t,— 7)p(ts)(s—&)). A4
)T — syt 1)+ TNt — ) P, —s, £ 7=(p*(t;—o)p(t,— 7)p(t3)(s—&)) (A4)

Similarly, these four-point correlation functions may be de-
T (ty=8 = 1)+ Tt =) It composed into the sum of two terms, each being the product
—5,) T (ty—s,). (A2)  of two-point time correlators by implementation of the
CGMT (see Table)l
Here we have assumed that the noisy fields are stationary In Sec. IV, all two-point time correlatorEi(l'l) are repre-

processes of time sented(analytically by & functions in time. This assumes
(D B . B . that the correlation time of our light; is zero. Although not
I3t —tp) =(p(ty—to)p* (0)) =(p(t1) p* (t2)) experimentally realistic, the treatment is not compromised
1 (-T2 since the essential physics of the multidimensional spectros-
= lim TJ ) p(t—t,)p*(t—ty)dt. copy is maintained. However, whenever the autocorrelation
T—o —-T

time of the light approaches, from the ultrafast, those found
(A3) in the material response function, the explicit functional form

of '™V must become a significant factor in analyzing the
Each term in Eq(A2) may be conveniently expressed as adata.
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