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Down-conversion of electronic frequencies and their dephasing dynamics: Interferometric
four-wave-mixing spectroscopy with broadband light

Jason C. Kirkwood and A. C. Albrecht
Department of Chemistry, Baker Laboratory, Cornell University, Ithaca, New York 14853

~Received 11 August 1999; published 10 February 2000!

The theory for temporally multidimensional, electronically resonant four-wave-mixing~FWM! spectroscopy
based on broadband light interferometry is developed. Both homodyne and heterodyne detection are consid-
ered. Upon spectrally resolving the signal, the electronic Bohr frequency is seen to be extremely down-
converted, even to zero frequency, but only with homodyne detection. These very low frequency fringes,
referred to as radiation difference oscillations, are well known in the interferometric coherent Raman broad-
band light spectroscopies. Such low frequency fringes permit interferometry in the optical region using Nyquist
criteria corresponding to far infrared sampling rates. Possible applications are illustrated by simulations of the
two-dimensional third order signals from an electronic two-level system in a variety of ‘‘baths.’’ It is seen how
homogeneous and inhomogeneous line-shaping mechanisms manifest themselves differently and revealingly in
the free induction decay, the photon echo decay and their cross term components of the FWM signal.

PACS number~s!: 42.65.Hw, 42.50.Md, 42.62.Fi
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I. INTRODUCTION

A long established four-wave-mixing~FWM! phenom-
enon, the photon echo@1–7#, has proven to be a powerfu
technique for exploring dynamics in the condensed pha
FWM echo experiments based on modern femtosecond
sers may involve as many as three different time parame
~the time intervals between the four waves! and probe
‘‘bath’’ dynamics that affect vibronic coherences in the v
ible ~optical! region, or vibrational coherences in the infr
red, as these are created across an ensemble of ‘‘c
mophores.’’ Vibrational coherences are also studied in
optical region through the Raman effect@8–15#. In order for
these vibrational coherences to provide insight into dynam
at the same level as that available in the FWM echo,
must turn to higher order Raman wave-mixing experime
@16,17#. However, it has been found that unlike FWM, the
interpretation is easily complicated by competing casca
events of lower order@18–24#.

Concurrently with such widely applied femtosecond e
ploration of material dynamics, a very different approach h
appeared in a few laboratories@25–31#, including our own
@32–44#. It is based on the interferometric manipulation
nontransform limited broadband~‘‘noisy’’ ! light having au-
tocorrelation times on the femtosecond scale. Such
‘‘noisy’’ light source is usually derived from a dye lase
modified to permit oscillation over almost the entire ban
width of the broadband source. In fact, its spectrum is v
close to that of a transform limited femtosecond laser pu
the fundamental difference being that the latter isphase co-
herentover its spectrum while the noisy light isphase ran-
dom over its spectrum. Invariably the noisy light source
split into twin beams which are usually joined by a mon
chromatic source to polarize the sample. Ultrafast time re
lution is achieved as the time separation of the twin no
beams is interferometrically tuned on the femtosecond to
cosecond time scale. The polarization of the ensemble ca
the imprint of the noisy field which it retains for the cohe
1050-2947/2000/61~3!/033802~14!/$15.00 61 0338
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ence time of the polarized sample. The stored polarizatio
probed by the delayed twin beam which recognizes its o
noise pattern imprinted in the material coherence with go
interferometric contrast as long as the coherence can sur
in the presence of phase disrupting dynamics of the syst

It turns out that for every conventional nonline
spectroscopy—purely frequency domain or purely tim
domain—one can design its complete time-frequency in
ferometric spectroscopic counterpart. While the first appli
tion of noisy light to ultrafast timing was in the FWM vi
bronic echo experiment~with only one time parameter! @25#,
almost all subsequent work has been directed to the stud
vibrational coherences driven optically by Raman resonan
~the coherent Raman spectroscopies! @32–46#. Vibrational
frequencies corresponding to more than 3000 cm21 have
been down-converted to zero to tens of cm21 in the form of
RDOs @41#. Upconversion of low-frequency vibration
through RDOs has also been demonstrated by approp
tailoring of the noisy light spectrum@47–49#.

The aim of the present manuscript is to revisit the FW
echo and~third order! free-induction decay~FID! experi-
ments based on noisy light@25,50# with new theoretical in-
sight. We consider the use of three distinct beams, or tripl
of the same noisy light source to polarize the sample. T
~interferometric! time parameters appear as the time sepa
tors between these fields. Also, unlike in the original expe
ment, here spectral resolution of the signal is taken to
essential. Both homodyne and heterodyne detection are
sidered. It is seen how only in the former case do RD
appear. These represent electronic Bohr frequencies tha
extremely down-converted into the zero to tens of cm21

range—the first such phenomenon to our knowledge.
analytic simplicity, the usual two-level~electronic! model is
examined rather than introducing a more complicated~but
more realistic! two-vibronic manifold model as the basis fo
the material response function@51–53#. To illustrate appli-
cations of these new proposed experiments to dynamics
the line shaping function—the standard model that inclu
both inhomogeneous~static! and homogenous~dynamic! line
©2000 The American Physical Society02-1
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broadening effects is built into the theory. This noisy lig
based interferometric spectroscopy is temporally tw
dimensional~2D! ~interferometric time delayst ands! and
leads to 2D interferograms that are distinct for each dete
frequency. Examples of these are given and it is shown h
electronic line-shaping dynamics can be revealed from
extremely down-converted electronic frequencies by t
new type of experiment.

First the full theory is developed for homodyne detectio
It begins with the usual development of the third-order p
larization just as for any cw FWM experiment. Then the
appears an added layer of theory because of the noise co
of the incident light. One must properly average over
stochastic noise contained in the noisy field amplitud
which must be carried out at the intensity level of the sign
Previously developed factorized time correlators~FTCs! are
used diagrammatically to help in this averaging. Their u
also enables one to organize and estimate the rela
strengths of the many terms that arise in such averag
Following the introduction of the FTC diagrams, the ne
section is highlighted by simulated 2D representations of
~strongly down-converted! homodyne detected signal from
which distinguishing characteristics of the two line broade
ing mechanisms become evident. Finally, application
made to heterodyne detection, where interpretation of
~now rapidly oscillating! signal is discussed.

II. THEORETICAL CONSIDERATIONS

As with any spectroscopy, the fundamental quantity
determining the FWM signal is the appropriate nonlinear
tical polarization. At the start, the usual approach for
FWM is outlined. In the present treatment, three broadb
nontransform limited noisy light beamsB, B8, andB9, each
along separate wave vectorskB , kB8 , andkB9 are employed.
Their corresponding~real! fields are given by1

2(Ej1Ej* ), j
5B, B8, B9, respectively. This configuration allows one
control the relative delay betweenB andB8(t) and between
B andB9(s). We choose the fourth wave, the signal (ks), as
the one which carries the distinct wave vector given byks
5kB1kB82kB9 . Such a signal is produced by thein-phase
action ofB andB8 and these together actingconjugatelywith
respect toB9.

The complex scalar fields associated withB, B8 andB9 at
time t are

EB~ t !5p~ t !e2 iÃt, ~1!

EB8~ t !5p~ t2t!e2 iÃ~ t2t!, ~2!

EB9~ t !5p~ t2s!e2 iÃ~ t2s!. ~3!

The noise functionp(t) is taken to be a complex ergod
stochastic function oft, which is assumed to obey comple
circular Gaussian statistics@54,55#.

To describe the macroscopic polarization at third ord
we employ wave-mixing energy level~WMEL! diagrams
@8,56,57#. Formally equivalent to dual sided Feynman d
grams, their representation is particularly helpful in clea
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exposing light-matter resonances. In these diagrams, da
vertical arrows~up or down! represent bra-side evolution
while solid vertical arrows~up or down! denote the ket-side
evolution of the density matrix. The material eigenstates s
ject to resonances are represented by solid horizontal lin

In general, the number of WMEL~or Feynman! diagrams
at nth order~for cw experiments! corresponds to the numbe
of Liouville pathways 2n multiplied by the number of dis-
tinct temporal field orderings~as many asn!! for the given
process. Therefore, at third order, whereB, B8, andB9 are
distinct, there are 233!548 different WMEL diagrams at the
polarization level. However, we limit the present treatme
only to the four maximally~triply! resonant diagrams which
generate a signal alongkS5kB1kB82kB9 ~see Fig. 1!. Other
diagrams correspond to Liouville pathways less resonant
entirely nonresonant, which should at least be minor con
butions to the resonant signal.~In fact, four other diagrams
satisfy the resonance and phase matching conditions, ye
not conserve the trace of the density matrix@50#. If one im-
poses the conservation of the trace on these four diagram
is seen that they are entirely equivalent to the four presen
here, and are treated accordingly in the present calculatio!

Thus the fully resonant, third-order polarization is give
by

P̄~3!~ t,t,s,veg
t !}N@D11D21D31D4#, ~4!

whereN is the number density of the resonant molecules a
the Di8’s are the light-matter interaction functions repr
sented by the four WMEL diagrams illustrated in Fig.
DiagramD1 @Fig. 1~a!# is represented analytically by

FIG. 1. The WMEL diagrams describing the four fully resona
third order Liouville pathways. Solid arrows represent ket-side e
lution of the density matrix, while dashed arrows denote bra-s
evolution. The wavy line is the emitted signal field.~a! The two free
induction decay~FID! Liouville pathways and~b! the two photon
echo~PE! Liouville pathways.
2-2
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D1}E
2`

t

dt3E
2`

t3
dt2E

2`

t2
dt1

3RFID
~3! ~ t1 ,t2 ,t3 ,veg

t !EB~ t1!EB9
* ~ t2!EB8~ t3!, ~5!

where RFID
(3) (t1 ,t2 ,t3 ,veg

t ) is the time-dependent portion o
the third order material response function

RFID
~3! ~ t1 ,t2 ,t3 ,veq

t !

5e~2 iveg
t

2geg!~ t22t1!e2gee~ t32t2!e~2 iveg
t

2geg!~ t2t3!.

~6!

Here geg represents the dephasing rate constant for the
herence loss between statesue& andug&, while gee is the popu-
lation relaxation rate constant for excited stateue&. The Bohr
frequency for this two-level system is given byveg

t ~in
which the t superscript identifies the Bohr frequency as t
one involved in ‘‘t-timeline’’ evolution!. ~See below for ‘‘s-
timeline’’ evolution.! The expression forD2 is identical to
that of D1 , only the actions ofEB and EB8 are temporally
permuted.

Equation~6! is valid when the nuclear dynamics asso
ated with the bath have correlation times shorter than
reciprocal of their root mean square~rms! modulation of the
Bohr frequency—the so-called fast modulation limit. The
fects of this class of nuclear motions are referred to as be
homogeneous in nature, since they reflect the ensem
averaged dynamics of the bath.

In diagramD1 (D2), the initial field action,B (B8) cre-
ates a ket-state coherence between the ground electronic
ug& and the excited electronic stateue&. This ket-side field
action promotes the density matrix from its initial equili
rium statergg

(0) to reg
(1) . This coherence is allowed to evolv

freely ~with a dephasing rate constant ofgeg! until the sec-
ond field action2B9 intervenes~now on the bra side! at a
later time. In our simple two-level model, the second fie
action creates an excited state population by promoting
density matrix fromreg

(1) to ree
(2) . This population is allowed

to relax ~with rate constantgee! until the final field action
B8(B) takes the density matrix fromree

(2) to reg
(3) . One may

notice that this coherence is identical~in phase! to the coher-
ence created at first orderreg

(1) . The signal field~denoted by
the wavy line! is then subsequently launched atvS5veg

t . As
will be seen, the terms associated with diagramsD1 andD2
are unable to rephase the inhomogeneous contributions t
third order signal and as such are referred to as the~third-
order! free-induction-decay~FID! terms.

In contrast to the FID diagrams, the remaining two
posses rephasing capabilities and will be referred to as
photon-echo~PE! diagrams. These are given by diagramsD3
andD4 , which are represented analytically as

D3}E
2`

t

dt3E
2`

t3
dt2E

2`

t2
dt1

3RPE
~3!~ t1 ,t2 ,t3 ,veg

t !EB9
* ~ t1!EB~ t2!EB8~ t3!, ~7!
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where the time-dependent part of the material response f
tion is

RPE
~3!~ t1 ,t2 ,t3 ,veg

t !

5e~ iveg
t

2geg!~ t22t1!e2gee~ t32t2!e~2 iveg
t

2geg!~ t2t2!.

~8!

The expression forD4 is given by Eq.~7!, only with the
actions ofEB andEB8 temporally permuted. As seen in Fig
1~b!, the first field action (2B9) now creates a bra-side co
herence by taking the density matrix from its initial equili
rium statergg

(0) to rge
(1) . The density matrix elements at se

ond and third order~ree
(2) and reg

(3)!, through subsequen
actions ofB8 andB, are equivalent to those found in the FI
diagrams. It is seen that the phase of the coherence at
order rge

(1) is now conjugate to that at third orderreg
(3) thus

allowing for rephasing of the inhomogeneous contributio
to the signal.

The usual model for such heterogeneous contribution
applied. The assembly of chromophores is taken to have
ferent transition frequencies because of a static~on the times-
cale of the experiment! distribution of local environments
This static inhomogeneous distribution of the Bohr fr
quency of the two-level system reflects the heterogeneity
the system and carries no immediate dynamical informat
The third-order optical polarization must now be written
one averaged over the static heterogeneity

P~3!~ t,t,s!5E
0

`

dveg
t g~veg

t !P̄~3!~ t,t,s,veg
t !, ~9a!

where the Bohr frequency,veg
t is distributed using the nor

malized functiong(veg
t ) centered about frequencyveg

0 .
Most often, the optical spectroscopies are detected

quadrature~homodyne detection!. That is, the signal at the
detector is derived from the squared modulus of the sum
all fields generated from the huge number of polarized ch
mophores. Thus, the quadrature detected signal is effecti
built from the product of all polarization fields derived from
all pairs of chromophores@32,39#. This ‘‘bichromophoric
model’’ is particularly important to the noisy light spec
troscopies where stochastic averaging must be carried o
the signal level@58#. As will be seen, the only correlation
that survive the intensity level averaging are between no
light induced polarization events on one chromopho
~evolving under timelinet! and their conjugate events on
second chromophore~evolving under a distinct timelines!,
whose inhomogeneously distributed third order polarizat
is written @as in Eq.~9a!#

P~3!~s,t,s!5E
0

`

dveg
s g~veg

s !P̄~3!~s,t,s,veg
s !. ~9b!

The signal intensity is given by
2-3
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I ~3!~t,s!}
1

T E
2T/2

T/2

dtE
2`

`

dvsDS~vs!E
2`

`

dseivS~ t2s!

3P~3!~ t,t,s!P* ~3!~s,t,s!, ~10!

whereDS(vS) andT are the intensity level spectral respon
function and signal averaging time of the detector, resp
tively. In the limit thatT is much longer than any dynamica
variable (T→`) and the signal (vS) is monochromatically
detected atvD , @DS(vS)5d(vS2vD)#, Eq. ~10! reduces to

I ~3!~vD ,t,s!}E
2`

`

d~ t2s!eivD~ t2s!

3^P~3!~ t,t,s!P* ~3!~s,t,s!&, ~11!

where^¯& denotes a stochastic average over the noisy fie
at the signal level. Substituting Eqs.~4! and ~9a! into Eq.
~11! gives

I ~3!~vD ,t,s!}N2E
2`

`

d~ t2s!eivD~ t2s! ~12a!

3E
0

`

dveg
t g~veg

t !E
0

`

dveg
s g* ~veg

s !

3$^D1D1* &1^D2D2* &12 Rê D1D2* &
~12b!

1^D3D3* &1^D4D4* &12 Rê D3D4* &
~12c!

1@2 Rê D1D3* &12 Rê D1D4* &

12 Rê D2D3* &12 Rê D2D4* &#%. ~12d!

Although not exposed in the above expression~but to ap-
pear explicitly below!, down-converted representations of
electronic transition, referred to as radiation difference os
lations ~RDOs!, manifest themselves in the homodyne d
tected signal. These RDOs are given the frequency labD
and for the present case are equal tovD2veg

0 . Thus if one
were to monochromatically detect the optical signal at f
quencyveg

0 , the RDO would be identically zero, and on
achieves complete down-conversion~to zero frequency! of
the electronic transition. This is of particular importan
since the Nyquist criterion for successful interferometry
satisfied for very much smaller sampling rates than would
required for optical interferometry. Thus, even though
signal is optical~oscillating at a frequencyveg

0 !, the mini-
mum step size for adequate interferometric sampling of th
RDOs is much larger than that required for more conv
tional interferometric techniques. As will be seen, this is n
the case in heterodyne detection of the signal where RD
do not appear, but oscillations at optical frequencies
present.
03380
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A. Free induction decay„FID … at the quadrature level

Unlike the femtosecond FWM experiments, the tw
classes of Liouville pathways~or WMEL diagrams!—the
FID and PE—may not be separated experimentally thro
any time delay manipulation. The three broadband fields
from the same nanosecond laser and are better regarde
‘‘continuous wave’’ ~Effectively, the temporal duration o
the fields is much longer than any physical time scales un
study!. Although they cannot be experimentally separat
we examine their contributions to the total third order sign
individually, only to remember that the polarization is a s
perposition of all Liouville paths simultaneously occurrin
both FID and PE. With homodyne detection, cross ter
between these must arise.

We first examine the quadrature FID terms given in E
~12b!. Inserting the analytic expression for diagramsD1 and
D2 , one has

I FID
~3! ~vD ,t,s!}N2E

2`

`

d~ t2s!eivD~ t2s!E
0

`

dveg
t g~veg

t !

3E
0

`

dveg
s g* ~veg

s !E dV tE dVs

3(
i 51

4

G i
~3,3!e2 iÃ~ t32s3!

3eiÃ~ t22s2!e2 iÃ~ t12s1!

3RFID
~3! ~ t1 ,t2 ,t3 ,veg

t !RFID* ~3!~s1 ,s2 ,s3 ,veg
s !,

~13!

where*dV j represents the integral over the three time va
ables associated with the field actions on timelinej (t,s):

E dV j5E
2`

j

d j3E
2`

j 3
d j2E

2`

j 2
d j1 . ~14!

HereG i
(3,3) is a six-point correlation function of the random

noise functions associated with the noisy fields. The s
script i simply labels the individual correlation functions
@The four six-point correlations functions which describe t
quadrature FID process are assigned the notationG i

(3,3) ( i
51, . . .,4).# The time dependence of these correlation fun
tion is suppressed for convenience, yet it should be und
stood that they depend on all six time variables~each in a
different manner!, as well as the two interferometric dela
times,t ands. Their explicit form is given in the Appendix

B. Photon echo at the quadrature level

The expression for term~12c! becomes
2-4
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I PE
~3!~vD ,t,s!}N2E

2`

`

d~ t2s!eivD~ t2s!E
0

`

dveg
t g~veg

t !

3E
0

`

dveg
s g* ~veg

s !E dV tE dVs

3(
i 55

8

G i
~3,3!e2 iÃ~ t32s3!

3e2 iÃ~ t22s2!eiÃ~ t12s1!

3RPE
~3!~ t1 ,t2 ,t3 ,veg

t !RPE* ~3!~s1 ,s2 ,s3 ,veg
s !

~15!

upon insertion of Eq.~7!. The four six-point time correlation
functions for the PE process are labeledG i

(3,3) ( i
55, . . . ,8) and aregiven in the Appendix.

C. The FID-PE cross terms

Unlike heterodyne detected signals, those at the qua
ture ~homodyned! level not only contain the quadrature FI
and PE terms but also the cross terms between the FID
PE pathways. These FID-PE cross terms@term ~12d!# be-
come

I FID-PE
~3! ~t,s!}2N2E

2`

`

d~ t2s!eivD~ t2s!E
0

`

dveg
t g~veg

t !

3E
0

`

dveg
s g* ~veg

s !E dV tE dVs

3(
i 59

12

G i
~3,3!e2 iÃ~ t32s3!

3eiÃ~ t21s2!e2 iÃ~ t11s1!

3Re@RFID
~3! ~ t1 ,t2 ,t3 ,veg

t !

3RPE* ~3!~s1 ,s2 ,s3 ,veg
s !# ~16!

upon inserting the expressions for the polarization, Eqs.~5!
and ~7!. Here eight six-point time correlation functions a
needed to entirely describe the FID-PE cross terms. Th
are labeledG i

(3,3) ( i 59,...,16). However, the latter half o
these@G i

(3,3) ( i 513,...,16)# represents noise correlations th
are complex conjugates to those described by the first
@G i

(3,3) ( i 59,...,12)]. For this reason, it is sufficient to co
cern ourselves withG i

(3,3) ( i 59,...,12) and in the end take th
real part of their contribution@called for in Eq.~16!#.

To proceed, it is necessary to properly handle these
point time correlation functions found in Eqs.~13!, ~15!, and
~16!. As previously stated, the random functionsp(t) of the
complex noisy fields are taken to obey complex Gauss
statistics. This assumed nature of the noise allows on
employ the complex Gaussian moment theorem~CGMT!,
which states that all higher order correlators can be
pressed in terms of products of pair correlators@54,55#. Thus
any given 2n-point correlatorG i

(n,n) may be decompose
03380
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into the sum ofn! terms, each consisting of the product ofn
two-point correlatorsG (1,1). As noted, sets of these produc
of two-point time correlators may be conveniently handl
by factorized time correlator diagram analysis.

III. FTC DIAGRAM ANALYSIS

A FTC diagram is a symbolic representation of any giv
product of two-point time correlators. The general rules
the construction of FTC diagrams for any noisy light spe
troscopy have been given elsewhere@59–61#, however a
brief synopsis is presented.

Each FTC diagram consists of a set of two vertically d
placed, parallel, horizontal lines,t for one chromophore,s for
another, denoting the evolution timelines for the two ind
pendent macroscopic polarizations developed on a gen
‘‘bichromophoric pair.’’ Imposed on these lines are tic
marks ~three on each for the current FWM process!, each
marking the moment of action of one of the fields on t
chromophore. Any pair correlator is indicated by a segme
A given segment joins the two tick mark pairs involvin
conjugate actions of noisy fields. The autocorrelators~or
‘‘self-correlators’’! are designated by a singleline joining a
pair of tick marks.~These areB/B, B8/B8 or B9/B9 auto-
correlators which cannot depend ont or s.! Of the remaining
three types of correlator segments, two are ‘‘sing
headed’’—headed either by anarrow or by a solid circle.
The single headed segments refer to theB8/B and B9/B
cross correlators. The former aret dependent and each ha
anarrow as its single head. The latter ares dependent, each
having asolid circle as its head. The remaining pair co
relator is theB9/B8 cross correlators. Such correlators d
pend on~t2s! and their segment is double headed, thear-
row points to theB8 field and thesolid circle is at theB9 tick
mark end. Every triplet of pair-correlators~or FTC diagram!
is represented by three segments built onto the two t
marked time lines.

Complete WMEL and FTC diagram analyses for the h
modyne detected FWM signal appear in the second colu
of Table I. From this table, it can be easily seen that a
taking the four ~triply resonant! WMEL diagrams to the
quadrature level, one has sixteen possible pairwise contr
tions to the signal. Thej th contribution is assigned its appro
priate six-point time correlatorG j

(3,3) . The latter is decom-
posed into 3! products of pair correlators which form t
basis of an FTC diagram. Thus altogether, one has to c
sider 96 FTC diagrams.~Similar analyses for the heterodyn
detected signal is found in the third column of this table.!

For the present FWM process, 16 of the 96 FTC diagra
consist of just three line segments~the t, s-independent au-
tocorrelators! in the homodyne detected signal. These ne
not be separately considered because their contribution
be obtained simply by settingt,s50 in the t, s-dependent
diagrams.@At t ~or s50!, all arrows ~or solid circles! be-
come lines.# These delay time-independent diagrams ma
up the constant background part of the signal. Such a c
stant background is characteristic of all quadrature dete
noisy light spectroscopies. Thus for analytical convenien
this background is often subtracted from the homody
2-5
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TABLE I. The WMEL and FTC diagram analyses for the electronically resonant FWM process.

Intensity level
~homodyne!

Intensity level
~heterodyne!

WMEL diagram analysis for both cw and noisy light FWM

All Liouville pathways
for CW x (3) experiments

48 WMELs348 WMELs
52304

48 WMELs3Elo

548

Of which, the fully ~triply!
resonant Liouville pathways are

4 WMELs34 WMELs
516

4 WMELs3Elo

54

FTC diagram analysis~noisy light! for only the triply resonant pathways

Time correlators 16 Six-point time correlators
G1

(3,3) ,...,G16
(3,3)

4 Four-point time correlators
G1

(2,2) ,...,G4
(2,2)

Decomposition into pair
correlators

Each six-point correlator may be
represented as the sum of 6 FTC diagramsa

Each four-point correlator may be
represented as the sum of 2 FTC diagramb

Total number of FTC
diagrams

1636596 43258

aFor homodyne detection, each FTC diagram represents the product of three pair correlatorsG i
(1,1)G j

(1,1)Gk
(1,1) .

bFor heterodyne detection, each FTC diagram represents the product of two pair correlatorsG i
(1,1)G j

(1,1) .
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detected signal.~Though in considering the effective dy
namic range of any noisy light experiment, it plays
important role.! In heterodyne detection, the constant bac
ground is absent~see below!.

A. Free induction decay at the quadrature level

Enumeration of both the~triply resonant! WMEL and
FTC diagrams for the individual processes are displayed
Table II for both homodyne and heterodyne detection. S
enumeration allows one to easily classify the entire se
FTC diagrams into their individual subsets, FID, PE, a
FID-PE.

By application of the CGMT, the four six-point correla
tors associated with the FID processG i

(3,3) ( i 51,...,4), may
03380
-
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h
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be expressed as the sum of twenty-four (3!34)FTC dia-
grams, each representing a product of three two-point c
elators~as seen in Table II!.

For illustrative purposes, four of these FTC diagrams
shown in Fig. 2~a!. Each diagram corresponds to one of s
that follows from the decomposition of a single six-poi
correlatorG i

(3,3) ( i 51,...,4). By making use of some conce
tual tools associated with these diagrams@59–61#, one may
easily determine which noise correlations contribute m
strongly to the signal, thus bypassing calculation of the l
dominant~or even negligible! terms in the full theory.@The
four diagrams in Fig. 2~a! are in fact the strongest of th
twenty-four diagrams for the FID pathways.# It is also pos-
sible to determine which of the noise correlations contrib
iouville
TABLE II. The enumeration of WMEL and FTC diagrams representing the FID, PE, and cross terms for the triply resonant L
pathways.

Intensity level
~homodyne!

Intensity level
~heterodyne!

The WMEL diagram enumeration

Fully ~triply! resonant
Liouville pathways

FID PE cross FID PE cross

4 4 8 2 2
The FTC diagram enumeration

Time correlators FID PE cross FID PE cross
G1

(3,3) , ...,G4
(3,3) G5

(3,3) , ...,G8
(3,3) G9

(3,3) , ...,G16
(3,3) G1

(2,2) ,G2
(2,2) G3

(2,2) ,G4
(2,2)

Six-point correlators Four-point correlators

Total number of FTC
diagrams

FID PE cross FID PE cross

24 24 48 4 4
96 total FTC diagrams, each being the

product of 3 pair correlators,G i
(1,1)G j

(1,1)Gk
(1,1)

8 total FTC diagrams, each being the
product of 2 pair correlators,G i

(1,1)G j
(1,1)
2-6
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to the signal at any given set of values of the delay times
the arrowhead ‘‘points’’ to the left, then the FTC diagram
nonzero fort,0. If the solid circle head is to the left, the
the FTC diagram is nonzero fors,0. Conversely, if the
‘‘heads’’ are on the right, then the FTC diagram is nonze
for t.0 ~arrows! or s.0 ~solid circle!. This analysis must be
done for both thet ands timelines.

Thus, the first diagram in Fig. 2~a! ~FID, D13D1* ! is
nonzero only whens.0, since the solid circles on both thet
ands timelines ‘‘point’’ to the right. Physically, this diagram
represents noise correlations which allow accumulation~in-
tegration! over both thet ands timelines only fors.0. Like-
wise, the second diagram~FID, D23D2* ! is nonzero for~s
2t!.0, as inferred from the direction of the arrow~solid
circle! heads. The final two FTC diagrams contribute wh
both inequalitiess.0 and~s2t!.0 are simultaneously sat
isfied, since noise correlations on thet timeline only allow
accumulation for one time domain, while the noise corre
tions on thes timelines permit accumulation for the othe
Since these FTC diagrams represent products of pair cor
tors, both time domains must be satisfied simultaneously

Twelve of the remaining sixteen delay time-depend
FTC diagrams for the quadrature FID pathways contrib
either to one of the three time domains mentioned abov
to one of the following domains:s,0, ~t2s!.0, s,0 and
~t2s!.0, ~t2s!.0, ands.0, or ~s2t!.0 ands,0. Sim-
ply stated, the entire set of quadrature FID FTC diagra

FIG. 2. Twelve ~of 96! FTC diagrams for the homodyne de
tected FWM process. The top horizontal line represents thet time-
line while the lower line is thes timeline. Each tick marks the time
when a field intervenes~t1,t2,t3 ; s1,s2,s3 ; time increases
from left to right in the polarization process!. The arrows~solid
circles! ‘‘point’’ to the time at which the t ~s! shifted field,
B8(B9), acts, while the tail denotes the time at which fieldB acts.
The FTC diagrams describing noise correlations for the~a! quadra-
ture FID, ~b! quadrature PE, and~c! FID-PE crossterm processes
Each diagram is identified by the product of the two WMEL d
grams whose light-matter interactions are being represented.
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represent noise correlations which allow for full accumu
tion over the two independent timelines for the entiret2s
space.~At present, we have excluded discussion about
remaining four delay time-dependent FTC diagrams, eac
which contributes to either thet.0 or t,0 time domain,
since they are predicted to be the weakest of all diagra
However, one finds that their contribution becomes incre
ingly large in the limit wheregeg,gee. This will be appro-
priately addressed in Sec. IV.!

B. Photon echo at the quadrature level

Displayed in Fig. 2~b! are ~the strongest! four of 24 FTC
diagrams for the quadrature PE Liouville pathways~see
Table II!. Topologically similar to the quadrature FID FTC
diagrams, these four diagrams represent contributions to
homodyned signal for the following delay time domai
s,0, ~t2s!.0, ands,0 and~t2s!.0. As it turns out, 12
of the remaining 16 delay time-dependent FTC diagrams~the
four weakest,t-dependent diagrams excluded! also contrib-
ute to one of the aforementioned time domains. Thus,
FTC diagrams for the quadrature PE pathways do not s
bolize noise correlations which are free to accumulate o
the two timelines, but those that are restricted to thes,0
and ~t2s!.0 domains. One then finds that in the regio
where the two inequalities,s.0 and~t2s!,0, are both sat-
isfied, the signal contains contributions only from th
quadrature FID pathways. Thus a partial separability of
and FID may, after all, be possible.

C. FID-PE cross terms

Four~of the 48! FTC diagrams for the FID-PE cross term
are shown in Fig. 2~c!. These four FTC diagrams represe
the noise correlation events on timelinet in Fig. 2~a!
‘‘crossed’’ with the noise correlation events on timelines in
Fig. 2~b!. ~Recall that one must add the complex conjug
of these FID-PE cross term diagrams to obtain a pure
expression.!

The first and last diagrams are identically zero since no
correlations on thet timeline ~FID-like! are allowed to accu-
mulate whens.0 @~s2t!.0#, while on thes timeline ~PE-
like!, the noise correlations can only accumulate whens,0
@~t2s!.0#. The product of such noise correlations vanish
and thus these diagrams do not contribute to the total sig
The two other diagrams are nonzero whens.0 and ~t
2s!.0, ands,0 and ~s2t!.0, respectively. Accounting
for the remaining 12 time delay dependent FTC diagra
~t-only diagrams excluded!, one finds that, as with the PE
pathways, only in the delay time domains wheres,0 and
~t2s!.0 is the signal nonzero. Such analysis will perm
one to easily characterize the two-dimensional signals p
sented in Sec. IV.

Interestingly, the entire set of FTC diagrams for t
present situation is completely isomorphic with those t
describe a fifth order~pseudo! Raman echo process present
in @21,62#, as well as those describing a fifth order~vibra-
tional population! process presented by Lauet al. @45,46#.
This isomorphism will be treated in more detail in Ref.@62#,
yet it should be noted that only the noise correlations
2-7
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JASON C. KIRKWOOD AND A. C. ALBRECHT PHYSICAL REVIEW A61 033802
isomorphic,not the light-matter interactions described by t
WMEL diagrams.

IV. SIMULATIONS OF THE HOMODYNE-DETECTED
SIGNAL

In order to continue, it is necessary to specify the analy
forms for both the pair correlations functionsG (1,1) ~obtained
from decomposition of the six-point time correlators—s
the Appendix! and the static Bohr frequency distributio
functiong(veg). For analytic simplicity, we have chosen a
pair correlators to bed functions@G (1,1)(t i2t j )5d(t i2t j )#.
This corresponds to the ideal limit in which the autocorre
tion time of the noisy light is much smaller than any physic
time scale under study. The distribution function is taken
be Gaussian,

g~veg!5
1

ApV
e2~veg2veg

0
!2/V2

, ~17!

whereV is a measure of the HWHM of the frequency di
tribution.

To perform the integration given in Eqs.~13!, ~15!, and
~16!, one must now analytically continue the integrals in
the complex plane and use contour integration. The ana
expression for the signal is quite complicated and leng
and is not presented. Instead, we choose to display 2D
resentations of the signal for selected sets of parame
There are three parametersu[gee/geg , D, the RDO fre-
quency andV, a measure of the width of the Gaussian d
tribution. Whenu50, population relaxation plays no role i
coherence dephasing. Whenu50.5, both population deca
and pure dephasing are important to coherence loss. B
cases are examined. The RDO frequencyD is determined by
the detected frequencyvD . When the frequency of detectio
matchesveg

0 , D50; whenvDÞveg
0 , DÞ0. We examine both

cases. Finally, inhomogeneity is varied from none, atV50,
to its complete dominance asV→`.

In all of the simulations, the center frequency of the no
light Ã is taken to be in resonance with the mean electro
frequency veg

0 52.6431015Hz ~or equivalently ṽeg
0

[veg
0 /2pc514 000 cm21!. The entire set of 96 FTC dia

grams is included in these simulations, even though on
small subset of them is shown in Fig. 2.

The u50, D50 case. Shown in Fig. 3 is the third orde
homodyne detected signal~at D[vD2veg

0 50! generated
for a sample whereu50 and for the homogeneous lim
~V50!. The constant background always affiliated with h
modyne detection is removed from this and subsequent
ures. ~The peak-to-background ratio—the interferomet
contrast—actually depends on the magnitude ofu as well as
the region of thet-s plane that is being explored. Thus,
unique value cannot be stated for this spectroscopy. H
ever, it is important to be reminded that, unlike the situat
in the femtosecond pulsed nonlinear spectroscopies, this
trast ratio is in fact finite.! The two-dimensional representa
tion in Fig. 3 is free of all oscillations since the electron
transition frequency has been completely down-converte
03380
c

-
l
o

ic
y
p-
rs.

-

th

y
ic

a

-
g-

-
n
n-

to

0 ps21. One may also notice that the signal is nonzero in
four quadrants of the reducedt-s plane. @Of course the
~background removed! signal does in fact decay to zero
large values of the delay times.# The exponential decay
along the three principal axes,t50, s50, s5t aree22gegusu,
e2gegutu, e2gegutu, respectively. After all,geg is the only sur-
viving rate constant in this simulation.

As one inhomogeneously distributes the electronic B
frequency~as a Gaussian! by makingV.0, the signal begins
to exhibit a slight Gaussian decay along the three~partial!
axes@~t50,s,0!, ~s50,t.0!, and ~s5t,s,t,0!#, until the
ratio V/geg becomes sufficiently large~@1!, when simple
exponential decay again is recovered. In this limit of extre
heterogeneity, the exponential decays are given
e(24geg / f s)usu ~for t50,s,0!, and e(24geg / f t)utu ~for
s50,t.0, ands5t,s,t,0!. Here f t and f s are dimension-
less parameters that differ for each value ofu. For the present
case whereu50, we havef s51.00 andf t51.54.

Along the other three~partial! axes,~t50,s.0!; ~s50,t
,0!; and ~s5t,t.0!, the signal decays more rapidly as th
Gaussian distribution width is increased from 0. The sig
vanishes completely asV/geg→`. Such behavior may be
easily explained in the context of FTC diagram analys
Thus as stated in Sec. III, the PE diagrams only contribut
the domains wheres,0 and~s2t!,0, while the FID terms
contribute to the entiret-s plane. As one increases the di
tribution of the electronic Bohr frequency, the FID term
decay more rapidly~since FID cannot rephase the inhom
geneous contributions to the signal!, until V/geg→`, at
which point these terms instantaneously decay to zero~they
vanish!. In contrast, the PE terms possesses rephasing c
bilities, and as such do not vanish in the limit of extrem
heterogeneity.

In principle, this distinguishing behavior of the FID an
PE terms permits one to extract all three material parame
gee, geg , andV, from an experiment. The decays along t
negatives axis and thet axis for ~t2s!.0 each have rate

FIG. 3. A contour plot of the simulated homodyne third ord

signal in the homogeneous limit withu50 andD̃50 cm21. Lighter
regions indicate areas of higher intensity. The~background-
subtracted! signal is nonzero for the entiret-s plane, and decays to
zero for increasingly large values of delay times.
2-8
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DOWN-CONVERSION OF ELECTRONIC FREQUENCIES . . . PHYSICAL REVIEW A 61 033802
constants which depend differently ongee andgeg . The 2D
regions defined by these axes contain information on
purely dynamical parametersgee andgeg , even in the limit
of extreme inhomogeneity. The terms contributing to the
maining 2D region~defined bys.0 and t2s,0!, do not
posses rephasing capabilities and therefore decay with
rate constant that is proportional toV ~for V.geg!. Fitting
the experiment to the full~2D! theory will thus allow one to
extract both the dynamical rate constants and the width
the static distribution function.

The u50, DÞ0 case. The phenomenon of electronic Boh
frequency downconversion is demonstrated in Fig. 4. Sho
here is the third order signal detected atṽD[vD/2pc
514 022.5 cm21 with the system in the homogeneous lim
~V50!. Radiation difference oscillations~RDOs! at D̃
[D/2pc522.5 cm21 (D54.2426 ps21! are seen along both
the t and s axes. The decays are identical to the previo
case where the RDOs are absent~D50!. A complete array of
such RDO fringes, obtained by varyingvD , allows one to
precisely measure the mean electronic transition freque
veg

0 in a given experiment. Presumably, the RDO picture w
change in an interesting way when a more realistic multis
model ~a two manifold model for example! is considered.

In the other extreme, in which large heterogeneity
present and dominates the pure dephasing rate con
(V/geg→`), RDOs are completely absent, since~as it turns
out for the limit of large inhomogeneity!, the only surviving
terms, the PE terms, are independent of the detected
quency. In this inhomogeneous limit, only these quadrat
PE terms are present so the signal remains comple
nonoscillatory, regardless of the frequency of detectionvD .

The u50.5, D50 case. Presented in Fig. 5 is the homo
dyne detected signal at the zero difference frequency~D50!
in the homogeneous limit~V50! for u50.5 (gee50.5geg).
A new decay is seen that is centered aboutt50. This is a
consequence of noise correlations that are allowed to a

FIG. 4. The simulated homodyne third order signal genera
from a model liquid for whichu50. The homogeneous limit ap

plies ~V50!. The wave number of detection is set such thatD̃
522.5 cm21. Interferometric beating between the RDOs alongs
andt ~each at a wave number of 22.5 cm21! manifests itself in this
2D signal.
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mulate only along thet dimension. As previously men
tioned, these correlations~or FTC diagrams! are predicted to
be quite weak contributors to the signal~based on FTC
analysis!. However onceu.0, their contribution grows con-
siderably since their overall strength is found to increa
with the magnitude ofu.

Singular exponential behavior is not maintained onceu is
nonzero, even in the homogeneous limit~V50!. Qualita-
tively speaking, the~effective! decay rate constants along a
three principle time axes,t with s50, s with t50 and t
with t5s, decreases slightly asu becomes larger untilu
'0.5, at which point the decay rate constants increase ag
As observed from Figs. 3 and 5, one may notice that
decay rate slightly decreases asu is changed from 0~Fig. 3!
to 0.5~Fig. 5!. However a slight increase in the rate of dec
is found asu increases further from 0.5 tou51 ~not shown!.

This subtle behavior is absent in the inhomogeneous lim
where one sees a steady decrease in the~effective! decay rate
as u is increased. With the decay law approximated as
exponential foru50.5, the f factors becomef s51.42, f t
52.10. Foru51 ~not shown!, we havef s52.00, f t52.96.
Aside from the nature of their decay, the signals atu51 ~not
shown! resemble those presented for the homogeneous li
~A more indepth discussion of the rate of decay as a func
of u may be found in Ref.@25# for the 1D analog of these
FWM experiments. It is interesting to note however, that
qualitative aspects of this decay rate behavior are mainta
as the technique is extended into a second time dimensi!

Once again, these simulations demonstrate how one
extract both dynamical and static information from the 2
FWM signal, through such detailed analysis of the decay
both the homogeneous and inhomogeneous limits. In the
termediate regime, these parameters are also available
the observed 2D signals int-s space are fit to the full theory

The u50.5, DÞ0 case. Finally, we present the homo
dyned signal from this model system atu50.5 and for the
RDO atD̃522.5 cm21. Both the homogeneous and inhom
geneous limits are examined, the former in Fig. 6, the la

d FIG. 5. The simulated homodyne signal at zero RDOD̃
50 cm21! generated from a model liquid havingu50.5. The ho-
mogeneous limit applies~V50!. The decay is not as rapid as thos
previously presented, thus filling more of thet-s plane with signal.
2-9
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JASON C. KIRKWOOD AND A. C. ALBRECHT PHYSICAL REVIEW A61 033802
in Fig. 7. Readily seen in Fig. 6 is a complex beat patte
resulting from RDO frequencies along the reducedt, s, and
t2s axes. As in the completely down-converted caseD̃
50 cm21 ~Fig. 5!, nonexponential decay along both time d
mensions manifests itself, due to the nonzero value ofu. One
also can notice that the signal~excluding thet-only decay
terms! in the domain defined bys.0 ands2t.0 is much
weaker in theu50.5 case than foru50. This follows be-
cause the quadrature FID terms become relatively wea
compared to the quadrature PE terms asu is increased.~As
such, thet-only decay terms become increasing significan!

Displayed in Fig. 7 is the homodyned signal for the sa
model but now in the inhomogeneous limit. The 2D sign

FIG. 6. A contour plot representing the signal generated fr
the same model liquid as that examined in Fig. 5, but now

detected wave number is such thatD̃522.5 cm21. A complex beat
pattern results from the interference of the RDOs along thet, s, and

~t2s! axes. The decay is identical to that seen atD̃50 cm21

~Fig. 5!.

FIG. 7. The homodyne signal from a model liquid for whichu

50.5, D̃522.5 cm21. The inhomogeneous limit (V/geg@1) ap-
plies. Only quadrature PE channels survive at nonzero delay tim
Since these do not carry RDOs in this limit, no oscillations are se
The decay of the signal is slightly modified from that seen in
homogeneous case~Fig. 4!.
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generated from this inhomogeneously broadened cas
quite similar ~only differing slightly in its decay! to that
shown in Fig. 5 for the homogenous limit detected atD̃
50 cm21. In both situations, the signal is free of oscillation
the former since only quadrature PE terms survive~carrying
no RDO frequencies for large inhomogeneity!, while the lat-
ter is the signal detected at the zero difference frequen
One may also notice that the only terms appearing in
domain defined bys.0 and ~s2t!.0 in Fig. 7 are the
t-decaying quadrature PE terms since all others~quadrature
FID and FID-PE! are identically zero, as per Sec. III.

V. HETERODYNE DETECTION

Next, we examine the alternative method of detection
which a local oscillator fieldElo(s), is introduced in a man-
ner that allows it to go into quadrature with the signal fie
that is generated from the material polarizati
P(3)(t,t,s). This manner of detection improves sensitivi
~the signal is linear rather than quadratic inP(3)! and also
eliminates all cross terms that complicate the homodyne
nal.

The heterodyne signal is not built on a ‘‘bichromophoric
picture. Thes timeline is now reserved for the local oscillato
field—not a second chromophore. This field is also un
delay-line control, delayed fromB by an amountj. Thus we
write

Elo~s,j!}p~s2j!e2 i v̄~s2j!. ~18!

The heterodyne detected signal intensity is then

I het
~3!~vD ,t,s,j!}ReF E

2`

`

d~ t2s!eiv~ t2s!

3^P~3!~ t,t,s!Elo* ~s,j!&G . ~19!

Using Eqs.~4!, ~9!, and~18!, ~19!, one has

I het
~3!~vD ,t,s,j!}N ReF E

2`

`

d~ t2s!eivD~ t2s!eiÃ~s2j!

3E
0

`

dveg
t g~veg

t ! ~20a!

3~^p* ~s2j!D1&1^p* ~s2j!D2&
~20b!

1^p* ~s2j!D3&1^p* ~s2j!D4&)].
~20c!

Though yielding a much less complicated expression
the signal~as seen by Table II!, this heterodyne signal doe
not possess the advantages of downconversion~as discussed
above! for interferometric sampling. The signal contains o
cillations at the optical frequency of the electronic transitio
thus making the Nyquist criterion for interferometry a mu
more severe one than for the homodyne experiment.

e

s.
n.
e
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A. Free induction decay

The heterodyne detected signal for the FID terms in
~20b! reduces to

I FID,het
~3! ~vD ,t,s,j!}N ReF E

2`

`

d~ t2s!eivD~ t2s!eiÃ~s2j!

3E
0

`

dveg
t g~veg

t !E dV t

3(
i 51

2

G i
~2,2!e2 iÃ~ t32t21t1!

3RFID
~3! ~ t1 ,t2 ,t3 ,veg

t !G . ~21!

whereG i
(2,2) is a four-point time correlation function assoc

ated with the noisy fields. Here only four field actions—thr
from the third order polarization field, one from the loc
oscillator, are needed to describe the heterodyne dete
signal. As such, there are only four four-point time corre
tors which describe the total FWM process:G i

(2,2)( i 51,2) for
the FID process andG i

(2,2)( i 53,4) for the PE process~see
Table II!. As with the six-point correlation functions appea
ing in the expression for the homodyned signal, the ti
dependence of these four-point correlators remains imp
in the current calculations. Their form may be found~explic-
itly ! in the Appendix.

Only four FTC diagrams@Fig. 8~a!# are needed to de
scribe all noise correlations for this process, each depen
on all three delay timest, s, andj. For heterodyne detection
it is impossible to draw FTC diagrams which are simp
composed of segments having no arrow or solid circle he
This means that the signal is entirely free of the const
background found in the homodyne case.

FIG. 8. The FTC diagrams for the heterodyne detected FW
process. Thesquarehead represents the time (s1) at which thej
shifted local oscillator field acts. Each diagram is labeled by
product of a given WMEL diagram that it represents and the r
dom noise function associated with the local oscillator.~a! The two
FID channels;~b! the two PE channels.
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One may again notice that the entiret-s plane contains
contributions from at least one of the four FTC diagrams
is not necessary to consider thej variable for it merely de-
termines the phase of the signal inj space—no new materia
information is gained. For this reason, the local oscilla
field is kept stationary~j fixed! during the course of analyz
ing an experiment. Again, the noise correlations for this p
cess allow for full accumulation over thet and s timelines
regardless of the~absolute! magnitude of the delay times
Such accumulation behavior is not apparent for the PE p
ways.

B. Photon echo

The heterodyne detected signal for the PE pathways@term
~20c!# is given by

I PE,het
~3! ~vD ,t,s,j!}N ReF E

2`

`

d~ t2s!eivD~ t2s!eiÃ~s2j!

3E
0

`

dveg
t g~veg

t !E dV t

3(
i 53

4

G i
~2,2!e2 iÃ~ t31t22t1!

3RPE
~3!~ t1 ,t2 ,t3 ,veg

t !G . ~22!

As with the FID pathways, only four FTC diagrams@Fig.
8~b!# characterize the noise correlations for the PE proce
Once again, the constant background present in homod
detection is absent for the heterodyne detected case, sinc
four diagrams only contain delay time dependent noise c
relators.~The pair correlator segments always are ‘‘heade
one way or another. See Fig. 8! One may also notice tha
these noise correlations are restricted to the delay time
mains wheres,0 and~t2s!,0, as per the homodyne de
tected signal.

Electronic Bohr frequency downconversion to the RD
is absent and oscillations only in the optical region along
~t2s! axis ~veg

0 andvD!, t axis (vD), s axis (veg
0 ), andj

axis (vD) are all readily seen. Though one may setj to zero
without loss of information, the two-dimensional signal co
tinues to contain oscillations at optical frequencies. Adequ
interferometric sampling is now experimentally difficu
since the temporal step size must be of subfemtosecond r
lution and be achieved with high precision.

The rate of decay of the heterodyne signal is qualitativ
similar to that of the homodyne detected signal for all d
grees of heterogeneity. However, now the decay rate c
stants are exactly half that seen for detection in s
quadrature~The heterodyned signal is proportional toR(3)

not uR(3)u2.! But now, unlike the homodyned signal, the co
stant background is absent. This suggests that hetero
detection, while unable to down-convert the electronic Bo
frequency, has a great advantage in its dynamic range.

e
-
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VI. CONCLUDING REMARKS

The theory for electronically resonant, multidimension
FWM spectroscopy for a standard two-level system havin
dephasing rate constant, an excited state lifetime an
Gaussian distribution of electronic Bohr frequencies h
been developed for broadband~‘‘noisy’’ ! light interferom-
etry. In this theoretical formalism, we have accounted for
simultaneous presence of the photon echo process, whi
capable of rephasing the macroscopic coherence loss d
heterogeneity, the free induction decay process, which la
rephasing capabilities, and~in homodyne detection! their
cross terms. Such scattering pathways are inseparable in
for this ‘‘continuous wave’’ technique, unlike their separ
bility in the conventional ultrashort pulse experiments.

For homodyne detection, strongly downconverted rep
sentations of the electronic frequency reveal themselve
the signal. Referred to as radiation difference oscillatio
~RDO’s!, these light-matter beats offer a great advantage
performing the interferometry since the Nyquist criterion
satisfied for much smaller sampling rates. These RDOs
provide a direct and highly precise measure of the~mean!
electronic transition frequency.

Both the dephasing rate constantgeg and the inverse life-
time constantgee as well as the Gaussian spread of the el
tronic Bohr frequencies over the ensemble are measur
from the 2D FWM signal. In the limit,geg@gee (u50),
pure exponential behavior is seen throughout the~reduced!
t-s plane for homogeneous broadening~V50!. Exponential
behavior is maintained even in the limit of large inhomog
neity (V/geg→`); however, now the signal is identicall
zero in the region where boths.0 and~s2t!.0. For this
limit, the quadrature FID and FID-PE cross terms have
stantaneously collapsed to zero while the quadrature
terms only contribute to the regions where eithers,0 or
~t2s!.0. As u5gee/geg is increased from zero, singula
exponential behavior is no longer sustained, while the qu
tative behavior of the decay of the signal remains similar
that in theu50 case.
03380
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From one point of view, heterodyning is a less desira
method of detection since RDOs are absent and the si
oscillates only at optical frequencies making interferometr
challenge. On the other hand, unlike the homodyned sig
the heterodyne experiment is free of a ‘‘permanent’’ bac
ground and offers a dynamic range that is comparable to
in femtosecond experiments~heterodyne or homodyne!.

Both methods provide a new way to experimentally o
tain the coherence and population decay rate constants
the spread of the inhomogeneous distribution of electro
Bohr frequencies. Extension of the theory to a more reali
two-vibronic manifold model should be revealing. Of cour
experimental efforts in this new 2D interferometric spectro
copy are needed.
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APPENDIX

In this Appendix, all six- and four-point time correlatio
functions are presented as they appear in homodyne and
erodyne detection, respectively, for the third order FWM s
nal. These correlation functions are general in that their a
lytic form need not be specified.

Homodyne detection. We have seen how sixteen six-poi
time correlation functions arise from all possible field pe
mutations of the conjugate pairings~due to quadrature detec
tion! of the two fully resonant~PE and FID! Liouville path-
ways. Of these, eight appear in the FID-PE cross terms
they do so as conjugate pairs. Thus four of these need no
explicitly considered. Of the remaining twelve, the first fo
G1

(3,3)2G4
(3,3) arise from quadrature FID type correlation

G5
(3,3)2G8

(3,3) from quadrature PE type correlations; an
G9

(3,3)2G12
(3,3) , their cross terms:
G1
~3,3!5^p~ t1!p* ~ t22s!p~ t32t!p* ~s1!p~s22s!p* ~s32t!&,

G2
~3,3,!5^p~ t12t!p* ~ t22s!p~ t3!p* ~s12t!p~s22s!p* ~s3!&,

G3
~3,3!5^p~ t1!p* ~ t22s!p~ t32t!p* ~s12t!p~s22s!p* ~s3!&,

G4
~3,3!5^p~ t12t!p* ~ t22s!p~ t3!p* ~s1!p~s22s!p* ~s32t!&,

G5
~3,3!5^p* ~ t12s!p* ~ t2!p~ t32t!p~s12s!p* ~s2!p* ~s32t!&,

G6
~3,3!5^p* ~ t12s!p* ~ t22t!p~ t3!p~s12s!p* ~s22t!p* ~s3!&,

G7
~3,3!5^p* ~ t12s!p* ~ t2!p~ t32t!p~s12s!g* ~s22t!p* ~s3!&,

G8
~3,3!5^p* ~ t12s!p* ~ t22t!p~ t3!p~s12s!p* ~s2!p* ~s32t!&,

G9
~3,3!5^p~ t1!p* ~ t22s!p~ t32t!p~s12s!p* ~s2!p* ~s32t!&,
2-12
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G10
~3,3!5^p~ t1!p* ~ t22s!p~ t32t!p~s12s!p* ~s22t!p* ~s3!&,

G11
~3,3!5^p~ t12t!p* ~ t22s!p~ t3!p~s12s!p* ~s2!p* ~s32t!&,

G12
~3,3!5^p~ t12t!p* ~ t22s!p~ t3!p~s12s!p* ~s22t!p* ~s3!&. ~A1!
em
e-
m
r

ix-
s

na

a

c-

e-
uct
e

s

ed
ros-
tion
nd

rm
he
Application of the complex Gaussian moment theor
~CGMT! @54,55# permits each one of these six-point corr
lation functions to be decomposed into the sum of six ter
each consisting of the product of three two-point correlato
G (1,1). This decomposition is illustrated for the above s
point time correlator,G1

(3,3) , where now the time argument
are explicitly exposed:

G1
~3,3!~ t1 ,t2 ,t3 ;s1 ,s2 ,s3 ;t,s!

5G~1,1!~ t12t21s!G~1,1!~s22s12s!G~1,1!~ t32s3!

1G~1,1!~ t32t21s2t!G~1,1!~s22s31t2s!G~1,1!~ t1

2s1!1G~1,1!~ t12t21s!G~1,1!~s22s31t2s!G~1,1!

3~ t32s12t!1G~1,1!~s22s12s!G~1,1!~ t22t31t

2s!G~1,1!~ t12s31t!1G~1,1!~ t22s2!G~1,1!~ t12s3

1t!G~1,1!~ t32s12t!1G~1,1!~ t12s1!G~1,1!~ t2

2s2!G~1,1!~ t32s3!. ~A2!

Here we have assumed that the noisy fields are statio
processes of time

G~1,1!~ t12t2!5^p~ t12t2!p* ~0!&5^p~ t1!p* ~ t2!&

5 lim
T→`

1

T E
2T/2

2T/2

p~ t2t2!p* ~ t2t1!dt.

~A3!

Each term in Eq.~A2! may be conveniently expressed as
v.

.

.

m

03380
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ry

single FTC diagram@the first term in Eq.~A2! is represent by
the first FTC diagram of Fig. 2~a!#, as per Sec. III and Table
I.

Heterodyne detection. Analytically much simpler, the
four-point time correlation functions for heterodyne dete
tion represent either the pure FID Liouville pathway~G1

(2,2)

and G2
(2,2)! or the pure PE Liouville pathway~G3

(2,2) and
G4

(2,2)!—no cross terms arise. We have

G1
~2,2!5^p~ t1!p* ~ t22s!p~ t32t!p* ~s2j!&,

G2
~2,2!5^p~ t12t!p* ~ t22s!p~ t3!p* ~s2j!&,

G3
~2,2!5^p* ~ t12s!p~ t2!p~ t32t!p* ~s2j!&,

G4
~2,2!5^p* ~ t12s!p~ t22t!p~ t3!~s2j!&. ~A4!

Similarly, these four-point correlation functions may be d
composed into the sum of two terms, each being the prod
of two-point time correlators by implementation of th
CGMT ~see Table I!.

In Sec. IV, all two-point time correlatorsG i
(1,1) are repre-

sented~analytically! by d functions in time. This assume
that the correlation time of our lighttc is zero. Although not
experimentally realistic, the treatment is not compromis
since the essential physics of the multidimensional spect
copy is maintained. However, whenever the autocorrela
time of the light approaches, from the ultrafast, those fou
in the material response function, the explicit functional fo
of G (1,1) must become a significant factor in analyzing t
data.
-
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