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Lithium excitation by slow H* and He?* ions
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Experimental and theoretical cross sections for the excitation of ground-state lithium™ bgnéi Hé*
impact are presented for the 2—30 keV/amu energy regime s} iéXcitation up to the Lij=4) level was
simulated by means of the atomic-orbital close-coupling method. Experimentally, absolute emission cross
sections were determined by observing the héd{2p,n=3-6) and Lilhs-2p,n=4-6) line radiation after
ion impact. Furthermore, a few measurements have been performed om lEgtitation [Li(2s—nd,n
=7-9)] by HE" impact.[S1050-294{@9)06912-1

PACS numbes): 34.50.Fa, 34.16:x

[. INTRODUCTION a new databadd 8] including all collision processes relevant
for the plasma diagnostic purpose has been compiled re-
In the field of ion-atom collisions, the one-electron andcently. The ion-impact part of this new database is based on
quasi-one-electron targetsl, Li, Na, etc) have always re- the AOCC calculations presented here.
ceived a lot of attention. Most attention was usually directed
to single electron capture, because it is a process that can be
described by various models at different levels of sophistica-
tion: over-the-barrief1], multichannel Landau-Zend:2], We applied the well-known semiclassical impact-
classical-trajectory Monte CarllCTMC) [3,4] and atomic-  parameter formulation of the close-couplif@C) method for
orbital close-coupling(AOCC) [5]. However, for the de- collisions with one “active” electron, assuming straight line
scription of target excitation and ionization, most models arerajectories for the projectiles. The general approach has al-
not so well suited, mainly because electron capture domiready been described by Horvaghal.[13] (and references
nates over the other processes, especially in the low-energlierein, which shall not be repeated here. Only details for
region. Also there was a lack of experiments to test andhe particularly chosen two-center expansions will be given
improve the various models. For lithium target excitation thewhich are of importance for the discussions in the following
experimental work consisted of experiments by Kadgital.  sections. All chosen basis sets used in the present CC calcu-
[6] and Aumayret al.[7,8] and theoretical studies were done lation are listed in Table I. This table has to be regarded just
by Ermolaevet al. [9] and Schweinzeet al. [10]. Other  as a survey, and detailed information about the used basis set
closely related studies have been performed by Frigdcdl. s available from the authors on request. Besides atomic or-
[11], Schultzet al. [12] (hydrogen excitation and Horvath  bitals (AOs) on projectile and target, pseudostates on both
et al. [13] (sodium excitatioh centers appear in the expansion. While AOs on the projectile
In this work we present a study on (H*+, HE™) are simply given by hydrogenic states, AOs
for Li are derived by diagonalizing the atomic Hamiltonian
(H", HEM) + Li(2s)— (H' ,HE ) +Li*(n,1)—(H",HE™) in a truncated basis set of Slater-type orbit&30s, defined
) by chargez andn,l quantum numbejsThe Hamiltonian on
+Li(2s)+hv (1) the Li center includes an analytic model potenftd] for the
interaction between the Licore and the “active” electron.
by means of photon emission spectroscégyperimentand  The diagonalization process leads to linear combinations of
AOCC (theory. This work has an intended overlap with an- the original STOs which represent AOs in cases where the
other body of work(on lithium excitation by ion impagt corresponding eigenvalues are close to experimental energy
performed recently by Brandenburt al. [14]. Together levels (deviations<<0.3%). All other eigenstates of the di-
with this work, a consistent, reasonably complete picture oragonalization process are called pseudost@®&s and their
lithium excitation can be constructed with some unexpecte@igenvalues cover a range of energies above the highest AO
features, most of them supported by the AOCC theory.  state to positive values. Such states are considered—though
Another important motivation for this work was to con- of discrete nature—to represent the continuum in the calcu-
struct a high-quality database of lithium excitation by ionlation. One can further distinguish between such STOs opti-
impact to be used for the lithium beam diagnostics of magmized in order to reproduce most accurately the atomic level
netically confined fusion plasm#6]. The previous lithium  diagram(PS-ST, where ST stands for structuend STOs
excitation database mainly consisted of scaled electron imwith z values(not given in Table ) between the charge of the
pact cross sectiongl7], which are not likely to describe separated atoms and the united ai&®8-UA). The latter are
ion-atom collisions very well in the low-energy regi@h-20  more appropriate for small impact parameters to describe the
keV/amy because the coupling between excitation channelsnotion of the active electron. The eigenvalues of these
and electron capture channels is not incorporated. Therefof@S-UA lie above the AOs and represent higher excited
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TABLE |. Basis sets used in the AOCC simulations.

Center on projectil&€9* Center on target Li
Calculation AO PS-UA AO PS-ST PS-UA
H+
ao065_64 20n=1-4 45 STO<4 20;n=1-4 17 STO<1 27 STO X=I=<4
He?t
ao87_79 56n=1-6 31 STO kI<4 35;n=1-5 17 STO <1 27 STO X=I=<4
ao81_80 50n=1-5,6<4 31 STO kI=4 35;n=1-5 14 STO=<1 31 STO kI=<4

bound states as well as ionization channels. This type of sta@lows us to select the area with tHepparent highest
(PS-UA) is also included at the projectile center representindithium density. It also allows us to distinguish the back-
capture to the continuum. All presented AO calculationsground gas contributions from the lithium signal.
(e.g., Table ) involve a considerable number of projectiie  The sensitivity of the monochromator for the different
centered states representing single electron cag&f€).  wavelengths was calibrated relatively usifignpolarized
The importance of such channels for the results of excitatiofight of a quartz-iodine lamp at 200 W22]. The relative
cross sections has already been discussed for thes{2(®) sensitivity was put on an absolute scale by using known
excitation in Hé"-Li(2s) collisions [10]. In this pure electron impact excitation cross section23]. The
AOCC study(no pseudostates were includéde number of  Lil(4 s-2p) emission after He" impact was determined for
included SEC channels influenced the resulting excitatiorenergies in the range of 1.5—-9 keV/amu, all relative to each
cross section significantly in the lower impact energy rangeother and relative to the Lil(g&2p) emission after 400 eV
Furthermore it turned out that, in order to obtain reasonablelectron impacfnote that the Lil(4-2p) emission was also
results, it is recommended to include SEC from the excitedhosen because it is unpolarizedhe uncertainty of our
states under study. The AO expansion forH-Li(2s) col-  absolute calibration is 20% for wavelengths longer than 400
lisions (AO65 64 in Table ) has been tailored to fulfill this nm and increases to about 25% at 320 (see alsd21)).
rule for all excitation processes Lig2nl) (n=2-4, | These systematic uncertainties are not included in the error
=0-3). A considerable enlargement of the basis size wouldars displayed in the figures.
have been necessary in the case of Henpact(AO87_79 For H", the emission cross sections were absolutely cali-
and AO81_80 in Table)] but could not be realized because brated by measuring the Lil#2p) emission after 6
of computational reasons. In view of this, no convergent rekeV/amu Hé&" impact before or after a measurement. The
sults can be expected for Li§251) excitation cross sections, larger scatter in the proton impact data is caused byréia-
because the Hell orbitals dominantly populated by SEQively long) time needed for switching from the proton beam
from Li(51) will have n values of 7—9, which is beyond the to the reference Hé beam. Relative density uncertainties
ones included in the present AO calculations. (i.e., the always present oven fluctuatipmgere monitored
These AOCC calculations shall be compared with allby measuring a reference lifithe Lil(4d-2p) line] as often
available experimental data and available theoretical calculaas possible and by measuring emission lines more than once.
tions. By default, all theoretical curves are displayed as linesin the case of the weakest emission lindsl( ns-2p,n
even though they were all calculated for discrete energies. =5,6)], the uncertainty in the cross section is not only de-
termined by the counting statistics, but also by the fact that
IIl. EXPERIMENTAL RESULTS the oven behavior was not monitored for a relatively long
eriod.
The HE" and H" ions were produced by the electron * To compare our measurements with theory, the theoretical
cyclotron resonance ion sour@8CRIS installed at the KVI  excitation cross sections had to be transformed into emission

in Groningen. The source was operated at voltages rangingross sections. For this procedure, the following relations
from 4 to 24 kV. We also had the possibility to post- were used:

accelerate the ions with voltages of 30 to 100 kV. For our

experiments this option implied a critical loffgctor of ter) o(3p—2s)=(0.215+0.02[ o(3p) + 0.4255(4s)

in current. Typical currents for the Ke and H" ions at the

collision center(non-post-accelerated beamsere ranging +0.230(4d)], 2

from 0.5 uA at the lowest energies to @A at the highest

energies. 0(3d—2p)=0(3d)+0.20(4p) + o(4f), 3
After collimation of the beam to 1 mm, the ions were

crossed in the collision center with a lithium beam coming o(45—2p)=0.57F o(4s)+0.28+(4p)], (4)

from a single stage ovel6,21] operated at a fixed tempera-
ture in the 480-520 °C range. A liquid,Ncooled trap was
used to reduce the lithium background pressure.

The light emitted by the deexciting lithium was detected
perpendicularly to the ion beam with a monochromator for 0(55—2p)=0.48(5s), (6)
visible light (320—610 nm This (Leis§ monochromator can
scan across the lithium target along the ion beam axis, which o(5d—2p)=0.710(5d), (7

o(4d—2p)=0.770(4d), (5)



PRA 60 LITHIUM EXCITATION BY SLOW H* AND He?* IONS 4629

0(65—2p)=0.437(65), (8)
o(6d—2p)=0.657(6d). 9)

For these relations, branching ratios from Wiesel. [28]
and Lindgad and Nielse{29] are usedWieseet al, Egs.
(2)—(5), and Lindgad and Nielsen, Eqs6)—(9)]. There is
some uncertainty concerning the lifetime of the Lpj3evel
[28—3(Q causing the p— 2s branching ratio to range from
0.195 to 0.235.

The sensitivity of the monochromator for the linear polar-
ization of the incoming light was determined with the quatz- ; R ;
iodine lamp, by adding a linear polarizer to the signal path ’ 2 3 4 5678 10 20 130
(see also Schippeet al.[24]). Polarized light emissions af- Energy (keV/amu)
fect our measurements in two waysg) the radiation will be
emitted anisotropically since we do not measure at the magic FiG. 1. Lil(3d-2p) emission after F impact: full triangles, this
angle of observation (54.7°)Yb) the detector sensitivity de- work (relative errors are shownopen symbols, Brandenbugg al.
pends on the linear polarization of the incoming light. In the[15] (absolute errors are shoyriull curve, a065_64; dashed curve,
case of the Lil(8-2p), these two effects work in the same Wutteet al. [17] (scaled electron impact emission cross secjions
direction and for all other lines the two effects work in op-
posite directions and effectively cancel out. Therefore, for amQ calculations are shown in Fig. 1. The AO results agree
estimation of the maximal polarization induced uncertainty well (within our experimental uncertaintiesvith the mea-
the LI(3d) m-level distributions of AO87_79 were used to surements. The good agreement of our Ld(zp) emission
calculate the linear polarization of the Lil§32p) emission  cross sections with the corresponding experimental data from
after H¢* impact. These calculated polarizations were thenvienna confirms the correctness of our independent calibra-
used to correct the theoretical Lil§32p) emission cross tion method. Also shown is the recommended curve from
sections. Thus this corrected curftain dashed line in Fig. Wutte et al.[17] (excitation only, because cascade contribu-
5) serves as an indication of the maximal uncertainty inducedions could not be incorporatgdin the high-energy limit
by neglecting the experimental linear polarization sensitivity(E=20 keV/amuy all curves converge, but in the 3-10
of our setup. keV/amu range, the region of interest for plasma diagnostics,

Although we treated the linear polarization of the emitteddiscrepancies by a factor of 3 can be seen. It is quite clear
light as a source of experimental uncertainties, it in principlethat the reason for this discrepandshe depletion of
a source of information about the collision dynamiee.,  Li(2s-3d) excitation channel around 4 keV/ainshould be
the mrlevel population of the states of interesBchippers  the dominance of the electron capture channel in this energy
et al.[25] measured the only reported case, the linear polarrange[19]. Not expected was the convergence of the differ-
ization of Nal(3p-3s) emission in the case of Na excitation. ent data sets at the low-energy limit.

The polarization of emission after electron capture is, how-
ever, more widely studied, for example, by Lauliteal.[26]

(electron capture from liand Gregoet al. [27] (electron ] o
capture from Na The measured and calculated Lit(€p) emission cross

sections are shown in Fig. 2. Fairly good agreement of ex-
A. Proton impact periment with theory can be observed considering that cas-

In this section, the proton impact data will be discussedcade contributiondmainly 0.36*Li(5f) and 0.21*Li(%p)

with their AO simulationgand other available datas sepa-
rate cases. The Lil(&2p) data will be shown in this section
only to get an impression of the physics of target excitation.
Later on, in Sec. IV, they will be evaluated more quantita-
tively together with the He" impact case.

All error bars are at least 15% because of the relative
uncertainty associated with the calibration procedure. Some
other lines, Lil(3-2p), Lil(5s-2p), and Lil(6d-2p), also
have an additional 5—15 % statistical uncertaifiyote: Our
detector was 50 times less sensitive at the LdHZRp) wave-
length (610 nm) than at the Lil(4-2p) (460 nmn).] Also the
Lil(3 p-2s) has an enhanced uncertainty of at least 10% be-
cause, at 323.3 nm, it is at the very edge of our detection
range.

cross-section (10-16 cm?)

2. Lil(nd-2p,n=4,5) emission after proton impact

0.07
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0.03

cross-section (10-1€ cm?2)

3 4 5 6 7 80910 20
Energy (keV/amu)

1. Lil(3d-2p) emission after proton impact FIG. 2. Lil(nd-2p,n=4-5) emission after H impact: full

The Lil(3d-2p) emission cross section measured by ussquares, Lil(4-2p); full curve, Lil(4d-2p) ao65_64; full circles,
the experimental data from Brandenbwial. [15], and the  Lil(5d-2p).
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4s-2p emission is dominated by the cascade contribution
4p-4s. A missing cascade contributionrd%p in the theo-
retical result might be the reason for the underestimation of
the experimental data. Agreement between theory and ex-
periment, although being the worst case for the proton im-
pact excitation, is still rather good.

The decrease of the Lil@&2p) with increasing collision
energy is at least remarkable especially when compared to all
the other measured Lil emission lines. However, when com-
pared to the AO simulations of Lil(®4s) excitation and
assuming a similarity of properties with increasing principal

R S quantum numben, it is not so surprising. The Li(24s)
4 5 6 7 8 910 20 excitation shows a deep minimum around 15 keV/amu im-
Energy (keV/amu) pact energy. However, this cannot be observed in
Lil(4 s-2p) emission measurements because of tpecéds-
cade contribution to the Li(€) level. Contrary to this, the
Lil(5s-2p) emission does not have any significant cascade
contributiong Li(5 p—5s)=0.15, Li(6p—5s)~0 [29]] and
therefore this amazing decrease of the cross section becomes
visible.

cross-section (10-16 cm?)

0.2 b JU000 O U VO S S S

FIG. 3. Lil(3p-2s) emission and Li(2-3p) excitation after H
impact: full symbols, Lil(3-2s); thick full curves, maximum and
minimum Lil(3p-2s) ao65_64; thin full curve, Li(83p) excita-
tion, ao65_64; dashed curve, L§Bp) excitation, Wutteet al.
[17] (scaled electron impact cross sectipns

[29]] are not included in the theoretical cross sectithge .
estimated increase might be 10-3D%he measurements B. He™™ impact

on the Lil(5d-2p) are also shown with the previously dis-  There are more experimental results for thé Hampact
cussed Lil(4l-2p) data in Fig. 2. The similarity of both and they are more precisely calibrated than the proton impact
emissions as a function of energy is quite striking. A quanata, and this proved to be a real challenge for the AOCC
titative analysis of these cross sections as a function of quamnethod. As we shall see, excellent results were obtained with
tum numbem is given in Sec. IV. the AO87_79 and good results with the AO81_80. The
AO87_79 calculations include in addition to the projectile
centered states of the AO81 80 the 6h state. This state was
The Lil(3p-2s) emission data seem to agree well with the omitted only in order to reduce CPU time in the AO81_80.
AO simulations (Fig. 3. As already mentioned, thep3 The target centered parts of both expansions do not differ in
—2s branching ratio has a larg@0%) uncertainty. Two ex- the AOs included, but in the number of pseudostates and in
treme case$0.195 and 0.239are displayed in Fig. 4, to the details of the used STOsee Table )l Especially the
indicate the maximum margin in the theoretical curve. Alsotarget centered PS-UA parts differ considerably between
displayed are the Li(@—3p) excitation cross sections by both expansions.
Wutte et al. and AO65_64. The agreement is quite good but  Interesting will be the lower-energy range for the?He

3. Lil(3p-2s) emission after proton impact

shows a somewhat different trend. impact data2—12 keV/amuas compared to the proton case
(5—-20 keV/aml At these lower energies interesting ion-
4. Lil(ns-2p,n=4,5) emission after proton impact atom interactions were observed for the proton impact case

(see the preceding sectioand these are also expected for
the HE" impact case. Furthermore, there will be a few data
points at high energies.

The Lil(4s-2p) and Lil(5s-2p) emission cross sections
are shown in Fig. 4. For impact energi&s>10 keV the

“E 1. Lil(3d-2p) emission after H&" impact

590 The most striking feature of the Lil@B2p) emission

© 0.1 cross sectionsFig. 5) is, as in the proton impact case, the

'::/ peak at 2.7 keV/amu, which, as in the proton impact case, is

o likely to be caused by a depletion of the Ld2p) excita-

g tion channel by electron capture channels. Cross checking

U] the present lithium emission after Heimpact with electron

g capture from lithium by H&" [21] clearly reveals that the

5 experimental Helt=4, 1=0,1,2) (capturg levels have an
0.01 | enhanced population around 6 keV/amu, exactly where the

Li(n=3,4,1=3) (excitation levels have reduced intensities.

3 4 5 6 78910 20 We can now really see the improvements in the AOCC
) S 4
Eneray (keV/amu method, pecau;e thg LileB2p) emission after H&" impact
oy ( ) was studied with this method by Ermolaet al. [9] and
FIG. 4. Lil(ns-2p,n=4,5) emission after H impact: full Schweinzeet al.[10] and these results are also displayed in
squares, Lil(4-2p); open circles, Li(5-2p); thick curve, Fig. 5. The previous calculation by Schweinzsral. was
Lil(4 s-2p), a065_64; thin curve, Li(&4s) excitation, ao65_64.  good down to 4 keV/amu but then failed to predict the fea-
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FIG. 5. Lil(3d-2p) emission after H&" impact: full symbols, FIG. 6. Lil(4d-2p) emission after H&" impact: full squares,
this work (relative errors are shownopen triangles, Kadotat al.  this work; thick full curve, a087_79; thin full curve, ao81_80; dash

[6] (absolute errors are shoyyrthick full curve, ao87_79; dashed dot curve, Ermolaeet al.[9].
thin curve, ao87_79 corrected for the polarization sensitivity of the

detector; thin full curve, ao81_80; thick dashed curve, Schweinzer . .
et al.[10]; thick dash dot curve, Ermolaest al.[9]. n SEC channels. As already explained in Sec. Il, SEC draws

flux from the excitation channels, thereby reducing the exci-

tures so striking in Li excitation by H and H&* impact. tatio.n cross sections. The predicted-2d excitation cross
The data points by Ermolaefthe AO65 calculationsonly ~ Sections are almost as large as the42l cross sections,
agree with our data in the high-energy linftowards the ~Which is very unlikely. Also Ermolaeet al. struggled with
Born regime. The pseudostate expansion applied by Ermothe problem of excessively large Lig2>d) excitation cross
laev is optimized for high impact energies. Thus only a fewsections due to the even lower number of SEC channels, and
projectile centered state$Hell n=2,3+4d and pseu- their best results are displayed in Fig. 7.
dostateswere taken into account in their calculation, leading  Also shown are the Lil(8-2p) emission cross sections
to overestimated excitation cross sections for their lowestexperiment only. It is clear that this emission line looks
impact energies. On the other hand, the previous calculatioguite similar to the other Lilgd-2p) emissions, although the
by Schweinzeet al.is based on a pure AO expansion with peak structure at 3 keV/aminimum around 6 keV/amu
many projectile centered statdde Il n=1-6) but without seems to have disappeared.
pseudostates, thus completely neglecting the coupling to ion-
ization channels. A sufficient representation of all inelastic _ . .
reaction channels seems to be necessary to describe excita- 4. Lil(3p-2s) emission after H&" impact
tion processes properly. For the Lil(3p-2s) emission cross section, the agreement

Note that the inclusion of polarization effectas dis- between the experimental data and the AO simulations, both
cussed in the experimental results sectidmanges the emis- A087_79 and AO81_80, is reasonably gosee Fig. 8; a
sion cross sections only slightly. branching ratio of 0.215 was used for the theoretical curve

2. Lil(4d-2p) emission after H&" impact

The Lil(4d-2p) emission cross sections are shown in Fig.
6. The agreement between the AO87_79 calculation and the
experimental data is very good, except maybe at 3 keV/amu,
where the AO81_80 agrees somewhat better with experi-
ment. Differences between AO87_79 and AO81_80 give an
estimate of the convergence of AOCC results. The agree-
ment between theory and experiment is slightly better here
than for the proton impact case, Fig. 2, although also here
small cascade contributions to the theoretical emission curve
were not included. Finally, the theoretical data by Ermolaev
et al. (AO65 calculations converge with our data in the
high-energy limit, but again are far too high at low energies.

—_

cross-section (10-16cm?)

% H i N N M H
2 3 4567810 20 30 40 5060
3. Lil(5d-2p) and Lil(6d-2p) emission after H&" impact energy (keV/amu)

The Lil(nd-2p,n=5,6) emission data are shown in Fig.  FIG. 7. Lil(nd-2p,n=5,6) emission after H& impact: full
7. The disagreement between the experimental bH&P)  circles, Lil(5d-2p); open triangles, Lil(6-2p); thick full curve,
data and the AO87_79, AO81_80 is very considerdfde-  ao087_79; thin full curve, ao81_80; dash dot curve, Ermoketeal.
tor of 2—3, which is most probably due to the missing high- [9].
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FIG. 8. Lil(3p-2s) emission after H& impact: full symbols, FIG. 10. Lil(ns-2p,n=5,6) emission after He impact: full

Lil(3 p-2s); thick full curve, Lil(3p-2s) ao87_79; thin full curve, Circles, Lil(5s-2p); open triangles, Lil(8-2p); thick full curve,
ao81_80; dashed curve, Lig22s), Schweinzeret al. [10]; dash- ~ @087_79; thin full curve, ao81_80.
dot curve, Ermolaeet al.[9].
AO87_79 with experiment is much better than in the
5. Lil(4s-2p) emission after H&" impact Lil(5d-2p) case(Fig. 7). The 5s level is slightly tighter

- . . bound than the & state. Therefore, SEC from the Lip
VYe.CG‘“ see in F|g: 9 that thg Lilg42p) emission aftgr state is better represented in the AO calculations than SEC
He?" impact, which is our basis of absolute calibration

agrees well with the AOCC theofgxcept maybe for a small from Li(5d).

i . . Results of the AO81 80 calculation, as well as the
structure at 3 keV/amuThe experimental Lil(8-2p) emis-  rng7 79 data, are above the experimental values. The sig-

sIon Cross sepﬂpns are almost feajtureles; betwgen 1.5 and r]n icant difference between both calculations, especially at
keV/amu. This is of importance since this line is the refer-higher impact energies, might be due to the missing

ence for all other H&" emission lines(lines which have He li(6h) state in the AO81 80 expansion. Although this
distinct features below 10 keV/amwOur calibration method state is populated very weak_ly in collisions .with LiR it
therefore cannot have introduced phantom features into thﬁ]ight be of considerable importance as a SEC loss channel
various Hé" impact emission cross sectior{dote that jf from Li(5s). To test the idea that the He llt§ capture
we V.VOUId have measured. the 3 keV/amu cross section %Fhannel interferes with the Li@ excitation channel, an
pred_lcted_ by _the AOCC simulations, the 3 keV/a_mu Cross, 5g7 80[an AO81_80 plus the He II(f) statd calculation
,SATSCSOSTO\I/{/]nFiE?Hs caa?lgu(lsatvc\el gull_?s;;:)eezi(i?gt?g/g tholggﬁc?w was performed. This calculation, however, did not result in a
that a minimum above 12 keViantas seen for H) also better description of_ the Li(® excitation (_:hannel, imply_ing

ists for H&" i i that the AO87_79 is more successful in the prediction of
exists for impact. Li(5s) excitation because of a better choice of pseudostates
describing the ionization channels. The AO87_79 is defi-
nitely more successful when it comes down to describing the

The theoretical and experimental results for LB¢Bp) dramatic decoupling(decoupling meaning the excitation
can be seen in Fig. 10. Clearly the agreement of thenechanism is becoming less effectivad the Li(5s) excita-

tion channel above 12 keV/anjitemember, this peculiar be-

6. Lil(5s-2p) and Lil(6s-2p) emission after He impact

05 havior of the Li(5) excitation was also seen for proton im-
L o4 pact.
S 08 Also displayed in Fig. 10 are the Lil2p) emission
S 02 cross sectiongexperiment only. It is clear that this excita-
z tion channel behaves differently from the Lgbexcitation.
5 0.1 This indicates that a universal scaling law for describing
5 Lil( ns-2p, n=4—6) emissions (H&" impach is unlikely to
0.07 ;
2 ° exist.
& 0.05
®? 004 |-
o 003 IV. Lil (nd-2P,n=3—-9) EMISSION: SCALING
TO QUANTUM NUMBER n
0.02
2 3 456 810 20 30 405080 As far as we know, the field of “highm excitation by ion
energy (keV/amu) impact” is unknown territory. To get some idea of the

mechanisms at work, some extra measurements have been
FIG. 9. Lil(4s-2p) emission after H&" impact: full squares, performed and a crude scaling method is introduced for the
Lil(4 s-2p); thick full curve, ao87_79; thin full curve, ao81_80; nd states. It is custom in the field of fusion plasma diagnos-
dashed curve, Li(&4s) excitation, ao87_79. tics to find scaling relations because it is a formidaifl@ot
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FIG. 11. Normalizedscaled Lil( nd-2p,n=3,9) emission after FIG. 12. Behavior of the exponeant (see text and the lines in

He?* impact: full circles, 12 keV/amu; open triangles, 6 keV/amu; Fig. 12 versus energy: full circles, H&:; open squares, H

full squares with dot, 3 keV/amurelative error are shown full

CHQVZG'_WB'S line; long dashed ‘i‘;r‘{e‘re line; short dashed curve, reach that exponent sooner. Putting it simply, at high enough

n-"“line; dash dot dot curvey"* line. velocities, both projectiles can “pump” the relatived
populations equally well; the protons, however, can do this

impossible¢ task to measure or calculate all the relevant cros$pumping” already better at lower energies.

sections for inelastic ion-atom collisions. As already men-

tioned before, lithiumms-state excitation by ion impact is not

suitable for scaling with increasing (the curves in Figs. 4,

9, and 10 simply do not look very similar In this work we have seen that the AOCC method can

In Fig. 11 the result can be seen of plotting the {He model the excitation of lithium atoms by ‘Hor H&* with
impach Lil(nd-2p,n=3-9) emission cross sections versusgreat accuracy not only for the dominant chanr¢lg2 p)
quantum numben (for just three energigsFor clarity rea-  described in[14] and Li(3p,3d)] but also for excitation
sons, the error bars are only drawn for the 6 keV/amu casehannels that are two orders of magnitude below these chan-

When the emission cross sections are plotted on a doublgels. By comparing experimental data for even smaller cross
logarithmic scale, straight lines can be drawn, each line insections with AOCC calculations, although already of large
dicating a certaim™ “ behavior for the cross sectiofsith n  scale, limitationg Li(5d) excitation have been reached and
the principal quantum numberAll these straight lines are disagreement was observed. However, the reason for the fail-
normalized to the first data poifithe Lil(3d-2p) emission ure is rather clear and can be overcome by a further enlarge-
cross sections This fit indicates that the systematic error in ment of the basis. However, such extensions are not only a
the measured Lil(8-2p) emission cross sections is probably matter of more powerful computers, but will also need im-
not very largefthis as a supplement to the discussion abouproved numerical methods, because accuracy limits of the
the disagreement of the experimental and the theoreticgresent ones are also touched upon.

Lil(5d-2p) data in Sec. Il G. The main improvement between the old AOCC simula-
For the Lil(nd-2p,n=6-9) emission cross sections(ft  tions (Ermolaevet al. and Schweinzeet al) and the new
keV/amy (Fig. 11, ann™ 3 dependence can be fitted to the ones is that the new ones correctly predict the features in the
data[starting at Lil(6d-2p) or Lil(7d-2p)]. This n~2 be- Li(2s-nd,n=3-4) excitation. As already mentioned in Sec.

havior is also observed iilithium) target emission after II1A1 [Li(3d-2p) emission after Hi impaci, it is likely
electron impact and is regarded as a “trademark” for hydro-that these features are not “peaks around 3 keV/amu” but
genic behavior, i.e., tha~2 dependence of the hydrogenic “minima around 6 keV/amu.” Similar structures, resulting
binding energies results in a density of sta#&€3Jn=const  from the interplay between capture and excitation, have also
xn~2, been predicted by Schulit al. [12] and Fritschet al. [11]
The scaling procedure was also performed for the protorior hydrogen excitation and experimentally seen by Aumayr
impact experimental data with comparable results. Again, ast al. [8] (lithium and sodium excitationand Horvathet al.
for the HE™ impact case, it is striking how well the data can [13] (sodium excitation The Li(2s—ns,n=4,5) excitation
be fitted with thes@ ™ “ lines, even though the data span two channels also display minima with‘Hand Hé" impact, not
orders of magnitude. around 5 keV/amu but around 15 keV/amu for the former
Putting the resultéthe exponentsr) of then™ “ fits, both  and 20 keV/amu for the latter. We could not find a satisfying
for HE#* and H" impact, in a plot yields Fig. 12. The physi- explanation for these depletions of the L$)4and Li(5s)
cal origin of the decrease of the exponentvith increasing  excitation channels above 12 keV/amu.
collision energy is more or less clear. It is expected that the We would like to mention that the structures between 2
higher Li(nd) states are relatively stronger populated whenand 8 keV/amu were discussed by Aumad@i using the
the projectile energy increases. Interesting is, however, thdtandau-Zener picture, and a pure classical interpretation of
the H" and Hé" projectiles havegmore or lessthe same this structure was given by Schulf22]. Both discussions
exponent ¢~6) at their highest energies, but the protonsconstruct a picture of the active electron oscillatingswap-

V. CONCLUSION
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ping) between excitation and capture channels, resulting ipower-law  f~*,—7.5<a<—-6) dependences. The
the typical structures observed. Although we clearly sawLil(ns-2p,n=4-6) could not be described with these
depletion of excitation channels due to enhanced capture, wsower-law dependences.
did not find any evidence for the reverse procéss., en-
hanced excitation and depleted capture chamnels
We also saw that above 20—30 keV/amu the lithium ex- ACKNOWLEDGMENTS
citation is governed byBorn-type single step excitation and
that below 2 keV/amu the excitation completely decouples This work has been performed within the framework of
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