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Measurements ofG-H and H-I fine-structure intervals in n=7, 9, and 10 helium Rydberg states
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We have made measurements of ti&-H, 7H-1, 9G-H, 9H-I, and the 1G-H intervals in helium. These
measurements are in good agreement with theoretical calculations up to the level of about 1 kHz precision.
This confirms the importance of retardation to the intervals with about 1% precision. At the 1 kHz level,
however, systematic discrepancies are seen which cannot be accounted for by suggested additional retardation
corrections]S1050-294{09)00912-9

PACS numbd(s): 32.30.Bv, 31.30.Jv

[. INTRODUCTION (ii) Improved design of the Rydberg detector, incorporat-
ing an electrostatic lens to improve collection efficiency after
Recent progress in both experimental and theoretical studenization.

ies of the fine structure of Rydberg states of helium has been (iii) Extension of the C@laser detection to include
motivated largely by the suggestion that this system could be=7 and 9 levels as described below.
used to test predictions of certain long-range “retardation” Items(i) and(ii) led to an improve&/N by about a factor
forces between the Rydberg electron and thé kbem core  of 15 over previous studies. This was very helpful, both in
[1]. In the extreme long-range limit & 137a,) these forces reducing the total time needed for the measurements and in
are proportional td/c, where# is Planck’s constant angis  allowing for more complete checks of systematic effects.
the speed of light, so they are clearly nonclassical in nature. Our RESIS apparatugee Fig. 1 starts with a beam of
As a result of this progress, the leading effects of retardatiofiast, ~10 kV helium ions that is incident on a cesium vapor
on helium fine structure are now well understood theoreti-charge-exchange cell. The helium ions capture an electron
cally and have been confirmed by experiment. Unfortunatelyfrom the cesium atoms, forming a fast neutral beam with a
the connection with long-range forces has remained elusiveubstantial population of Rydberg states. The resulting beam
since it has not yet been possible to measure the fine struthen passes through two sets of field plates which Stark-
ture of Rydberg states whose binding energies directly reflegonize highn Rydberg states, and deflect ions out of the neu-
the simple long-range force first suggested by Spreichl.  tral beam. The high, Stark-ionizable(detectablg states
[1,2]. Most of the precise measurements to date have beemould otherwise produce an unwanted background signal.
confined to then=10 level of helium, where fine-structure  Transitions between the lower Rydberg states and the up-
intervals connecting states ranging frams 2 to 8 have been per, Stark-detectable Rydberg states are driven optically us-
reported[3—-5]. While the agreement with theoretical calcu- ing Doppler-tuned C@lasers. Since we are working with a
lations is quite good by any objective standéadreement to fast beam withy=0.002Z, wherec is the speed of light, we
five or six figures in the fine-structure intervglshere are can Doppler-tune nearly continuously between the discrete
some small but significant discrepancies with the best calcumolecular transitions in the GQOaser spectrum. The=9
lations that are not yet understood. The order of magnitudand 10 states are excited in a single step to detectable levels
of these discrepancies im=10 (around 1 kHz is compa- (9-20 or 10-3D The laser excitation ofi=7 states to de-
rable to certain additional “retardation corrections” which tectable levels requires two steps.'2CO, laser is used to
have been suggest¢@,7], but inclusion of these suggested excite n=7-9 transitions, and then a conventio4CO,
corrections fails to bring the theory and experiment intolaser continues the excitation from=9-20.
agreement. As additional tests of these calculations, we re-
port here measurements &-H andH-I fine-structure in-
tervals inn=7 and 9 levels of helium, and a remeasurement
of the 1G5-H interval.
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Il. EXPERIMENTAL TECHNIQUE o S 5

Our measurements, I'k_e other re_cent helium fln_e-structure FIG. 1. Experimental block diagram of components used in the
measurements, were carried out using a fast atomic beam apgt g5 technique. A Colutron accelerator creates a helium ion beam
a form of microwave/optical spectroscopy, which we refer to,; (1), This beam is neutralized in a cesium charge exchange cell
as RESIS(resonant excitation Stark ionization Spectros-(2) The remaining ion beam is deflected and upper Rydberg states
copy). The primary improvements over previous work Were gre field-ionized at3). CO, laser beams interact with the fast Ry-
as follows. dberg beam in the laser interaction regightR’s) at (4), (6a), and

(i) The use of a cesium vapor, rather than Ar gas, in thgeb). rf transitions are driven if6) (see Fig. 2 for a cross section of
charge exchange cdB]. This increased the fractional popu- the transmission line Signal atoms are Stark-ionized and detected
lation of then=7, 9, and 10 levels. at (7).
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TABLE I. Laser excitation schemes used for specific rf transitions. Stark diagnostic peaks are listed where

applicable.

LIR 7G-H TH-I 9G-H 9H-| 10G-H
prepare: LIR 1 H-9l 7H-9I 9H-20I 9H-20I 10H-30l
detect: LIR 2 H-9l 71-9K 9H-20I 9H-20I 10G-30H
detect: LIR 3 9-17K 9K-17L
diagnostic: 172F-1G 17F-1G 20G-H 20G-H 17F-1G

The five rf transitions studied in this experiment are listedments. Using a gauss meter we checked that our shielding
in Table I, along with the specific laser transitions used tokept magnetic fields below an rms value of 5 mG within the
detect one of the states of the rf transition. In order to insurénterior of the rf region.

a population difference between the two states, an initial la- We used higm diagnostic transitions that have large
ser interactionLIR 1) is used to deplete the population of Stark shift rates as sensitive electric-field probes in order to
one of the states prior to the rf interaction, as is indicated inmeasure the remaining electric fields within our rf regions.
Table I. Also shown in Table | are the highhelium transi-  ysing these diagnostic lines, we noticed that heating the rect-
tions that were monitored as diagnostics of stray electrigyngylar rf region reduced and stabilized the electric fields
fields within the rf region. . present. We thus implemented a closed-circuit hot-oil heat-
Transitions between specific fine-structure states in %g assembly to heat the region uniformly and maintain a

givenn level are driven in an rf transmission line. If the rf temperature of 90°C during ourGZH measurement. Our
frequency IS re;onant with the transition, it causes a Ch"’lnggther measurements were taken using the circular rf region,
in the population of the detected level which leads to a

change in the detected ion current. The rf field is generate hd heating this region did not reduce the observed electric

by a microwave synthesizer, and is 100% amplitude modu-'elqs' No heat was applied during data acquisition using this
' ; i .. region.
lated at a frequency of about 2 kHz. Using a phase-sensitive our first set of 1G-H measurements was taken with

lock-in amplifier with this reference frequency, we synchro- tray electric fields of about 12 mV/cm in the rf region. For

nously detect changes in the final ion current created by r .
transiét/ions 9 y he second set of T8-H measurements, we placed a fixed
The rf region used for the majority of the measurementsblas vgl'gagg on \t/he cin_tterf(f:ontQU(itor. (‘jl’hls grt(;]cedgre 'Sf ?r'ls
in this paper was an off-axis 52 transmission line. A cross cussed In Sec. V, and It efiectively reduced the size ot the
electric fields in the region by a factor of 2.

section of the region geometry is included in Fig. 2. The . )
7G-H spectra were taken using a short, rectangular cross- After passing through the rf region, the atoms enter a

section waveguidésimilar to that used in previous wofR]) second_laser interaction region, which transfers some of the
that was designed for higher frequencies population from the states of interest to detectable higher-

A number of measures were taken in order to insure tha?n: 17, 20, or 30 states. These signal atoms are then Stark-

our measurements were not heavily perturbed by stray field qmzed in-our deFeCtOT- The dgtectpr makes use qf several
Lﬁlfferent longitudinal field regions in order to ionize the

First, the entire rf region was encased in mu-metal in order tq . . . .

reduce the earth’s magnetic field. Due to the speed of o |gh-_n Rydberg levels and tag the signal lons with an energy

helium beam, any stray magnetic fields create motional elec,l-hat is higher thgn tha_t of the background lon beam. These

tric fields that in turn induce Stark shifts in our measure_energy—tagggd signal ions are sp_at|ally separated frqm _the
background ions by use of an applied transverse electric field
and drift region, which deflects the two ion beams by differ-

_ Side View - ent amounts. The signal ions are collected and their current
I Helium beam J multiplied by a channel electron multiplier. Changes in this
I current synchronous with modulation of the rf amplitude
REinH- HH RF out constitute the measured rf signal.

As an example of a specific excitation scheme used in the
experiment, consider the@H measurement outlined in
Table I. The neutral fast Rydberg beam enters the initial
stripper where population is removed from the 20 states
but not from the lowem=9 states. LIR 1 is set on the
347 em 9H-201 optical transition, which drives population out of the

L 9H state, thereby creating a population difference between
the 9G and H states. Next, transitions are driven between
these two states in the rf region, resulting in an increase in
the population of the B state. This population is then de-
tected by excitation of the 19-201 optical transition, fol-

znggrcﬁr:j?:rcntor lowed by Stark-ionization of the= 20 state. In this manner,

' ' we sensitively detect transitions driven between tige &nd

FIG. 2. Cross section of off-axis rf transmission line. 9H states.

Outer conductor,
10 cm diam.
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The rf spectra show a fully resolved four-peak structure,

. : e ry L
with each resonance peak corresponding to a transition be- _ f / i
tween corresponding levels of the fourfold magnetic fine E(L') f Y
structure of each level, as illustrated in Fig. 3. Figures 4, 5, / f H L1

and 6 illustrate the observed spectra. / L.
v, Do
! _ V,
. MEASUREMENTS V( _ L') V, v,
A typical set of raw data for a given transition consisted V,
of careful measurement of the signal for both directions of rf v
propagation(copropagating and counterpropagajfinglimi- /4 Dy
nation of the Doppler shifts is complicated by small reflec- '/ / / SLLL
0 L1

tions from the end of the rf region, which result in a weak E([)
traveling wave moving opposite to the main field. These re-
flections distort the line shape and could introduce errors in J L

the line center if the two ends of the rf region reflect differ- t

ently. For this reason, data were also taken with the rf region FIG. 3. Generic spin structure level diagram showing the mean
physically reversed half-way through each measurement, ifhterval energy we deduce from measurements. All levels are la-
order to interchange the two ends and the corresponding réeled by ?S*L; with the + and — indicating admixtures of the
flections. The two resulting copropagating and the two counsinglet and tripletl=L states. The four strong transitions are la-
terpropagating sets of data were averaged together to creaeled v;=v(*L_ —*L|,), v,=v(PL_1—3L,,_;), va=v(3L 41

two sets of data that each exhibit an average of the reflec-3L/,,,), and v,=v»("L_—"L/,). Two weak transitions,v,
tions from both ends of the region. These two sets of data»(L ,,—"L/,) andv,=»(*L —3L/,_,), are also pictured.
were then fit as described below in Sec. IV, to extract the line

centers of the four transitions,, v,, vz, andv,. these transitions. Consequently, these two transitions were
Complete sets of data were taken for two separate beameasured at varying rf powers, and then extrapolated to zero
velocities for each measured interval. For the-H, 7H-I, power to remove the effects of ac Stark shifts. Using the

9G-H, and H-I intervals, accelerating potentials of 7 and 9 lower state triplet separation E€l), the mean fine-structure
kV were used. For the I®-H intervals, we chose to make interval may be determined H¥]

measurements at 8 and 9 kV. Taking data at two separate

velocities provides a check as to whether our treatment of rf — — 1
reflections and other line-shape altering effects is adequate. v(L=L")= 4
The position of the reflection peaks is lineargsv/c, and

the underlying reflection structure thus has a strong depen-

dence on the beam velocity. The observed good agreement

between the fits for two independent velocities indicates that

our theoretical fit line shapdsee Sec. IY is complete @

enough to eliminate shifts in the line-center frequencies dug,_| o< of our fiveG-H andH-1 mean intervals, along with

o f reflactions. . . . the individual MFS intervals, are tabulated below in Table II.
Data were acquired daily by scanning repeatedly over the

desired frequency range in uniform steps of 0.1 Mbz0.2
MHz for the 7G-H data for both directions of rf propaga- V. EXPERIMENTAL LINE SHAPES AND DATA FITS

gon V}’ith respect to th? begmh Da:]a V\]fere taken for 3 or 4 \ye found that our data are best fit with a line shape that
ays for a given interval, and then the rf region was reverseqp.|;des contributions from cascades from states above those

After completing the measurements with the rf region re- g 510 examining. These cascade contributions experience a

versed, we switched beam velocities and repeated the full sgj,q ter interaction time with the rf field and lead to a broad-

of measurements. A typical interval measurement has aboling of the resonance line. Assuming a two-level system
40 h of cumulative data-acquisition time. with a constant feed rate and a fractierf the signal that is

In order to extract values for the mean fine—structuredue to cascades, and an averéygdrogenig lifetime of the
(MFS) intervals, the intervals between the statlstlcallytw0 states, we expect a line shape of the form

weighted mean energies of the fouk states, we measured
each of the four allowed transitions between MFS compo- sir?(mb; T)
nents,v,—v, and also two additional weak transitions, S(v)=(1-a)
andv, . These additional transitiorisee caption of Fig. 3 for

2L'—1  2L'+3
R TI LATRn

vzt v,

1 1
4L+2 4L'+2

vCLlio1— L)

i e 7T

-2y 'y2+47T2bi2

R J’__
b2 © TP

notation were used to extract the lower state triplet separa- —

tion with the relation X Tcos(ZwbiT)Jr 7b; sin(27b;T) | + 5
V(L 1=l s 1) = Vat vp— v — vy 1) V12

Because the transitions correspondingztoand vy, are only Y2+ 4772b? '

weakly allowed, much higher rf powers were required to
observe them, leading to relatively large ac Stark shifts invhere
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TABLE Il. Helium MFS intervalsv; and mean intervals determined by E®). This table does not
include the systematic effects discussed in Sec. V, except for the ac Stark shift. Gh @lues are an
average of two data sets.

60

7G-H 7H-1 9G-H 9H-1 10G-H
»(L'—1L) 1359.002625) 423.490611) 665.8501662) 211.792584) 491.0072431)
v 1346.930049) 416.535%20) 660.1627499) 208.5207844) 486.8594654)
v, 1352.163758) 419.878023) 662.63637117) 210.0939849) 488.6656468)
Vs 1361.780844) 425.173620) 667.1616487) 212.5824239) 491.9654850)
v, 1372.274949) 431.060222) 672.09219100 215.3533744) 495.5567457)
(L +1—3L ) 27.52333) 17.89732) 12.99013) 8.46413) 9.44415)
bi=[(2V)2+ (v—;)?]"?, . 1+B\"?
vi =y X m .

V:ﬂz(n,l|z|n’,l’>, ] . ) _
2h A fifth weak transitionthen 3L, , ;—n 3L|) was included in
the fit with a variable amplitude, which was typically a few
percent of the allowed transition amplitudes. Its frequency,
vs was fixed relative to the first spin component frequency

The parameteT is the interaction time for atoms that travel i, Dy a theoretical frequency offsé=v,—vs. As an ex-
the entire length of the rf regiorV is the electric dipole a@mple, for the -1 interval, Drake’s valu¢10] for v, and
matrix element with an rf electric field of amplitude The Vs aré »;=208.519 17 MHz ands=206.076 63 MHz, giv-
first term inS(v) is the familiar siw function that is inde- INg 6=2.44254MHz. Our fit is not very sensitive to the
pendent of cascades. We vasyandV in our fits. The pa- value of 6, and varying it by 5% shifts the value of the mean
rametera ranges from 0.2 to 0.5, and is generally larger for9H-! interval by less thar of its experimental uncertainty.
states with shorter lifetimes. Figures 4—6 show some of our data along with theoretical
Another feature included in our fit line shapes is rf reflec-fits. The data in the figures are what we call a “symmetri-
tions due to impedance mismatches at the ends of our @ally shifted” average of data. These sets are a combination
region. Reflections contribute to our line shape in two waysf four sets of data each, two for each direction of rf propa-
First, there is a term that is proportional to the square of th@ation and two for each rf region orientation. In order to
reflection coefficient]'2, and has a Doppler shift in the op- average these four sets, we first “shift” each set by adding
posite direction to the primary rf wave. This term is very @n offset to_the data’s frequency column that is the size of its
small and is of negligible importance in our fits. Second,Doppler shift rounded to the nearest frequency step. For ex-
there is a term proportional 0 that is due to an interference ample, for a 9 kV, -H data set, the Doppler shift between

between the forward and backward travelifigflecteg ~ COPropagating and counterpropagating sets of data is about
waves. This term is of the form 6.0 MHz. To average these sets, we adjust the frequency

scale of the copropagating set by8.0 MHz, and the counter
set by +3.0 MHz, then average the two together. These sets
are then averaged with sets taken with the rf region reversed,
and the results may be seen in Fig. 4.

This form of averaging has several benefits. First, we may
present all of our data for a given velocity in a single figure,
which shows a representati®N ratio. Second, all of the rf
the 7G-H measurementsto about 0.00@) at best for the reflection structure in such a figure is symmetric about each

n=9 measurements. peak. A fit of such an averaged set will thus be less sensitive
The total fit line shape is the sum of four cascade line

shapes and their corresponding reflections with individual

y=(Ur+1/7")I2.

siMm(v—v;+ &) T]siMm(v—v,— ) T]
(v—r;+8)(v—r;— ) '

Ri(v)=2 ReT)

wherev is the transition frequency angl= Bv; is the Dop-
pler shift. Fit values of Rel() vary from 0.0775) at worst(in

amplitudesA, : - Te-H TH-
S(r)=2 AlS(n)+Ri(»)].
i=l 7] S
It o P AN el 8 pi o ol X PN vy VNI x4
The data for both directions of rf propagation were fit with 1340 1350 1360 1370 4“5 420 425 430

Frequency (MHZz) Frequency (MHz)

common reflection coefficients Hé( interaction timesT,
COl{D“”Q strength¥, cascade p{irametedis and a beam ve- FIG. 4. n=7 transitions. The four MFS components in each
locity Bc. The center frequencies of each of the four MFSspectrum are, from left to right;;, v,, v5, andw,. The residuals
peaks for stationary atoms{) were free parameters, with of the fit are included offset beneath the data, magnified by a factor
the four Doppler-shifted peak centers determined by of 4.
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9G-H 9H-1 ' 10G-H
E z
g =
5 =S
8 g
s o X4 e e ] A
658 660 662 664 666 668 670 672 674 208 210 212 214 216 %
Frequency (MHz) Frequency (MHz) 13}

FIG. 5. n=9 transitions. The four MFS components in each PN NN LSS S0 L AN it VO X4
spectrum are, from left to right};, v,, v3, andv,. The residuals : : : : ; ; ; -
of the fit are included offset beneath the data, magnified by a factor 484 486 488 490 492 494 496 498
of 4. Frequency (MHz)

. . . FIG. 6. n=10 transitions. The four MFS components in this
to systematic shifts from these reflections. As long as OUEpectrum are, from left to righty, v,, vs, andv,. The residuals

step size is reasonably small, the imperfect overlap of theg the fit are included offset beneath the data, magnified by a factor
two sets of data simply results in a slight broadening of they 4.

features. Fitting to line centers in a symmetrically shifted

average of our data yields the center frequencies of each V. SYSTEMATIC EFFECTS

MFES component, without having to adjust for Doppler shifts

(the second-order Doppler correction still must be applied. A number of systematic effects must be accounted for in
We fit the symmetrically shifted data sets using symmetridhe analysis of our data. These vary substantially in size and
reflections about our line shapes, and found excellent agreénportance. Our analysis includes ac and dc Stark Shifts,
ment with the primary fits performed keeping each directionBloch-Siegert shifts, blackbody radiation shifts, rf power
of propagation Separate, as discussed at the beginning of tm@.riations, shifts due to our time-base Calibration, and shifts
section. The results reported in this paper were all deterdue to our amplification/detection time constant.

mined from the primary fits, but the excellent agreement Estimates of ac Stark shifts were made using a dressed-
with the results of the “symmetric shifted” method show state approach. Weakly coupled transitions result in level

that our results are not sensitive to the way in which weanticrossings that produce small shifts in the measured tran-
averaged our multiple data sets. sition frequencies. Each spin-component fit frequency was

The extracted fit values for the four allowed MFS transi-corrected for ac Stark shifts. These shifts were on average
tions for each interval are tabulated in Table Il. The lower10—20 times smaller than the statistical uncertainty in each
state tr|p|et Separation is also included in the tab|e’ and waean interval. The same calculations used to determine these
used with Eq(2) to determine the mean intervals listed. It is @ Stark shifts correctly predicted the shift rates of the
also of interest to compare the differences between the foukeaker transitions/, and vy, (discussed aboyewhich were
individual transition frequencies and the mean interval withtaken at much higher powers.
theoretical predictions. Table Il lists the differences between The primary systematic difficulty in our measurements
the observed shifts of each MFS component from the mea#as due to dc Stark shifts. Small stray electric fiel&s§
fine-structure intervalabeled byA;=(v;—7)] and theoret- <50mV/cm arise from a number of sources(i) incom-
ical predictions. For example, for theGZ7H interval, plete cancellation of the earth’s magnetic figid) charging

of nominally conducting surfaces, aifiii) contact potential
differences between surfaces of different metals. These fields

A= V(+|_£,_+|_L)-V(f' _f)z —12.072155) MHz. were kept small as described in Sec. Il.

In order to correct for dc Stark shifts due to stray and

motional electric fields, we rely on measurements of Stark-
From Table II, we find that for this transitiors-T: A shifted highly excited states, which shift much faster than the
=—12.0721(55)-[ —12.07043(24)= —0.0017(55). The lower states that we are interested in. Two transitions were
values in Table Ill have been corrected for ac Stark Shiftaised to determine the effective mean fields within our rf
(see Sec. V below for detajlsOverall, Table Il shows region during each measurement. Either the'B7*G tran-
agreement with theoretical spin structure at the level of a fevsition or the 2@G-H transition was recorded between data
hundredths of a percent. sets(see Table | for a list of the diagnostic transitions used

TABLE lll. Frequency offsets of individual MFS transitions relative to mean interva|ss (v;—v),
compared with theory10]. All values are in kHz.

Expt.-Theory[10] 7G-H 7H-1 9G-H 9H-1 10G-H
E-T: A —1.7(55) —-1.6(23 -1.1(11) —0.1(5) —0.8(6)
E-T: A, 8.363) -1.0(25) 1.0(13 0.6(6) 0.3(8)
E-T: A, 3.6(50) 1.1(22) —0.6(10) —1.4(5) 0.3(6)

E-T: Ay —9.8(55) 1.1(24) -0.91)) —0.1(5) —0.1(6)
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TABLE IV. Systematic shifts: Contributions to each mean interval. All values are in kHz.

Systematic 7G-H 7H-1 9G-H OH-1 10G-H (@  10G-H (b)
Bloch-Siegert 0.2(@) 0.0556) 0.0354) 0.11Qq11) 0.0515) 0.0515)
dc Stark —0.224) 0.153) —1.0320) —0.90(19 —1.65393 —0.50(10)
BBR 0.212) 0.222) 0.15516) 0.17317) 0.14314) 0.14314)
HP time base 0.68) 0.21(4) 0.337) 0.102) 0.255) 0.255)
Time constant 2.627) 1.3214) 1.3214) 1.3214) 1.3214) 0.0
Power —.3(04) 0.0 0.0 0.0 0.0 0.0
variations

for each interval measuremgnThe 17'F-'G transition has  cal valueswy,e, because we cannot completely null out stray
a theoretical line center atpo=418.432 MHz and a Stark- fields by simply applying a uniform field in one direction.
shift rate ofR;71¢.1= — 337.4 MHz(V/cm)? (averaged over These values suggest that, at best, this method of reducing
m). The center frequency is calculated using Drake’s quanfields minimizes the residual fields to about 5 mV/cm rms.
tum defect extrapolatiofiL0]. The 2G5-H transition has un- Stark-shift corrections were obtained using the above
resolved structure that ranges from the 28,-"Hs at fine-structure shift rate®, the observed resonance fre-
Viheo=63.096 MHz to the 20 G,-"Hj transition atvye, quencyvy,s, and the theoretical frequenay,q,[10] by
=64.183 MHz. We fit our data for the B3 H resonances to
four cascade line shapes that were separated by theoretical Ris
separations, with statistical strengths. These transitions have AEStafk:m(Vobs_ Vineo-
an average Stark-shift rate 0fR,pg.q=—2422.3
MHz/(V/cm)?. All Stark-shift rates cited above were deter- Corrections obtained from this are listed in Table IV.
mined using the results of second-order perturbation theory The Bloch-Siegert effect contributes a small systematic
[11] averaged assuming a uniform distributionnmand are  shift to each interval ofAgs=V? w, wherew is the interval
assumed to be good to 20%. The diagnostic shift redes-  frequency and/ is the on-resonance Rabi frequency. Since
ignated byRiagnosicbelow) are considerably larger than the we are near optimum rf powey, is related to the interaction
shift rates calculated for our measured fine-structure intertime T by VT= #/2. Bloch-Siegert shifts are listed in Table
vals, Ris (given in MHzAV/cm)% Ryg.y=—0.17, Ry IV for the various transitions measured. We attribute an ar-
=+1.6,Rgg.y=—4.8,Rgy. ;= —4.2, andRog.y= —12.2. bitrary 10% uncertainty to these effects, due to limitations in
As an experimental check of the theoretical Stark-shiftour knowledge of the rf power in the transmission line.
rates, we measured the induced Stark shifts in the two diag- Thermal, blackbody radiation will shift Rydberg states via
nostic resonances (FF-1G and 2@-H) for a range of a dynamic Stark effedtL3]. States separated by energies less
potentialsV,,, applied to the rf region’s conductor. These than 2.6 times the peak energy of the black body radiation
measurements were fit to a quadratic fo(see below in  distribution, given by
order to extract the Stark-shift rates in a manner similar to

that of Hesselst al. [5]. In contrast to Hessels’ measure- T)= fi »®
ments, there is an analytic solution for the dc fields due to an U(w,T)= m2c3 ehtolkT_ 1"

applied potential on the conductd?] that provides a good
estimate of the effective separation parameewhereF,,, ~ will shift together, while states with energy separations
(Vlem)=Vq,,/d. Usingd, we determine the Stark-shift rate larger than 2.6 times the peak in thermal radiation repel each

R by fitting to the following function: other. In order to calculate the effects of BBR on a given
interval, one must calculate the shifts in each state due to
v:vo—R(Fstray—Fapp)Z. neighboring states. The total interval shifts found this way

are on the order of 0.1 kHzee Table V. An uncertainty of
Our measurements R giagnosic for both diagnostic transi- 10% has been included in this value to account for possible
tions are in agreement with the above theoretical estimatesincertainty in the radiation temperature which was taken to
The fit values forvy were slightly shifted from the theoreti- be 300 K for all of our measurements except for ti@-HA,

TABLE V. Mean intervals and comparison with theory. All intervals are in MHz unless otherwise noted.
Also tabulated are the theoretical values Yog and V".

7G-H 7H-1 9G-H 9H-1 10G-H

Experiment  1359.00035) 423.488711) 665.849388) 211.7917833) 491.007 2239)

Theory[10]  1359.00283)  423.488875)  665.84902) 211.79091)  491.008 28)

E—T (kHz) —2.52.5 ~0.2(12) 0.3458) 0.8633) ~1.0236)
Ve[ 16] (KHZ) ~116.00 —33.59 ~57.14 ~17.00 —42.20
V" [6,7] (kHz) -2.11 -1.35 -0.98 ~0.62 -0.71
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TABLE VI. Comparison between this work and previous mea- 2
surements. ’ o o 3
L
This work Previous work 0 ¢ °
p—— N by
7G-H 1359.000825) 1359.1611) [14] E 1 I
7H-1 423.4887111) 402.84.7) [14] I‘_’ -2 :
10G-H 491.007 2239) 491.00210) [17] W 3F
10G-H 491.007 2239 491.009013) [4] -4t
10G-H 491.007 2239) 491.005 2849 [5] 5t
-6

7G-H 7H-I  9G-H 9H-I 10G-H
in which we heated the region to 363 K. This corresponds to Interval
an uncertainty inl of about 4%.

In order to correct for possible variation of the rf field  FIG. 7. Differences between the measuk&l and calculated
amplitude with frequency, we carefully measured the powefT) values of the mean fine-structure intervals. The solid points
leaving the transmission line under the conditions of eact§ompare directly with the calculation of Drake. The open points
experiment. From these measurements, we can infer the fogompare with theoryncluding the V" correction. The error bars,
ward traveling-wave amplitude versus frequency. This produe to experiment, are the same in both comparisons, and are
cedure is limited by the reflection coefficient at the output ofShown only once. The dashed lines indicaté kHz, the approxi-
the transmission line, which leads to a mismatch uncertaintyMate level of agreement between experiment and theory.

The shifts due to rf power variations were particularly severe o
for our 7G-H measurement, in which we used an rf trans-ment. We repeated the G8H measurement, scanning in
mission line with relatively large reflections. In order to Poth directions to remove the shifts. We found that our re-
model these shifts, we created a theoretical mock-up of oupults were in complete agreement with the previous time-
data including saturation effects and rf power that variedconstant corrected resultsy;oc.;=491.007 24(49) com-
according to our measurements. We fit these spectra usiRpred withvios 1 =491.007 19(52),

the same fit algorithm that we used in our data analysis, and For the second set of B3H measurements, the size of
observed what the net shift due to the observed power varidther systematic errors was varied. By applying a potential to
tions was. Since we were close to optimum rf power, thethe center conductor, we nulled out a large portion of the
experimental line shapes were not very dependent on tray electric field and reduced our dc Stark shifts by a factor
power, and the required corrections are considerably smallé¥f more than 3. Also, while reassembling the rf region after
than naive estimates. OuIGZH interval required a correc- having it gold-plated in order to reduce contact potential in-
tion of +0.3(4) kHz due to this effect. duced electric fields, we unintentionally increased the size of

Comparison of our HP rf Synthesizer’s 10 MHz time basethe rf reflection coefficient in the I’egion by more than a
with another unit's time base that had been calibrated sever&hctor of 2 (from I'=0.015 to 0.03f Good agreement be-
months earlier indicated that our time base was in error byween the second GH measurement and the previous
0.5 ppm. The uncertainty in the newly calibrated source wagneasurement under such drastically different experimental
~0.1 ppm, given a possible calibration drift of 0.1 ppm/year,conditions lends increased confidence in our treatment of
and thus we chose to correct each of our measured intervalgese systematic errors.
by 0.51) ppm.

The last source of systematic error that we found in our
experiments came from an effective time constant in our de-
tection circuitry that was longer than the 10-ms time constant Table V shows our final values for fiv&-H and H-I
of the lock-in amplifier. We took data by scanning from low intervals. Previous measurements of several of these inter-
to high frequency. Any random fluctuations in signal ampli-vals are presented along with our data in Table VI. Agree-
tude averaged out in the six scans recorded daily. Waiting Inent with the earlier measurements is satisfactory in most
sec between data points should have provided enough tineases. Two exceptions are the very early measurement of the
for the lock-in signal to stabilize, after which each point was7H-7I interval [14], which is seen to be in error by 4r4
averaged for 5 sec. However, when we directly checked thiand the most recent prior measurement of th&-H inter-
by scanning down in frequency, we found a surprisinglyval[5], which differs from our result by 3@ Table V shows
large effect. In order to measure this systematic effect, wehe theoretical values of these five mean fine-structure inter-
scanned the rf frequency both up and down the second timeals, as obtained from the tabulations of Drgk€)], and
we measured the B)-H interval, alternating between the compares them with our measurements. Figure 7 illustrates
two directions. Fitting the resulting data separately for eachhe discrepancies, the largest of which are about 1 kHz, as
scan direction allowed us to determine the systematic shiféolid points. Since the total contribution of retardation to
due to using a single scan directigh =1.32(14) kH3. these intervals is much larger than this, up to 116 kHz as
Analysis of the effect of such an effective “time constant” shown in Table V, this confirms the contribution of retarda-
shows that it is proportional to the frequency step size, andion to these fine-structure intervals with an average preci-
our 7G-H data had to be corrected for twice the normalsion of about 1%.
correction because they used a 0.2 MHz frequency incre- The comparison between the measurements and the re-

VI. DISCUSSION OF RESULTS
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vised theory including/” is shown in Fig. 7 as open points. magnitude a$/” may also be contributing to the fine struc-
Although the size of the proposed additional retardation coriure. Still, the degree of agreement betweepriori theory
rection,V”, is comparable to the discrepancies between outaind experiment is generally very good, and in no case worse
measurements and Drake’s calculation, includifigfails to  than 3.

improve agreement between theory and experiment. A simi-

lar conclusion can be drawn from a recent remeasurement of

the 10"F3;—10 "G, interval in helium[15], which is also in ACKNOWLEDGMENT
good agreement with Drake’s calculation, but not if the pre-
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