PHYSICAL REVIEW A VOLUME 60, NUMBER 5 NOVEMBER 1999

Fast-beam laser lifetime measurements of the cesiumo(?Pl,ZS,2 states
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We provide a detailed description of our fast-beam laser lifetime measurements in atomic cesium. Selective
excitation of the neutral*Cs 6p 2P, and & 2P, states is accomplished with resonant diode laser light
directed transversely to the atomic velocity. The in-flight decay of the excited-state fluorescence is observed
with a position-correlated single photon-counting detector. The Doppler-shif¢dP £, resonance, when
probed with longitudinally propagating laser radiation, provides a precise means for determination of the beam
velocity, and converts the position scale to a time scale. Our lifetime results arex3h1Y ns for the
6p 2Py, state and 30.570.07 ns for the @ 2P, state. These results represent a data set larger than in our
previous work, and include beam divergence corrections which have been evaluated by two different methods.
We present comparisons of our results with previous measurements and with relativistic many-body calcula-
tions of atomic transition matrix elements in this neutral alkali sys{&h050-294{©9)09711-5

PACS numbs(s): 32.70.Fw, 32.70.Cs, 32.70.Jz, 34.9Q.

[. INTRODUCTION wherer; is the lifetime of the @ 2P, state A, is the transi-

tion probability for spontaneous emissian; is the transi-

Laser excitation of a fast atomic beam is an extremelytion frequency,c is the speed of light, andr is the fine
versatile technique for the measurement of atomic lifetimestructure constant. In addition to testing directly the accuracy
applicable to a variety of ionic and neutral systerhb This  of high-precision atomic structure calculations, these matrix
technique provides an exceptional combination of excitatiorelements provide the calibration for other transition strength
selectivity, intense fluorescence unaffected by collisions ofmeasurements in cesium which are an important part of our

radiation trapping, and a precise spatial time scale. Earlygsearch effort§9].

fast-beam laser measurements in light atd@isindicated Our lifetime measurements are performed using perpen-
the possibility of reaching uncertainties below 0.2%. HOW- i lar laser excitation resonant with the B,

ever, recent fast-beam laser measuremggitsuggested the —.6p 2Py, yptransitions in a fast neutral cesium beam, com-

presence of an unaccounted for systematic error in [Rgf. bin ; ; L

. ed with detection of the in-flight decay of the subsequent
The Wo.rk presenteq here uses an alternative approach f eam fluorescence. The spatial%ecay siénal is convert?ed into
measuring the atomic beam velocf#,5]. :

Our measurements are motivated by their relationship t& temporal decay curve.using a.precise velocity measurement
the interpretation of parity nonconservatigPNC) in atomic of the neutral beam._ This velocity measurement relies on the
systems which arises from the modification of the atomicV@velength comparison between the longitudinally excited
structure by the weak interactidf]. Recent measurements ésonance in the _fast beam and the resonance in a thermal
carried out by Wood and co-workef3,8] place a 0.35% Vapor cell z;t rest in the Iaborz_it_ory. Figure 1 shows the rel-
uncertainty on the PNC asymmetry in the neutral cesiunfvant atomic states and transition wavelengths.
652S,,,— 7SSy, transition. The interpretation of these re-  If an ensemble oN; atoms in an excited stafeat timet,
sults in terms of the weak interaction requires accuratglecays by spontaneous emission, the population obeys the
knowledge of the atomic structure including radial matrix rate equation
elements and transition energies. Of greatest importance are
the low lying np 2P states which couple to thes6S,;, and N;(t)=Nj(to)e™ 710", 2
7s2S,, states through parity-odd interactions. In this paper, o o ) )
we report fast-beam laser lifetime measurements of the caVhere the lifetimer, is given in terms of the atomic structure
sium 6p 2P, 5, States. The p2P states are of special in- by Eg. (1). T_he_ detected quores_cence intensity due_z to spon-
terest because they decay only to tre?8,,, ground state, taneous emssmﬂ(t), is proportional to the population rate
and therefore the lifetime measurements provide direcf change, i.e.,
knowledge of the reduced radial matrix elements via the (t-to)lr
well-known expression for isotropic spontaneous emission (t)=1(to)e " o™, ©)

into three dimensions: . .
In the case of an ensemble of atoms moving with speed

1 _f w_? [(6p 2P;||r||6S2Sy )2 the spatial dependence of the fluorescence intensity is simply

J o 1 (1)
T3 3 2 2J+1 1(2)=1(zp)e™ 227y, (4)

The lifetime 75 can thus be determined through fitting the
*Present address: Time and Frequency Division, National Instiobserved fluorescence signal to E4). An excellent earlier
tute of Standards and Technology, 325 Broadway, Boulder, CGurvey of a variety of atomic lifetime measurement tech-
80303. niques is given by Imhof and Read in R¢fL0]. A more
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Cs'(+50 keV)+Rb—Cg+50 keV—0.28 eVj+Rb".
®)

251.00(2) MHz

201.24(2) MHz
151.21(2) MHz

6p 2P3»

W o

133Cs

1=7/2 The RB ions eventually neutralize during wall collisions
and/or leave the apparatus. This near resonant process has a

4 relatively large cross sectidf order 10 '° cn? at 50 keV)

1167.688(81) MHz [14] because the ionization potentials of the two neutral spe-

3 cies differ by only 0.28 eV. The neutralization process is
typically >90% efficient as determined through measure-
ments of the ion intensity via an electrostatic analyzer and
Faraday cup. Apertures in the beam line before and after the
charge-exchange cell restrict Rb vapor from effusing
throughout the system, and a diffusion pump immediately
beneath the cell captures the vapor. Two sets of scanning
beam-profile monitors and three apertures connected to
charge integrators provide diagnostic information for beam
steering and quality assessment. By steering the ions out of
the beam, the flux of neutrals and ions are each measured

4 separately.

6s 252 9192.631770 MHz

Ill. TARGET CHAMBER
3

_ ) o Our lifetime apparatus is mounted to the inside lid of a
FIG. 1. Atomic states with hyperfine intervall81,32,38 and  yacyum chamber with the atomic beam travelling parallel to
rest frame transition wavelengths. Longitudinal excitation redshlftsthe lid 9.5 cm below the inner surface. Linearly polarized

the resonances by about 10.6 cin laser light enters the excitation region through a Brewster

detailed and up-to-date review pertaining to acceleratoYV'_ndOW' and intersects the atomic beam at right angles. A

based methods including the one used here can be found irror retroreflects the laser light back through the atomic
Ref. [11] eam and out of the chamber. The laser is tuned to populate

the desired upper state, and is polarized parallel to the atomic
beam direction. A light shield separates the excitation region
from the detection region. Figure 2 shows side and plan
A. lon beam views of the apparatus.

d The excited atoms decay in flight via spontaneous emis-
sion, and the decay fluorescence is collected by three polar-
ization insensitive glass-fiber bundles oriented transversely

source is capable of producing up to 1 mA of total ion cur-t0 the atomic beam. The packing fracti¢d.85 and core

- fractive index(1.58 vyield an incident-light capture effi-
rent with an energy spread ef50 eV and a half-angle of 'S ;
divergence of 70 %lrag at 5 kV. In our source oven,gwe usfIenCy of 70%. Optical feedthrougH{45] couple the col-

granular CsCl at an oven temperature of 775 K. Positive ion ected light out of the vacuum chamber with a signal loss of

o .
are extracted from the source at a kinetic energy of approXi{:\bout 40% into an external set of bundles. Over the entire

mately 10 kV. The resulting ion beam is focused with anl'g'm Ienth of the coupled bundles, 30% of the light is lost
electrostatic lens<£2.5 kV) and accelerated through an ad- to attenuation.

ditional potential of 40 kV. The largest component of high- . Qne b“'."d'e' mqunted 275 cm dov.vnst.ream from the ex-
voltage noise occurs at 120 Hz. This ripple is electronicallyCltatlon point, provides the tp normahzaﬂon of the fI.uo-
suppressed below 0.2 V peak to peak with a negative feedSScENCE d_ecay,_and corrects to first ord_e_r for atomic beam
back servo amplifief13]. The resulting fast ion beam is and laser intensity fluctuations. An additional light shield
monoenergetic to four parts in 40The source output is protects this fiber bundle from scattered light generated in

momentum analyzed in a 90° bending magnet, and the ret_he excitation region. The two remaining fiber bundles,

: : . mounted in an aluminum block with a 6-mm hole, view the
sulting beam consists solely of 50-keV C&ns. The beam . ) ) .-
: . . atomic beam from opposite sides. A precision lead screw
is focused with a magnetic quadrupole lens and electrostati; . .
driven with a stepper motor translates the detector block for
cally steered toward the measurement area. . . .
observation of the fluorescence decay as a function of posi-
tion. The motor operates under computer control and
can translate the bundles with a resolution of
To obtain a neutral Cs beam, we recombine the ions vid.5875< 10 2 mm/motor pulse over a 10.4-cm range.
near-resonant charge exchange in a rubidium vapor target The external fiber bundles carry the light to two photo-
mountel 2 m upstream from the target chamber. Themultipliers chosen for their high responsivity in the infrared.
beam ions traverse 7.5 cm of Rb vapddensity To limit thermal dark pulses, these tubes are operated at
~3x10" cm ), and fast neutral cesium atoms emerge—30°C. Narrow-band interference filters prevent non-

from the cell as a result of the following process: resonant background light from entering the phototubes. Sig-

Il. FAST NEUTRAL BEAM PRODUCTION

Singly charged cesium ions are produced from a heate
CsCl sample in an ion source of the “oscillating-electron”
type first constructed by Sidenius and Nielgdi2]. This

B. Neutralization
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nal rates are maintained in the single-photon counting reef 0.046 G in the decay region and a horizontal component

gime. that varies somewhat with position, from 0.03 to 0.04 G.
Two apertures on the lid are used to measure ion beam
currents(3.2-mm diameter before the interaction region and IV. DIODE LASERS

3.5-mm diameter after the detection regioifhe current
measurements provide beam steering and diagnostic infor- Diode lasers are especially suited for this measurement
mation. The charge exchange cell apert(8€2-mm diam- because of their intensity stability and availability at the de-
eten and the first lid apertur€3.2-mm diameter which are  sired wavelengths. We employ commercial semiconductor
separated by 2.0 m, define the atomic beam direction. laser diodes enclosed in temperature-controlled housings of
The presence of magnetic fields in the chamber volumeur own desigr{15]. For these measurements, our diode la-
could induce quantum beats between closely spaced Zeemaars are operated in a free-running mode with a single-mode
sublevels. We suppress these effects by lining the chambepectral bandwidth of approximately 40 MHz. Transit time
with magnetic shielding and by using a polarization insensi-broadening contributes approximately 100 MHz to the reso-
tive detection system. In addition, no magnetic materials ar@ance width, and the transverse angular spread of the atomic
used near the interaction region of the apparatus. A Hallbeam produces an additional 1 GHz of inhomogeneous
probe-type gaussmeter measures a vertical field componebtoadening. The upper-state hyperfine levels are therefore
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FIG. 3. Complete laser map
for lifetime measurements. The
two laser sources LAS and associ-
ated optics are located on an opti-
cal table, and light for excitation
and the velocity probe is sent
through a transport pipe TP to the
beamstand for measurements.

Other components: BS, beamsplit-
ter; CELL, Cs vapor cell; PD,

components on beamstand components on optical table

M photodiode detector; A, aperture;
% M, gold first-surface mirror; OD,
BS 7 ETA 5] optical diode;\/2, half-wave re-
AN 7] =§> PD tarder; SHUT, computer con-
- CELL Lrolled I_'shutter;WAF:/EL, pellicle
eamsplitter; , scanning
. Llid e g wavemeter; ETA, scanning confo-
cal etalon; BW, Brewster window;
i 2 oD A LAS #2 LEN, focusing lens.
S /.
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non-selectively populated during perpendicular excitation. Both of these methods suffer from the difficulty that only
For the & 2Py, state, we use a single-mode diode selectedheionic velocities are measured, and neutral atom velocities
for its wavelength, 852 nm, and high output power ofcan differ from those of the ion. An obvious mechanism for
>50 mW. To populate the [%P,/, state, we selected a an energy difference is the charge exchange process. Volz
single-mode diode laser at 894 nm with an output power ofind co-workers demonstrated an energy loss using an elec-
8 mW. With these power levels, we do not observe saturatrostatic analyzer to evaluate the difference between the ac-
tion of the decay fluorescence signal, and the signal increaseelerating voltage and the ion-beam energy after neutraliza-
more rapidly than the background. We therefore endeavor ttion and reionization with two charge exchange cells. In their
use the maximum power available from each laser in order toeutral atom lifetime experimenfs6,17], they assumed the
minimize our sensitivity to the background. The laserkinetic energy lost after a single charge exchange to be half
sources are mounted on an optical table with the associatdtat for the combined processes. With this procedure, they
steering optics and optical diodes to isolate the diode laseiisferred the neutral atom velocity from measurements of the
from backscattered light which adversely affects the tuningaccelerating voltage with a quoted precisionz00.04%.
properties. Cesium vapor cells and an optical spectrum ana- To measure the neutral atom velocity directly, we employ
lyzer are used for laser tuning, diagnostics, and wavemetex third technique demonstrated by Kdd8] which involves
calibration; see Fig. 3. observing a Doppler-shifted resonance transition in the fast
atomic beam. This method works equally well for both ions
and neutrals, and can probe both populations independently.
Using a third diode laser, we observe thes?6,,

2 . .
A number of approaches have been used to measure fasz: P “Ps2 resonance R2) with collinear —counter-

beam velocities. One of the most straightforward method®roPagating laser radiation. The laser enters a window at the

involves measuring the acceleration voltage to obtain the vedoWnstream end of the beamline, overlaps the atomic beam

locity of the ions. This approach requires a precisely cali-Path, and exits a second window near the 90° analyzing

brated voltage divider capable of withstanding the high pomagnet. The laser beam comes to a focus near the charge
tentials involved. Andraet al. employed this techniquEd], exchange cell, and a third photomultiplier detects this fluo-

and calibrated the voltage using known nuclear reaction&escence 30 cm downstrezisee Fig. 4. The frequencyw,
with an uncertainty of=1%. However, as demonstrated by Of the laser in the rest frame of a fast atom is given by the
Volz and co-worker§16,17, the actual kinetic energy of the Doppler shift expression

ions depends on the operating conditions of the so(eag,

V. VELOCITY MEASUREMENT

extraction voltagewhich limits the accuracy of this method. o = o 1-B 6)
In another experiment, Andeet al. used an electrostatic ana- Lo Ji-p?’

lyzer to determine the ion velocities from their trajectories in

a radial electric field2]. Uncertainty in the geometry of the wherew, is the laser frequency in the laboratory frame, and
device limited the velocity uncertainty to abotit0.2% in B is the velocity of the atoms in the laboratory frame divided
this case. by the speed of light. A collinear probe laser is advantageous
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Rb charge VI. DATA ACQUISITION AND CONTROL

exchange
el The data-acquisition system is illustrated in Fig. 6. Two
laser _ | ~y | ion beam phototubes are operated with a cathode bias b6 kV, and
-~ | (—— | the anode output pulses are amplified 100 times, each
through two channels of a quad fast amplifier with rise and
fall times of <3 ns and a bandwidth of 120 MHz. Dis-
window criminators veto thermal noise at levels determined by com-
paring pulse-height spectra of the dark noise with spectra in
the presence of signal for each tube. With the phototubes at
—30°C and a small amount of amplitude discrimination, the
dark noise contribution to the count rate is typically on the
order of 100 Hz in both the normalization and signal chan-
ratemeter nels. For a typical beam current of 26A, total count rates
of tens of kHz in both the normalizing and detection chan-
nels are obtained. With the laser shutter both opened and
closed, observations are recorded at 31 positions of the trans-

lens

to laser
control

sweep x100
generator

Mechtronics Tennelec

SCA

500T TC441 analog lating detector block. When measuring the dark count rate, a
rate .. . L L
signal delay of 650 ms is introduced into the acquisition timing
,/J\IL after the laser shutter is closed. This procedure eliminates
horizontal vertical artificial changes in dark counts that depend on the recent

counting history of the tubes.
Table | summarizes the typical operating parameters,
FIG. 4. Resonance fluorescence detection setup for velocitpeam currents, and signal sizes. A number of factors reduce
measurement. The counterpropagating probe laser enters the beatie 6p 2Py, fluorescence signal compared to that of the
line upstream on the left, and the fluorescence is detected as @p 2Py, state. First, the available laser power at 894 nm is
function of laser frequency. only about 15% of that available at 852 nm. Second, the
quantum efficiency of the photomultipliers drops rapidly in

because transit time broadening is minimized, and the unce he near infrared, and is about a factor of three smaller at

tainty due to angular misalignment between atomic and Iaser94 nm as compared with 852 nm.

beams is eliminated to first order. For a 50-keV cesium beam

and a counterpropagating probe laser, Bt resonance line VII. MEASUREMENT PROTOCOL
appears redshifted by approximately 10.6 “¢nin the labo-

recorder

ratory frame. A commercial scanning wavemeter determineﬁqugisi?‘ggstséccr;gfdegﬁf\;‘;;g%ugifi tﬁnrﬂ%t'\?v?tﬁvt\ﬁ;ﬁ;f
the wavelength with a precision of 0.01 chm Because of . - . ' 5 :

: . . . jority of the time spent on the ®“P,,, decay which has an
velocity-group compression resulting from electrostatic aCintrinsically lower counting rate. Groups of 12 scans of the
celeration, the excited-state hyperfine splittings are clearl

ved h in Fig. 5. Th I lution is i Yluorescence decay are taken with the cesium beam on target,
resolved as shown In Fig. 5. The spectral resolution Is M, it the detector translating downstream relative to the
ited primarily by the 40-MHz finite linewidth of the free- poam and six translating upstream. The translating detector

running diode laser. counts photons for 10 s at each of 31 positions along the

1.2 ——— 11—
perpendicular excitation

| parallel excitation

FIG. 5. Fluorescence vs laser
frequency for both perpendicular
and parallel excitation of the Cs
6s2S,,,F =4—6p2P5,F'=3,4,

5 transitions in the fast beam. Per-
pendicularly excited, the spectral
width is dominated by the trans-
verse velocity distribution with a
FWHM of 1.15 GHz. The solid
line is the calculated line shape.
For parallel excitation, the spec-
tral width is dominated by the la-
ser linewidth, and the dashed line
is simply a guide to the eye.
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wwt | onssmowd — PR decays, six background scans, and three velocity measure-
PMTs Fast Amplifier ; Discriminator 406A and Scalers

o) 5 S B e e 3 ments were recorded. Of these Qata sets, Iﬁ_y@ anq_ two

= = P L= 920 P,, decay scans suffered from ion source instabilities and
) | ~ were excluded from the analysis.

f\@ {)(/1} ’@ ; 220mv | | sca Q{)

""""""""""""""""""""""""" VIIl. BACKGROUND SUBTRACTION
The total photon-counting rates in the signal photomulti-
plier S and in the normalizing photomultipliek” with both
the atomic beam and exciting laser radiation present are a
composite of rates due to the decay fluorescence and noise

Control
sources:

ﬁ SBser(7.t)=S(z,t)+1(2)+b(z,t)+d(t), 7)
NBSe (7 ) =N(t) +1"(z)+b’(z,t) +d’ (1), (8)

Personal
Computer

Hex
Scaler

FIG. 6. Schematic of electronics setup for decay fluorescence
observayons. Front end gmpllflers, discriminators, and analyze_rs aWhereS andN are the true fluorescence signal and normal-
located in a NIM-type bin; modules on the CAMAC bus are ina.__ .
separate crate. ization count rates, anldb, andd refer to background counts

due to scattered laser radiation, beam-residual gas excitation,
beam. Two integration periods elapse at each position, on_%nd detector dark counts. The decay signal and laser scatter

with laser shutter open and the second with the laser shuttd? the translating detector are in general functions of position

closed. This procedure allows us to subtract the backgroung. and th? primes refer to the fact that t_he .backg(o_undg are
due to residual gas excitation by the atomic and/or ion bea _|fferent in the two phototubes due to differing efficiencies,

After a set of twelve translations is completed, the ionpositions, etc. The time dependence due to fluctuations in

beam is blocked and two translating scans are recorded fgch ©of these signal components is included explicitly. The
apparentz dependence of\" comes from the fact that the

acquire backgrounds due to scattered light from the excitaQ - i e
tion laser and dark counts. Because the diode lasers have §f2M backgroun8” can change during the time it takes to
move the detector through its various positions. The laser

intensity stability of better than one part in®1fbr the time ; 4 onl ‘ . ; L q ;
intervals of interest, the laser-scattered light measuremenficatter Is treated only as a function of position and not o

are accurate even though they are not recorded in coinc ime because of the excellent intensity stability of the diode
dence with the decay measurements. With the atomic bea sers. At short time inter\_/a(sl_o 9 we shutt_er the excitation
unblocked and the decay detectors idling at a few hundred \/@Ser, and coun and " with only the atomic beam present:

a velocity measurement is performed. The velocity laser is S t"Y=b(zt")+d(t’ 9
unblocked, and the wavelength of the Doppler shiffiz@ aomd 2,t') =b(z,") +d(t"), ©
resonance is recorded along with the unshifted resonance Noomd .t )=b"(z,t")+d"(t'). (10)

wavelength from a cesium cell. The platform voltage, as

sensed by a differential voltmeter, is also recorded signifyingat longer time intervals, scans with the atomic beam blocked
beam velocity changes between Doppler-shift measurementare taken, and the counting rates arise from the following
We then repeat the sequence of 12 decay scans, two backentributions:

ground scans, and one velocity measurement for as long as

the source remains operational. SP{(z,t")=1(2)+d(t"), 11
A total of 23 decay curves, four background scans, and |
two velocity measurements were acquired for excitation to NE&HzZt")=1"(2)+d'(1") (12)

the 6p 2P, state. For excitation to theps#P,, state, 35 and
TABLE I. Typical beam parameters and signal rates for the

fast-beam lifetime measurements. S(z,t")=d(t"), (13

Mzt")=d'(t"). (14)

Typical operating parameters

Quantity Size To extract the true normalized decay sigisdN, we make
Platform voltage 50.2 kV the following subtraction:
Total analyzed Cs current 18 uA |

S [SEY— Saomd —[S¢-S]

Neutral Cs current through chamber 2A > atoms~ atom (15)
Resid.ual ion current through chamber 150 nA N [Nzgﬁgs_/\/amms]_[/\/laser_/\/] ’
P, signal count ratdstart of decay curye 70 kHz
P, normalization count rate 80 kHz This subtraction is exact in the limit where the integrated
P, signal count ratéstart of decay curye 3.5 kHz beam current in two consecutive 10-s intervals is constant
P,,, normalization count rate 6 kHz [b(z,t)=b(z,t")] and where the dark counts are similarly
Beam velocity 2.%10 cmls stable[d(t)=d(t") andd(t”)=d(t"”)]. The dark counts are

stable to within a few percent over a period of hours, depend-
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TABLE II. Typical photon count rates due to true fluorescence  TABLE Ill. Shifted resonance positions and corresponding ve-

and noise components. locities measured during the experiment.
Photon count rate contributions Beam velocity measurements
6p %Py, 6p 2Py, Beam resonance velocity

Decay fluorescence 8710* Hz 4.6<10° Hz P, No. 1 11721.59(1) cmt 2.7022(36)x 10° cm/s

Beam-gas excitation 2810° Hz 1.4x10° Hz P, No. 2 11721.59(1) cmt 2.7022(36)x 10° cm/s

Laser scattered light 25 Hz 10 Hz P, No. 3 11721.60(1) cm' 2.6996(36) 10" cm/s

Thermal(dark) noise 50 Hz 450 Hz P35, No. 1 11721.89(1) cmt 2.7039(36)x 10" cm/s
P, No. 2 11721.89(1) cmt 2.7065(36) 10" cm/s

ing primarily on the temperature and conditioning of the
tubes. A small background is due to beam excitation of thef gravity at 11732.16(1) cmt (F=4 ground stateand
residual gas in the chamber; thus ion source stability is ai1732.47(1) cm® (F=3 ground state The velocity
important issue. The beam background subtraction may ngirobe was driven from the ground stdte=4 for the Py,
be exact if the ion source output fluctuates during the 10-sneasurements and frofa=3 for the P53, measurements.
interval between the observationstaandt’. We therefore The upper-state hyperfine structure is resolved in the fast-
discard sweeps with large particle current fluctuations whichbeam resonance, and we record the wavelength of the peak
might destroy the integrity of the subtraction. The relativecorresponding to total angular momentiis 4.
sizes of the various signal components are tabulated in Table The results of the five velocity measurements are listed in
Il. A plot of the data recorded for a typicalp§Py, decay  Table lIl. Platform voltage stability is excellent, with fluc-
sweep with laser chopping is shown in Fig. 7. tuations<2x 10~ * which corresponds to the limiting accu-
Five velocity measurements are performed during theacy of the divider and differential voltmeter used to obtain
course of the experiment, three duriRy,, data collection the voltage. The uncertainty in determining the velocity is
and two during thePg3, measurements. The scanning dominated by the wavemeter precision ©f0.010 cm?,
wavemeter is calibrated using the cesium vapor cell, and thehich yields a corresponding velocity uncertainty of
fluorescence peaks corresponding to the?%,F=3,4 +0.0036<10" cm/s, or=0.13%. The statistical spread of
—6p2P4,F'=2,3,4,5 transitions are found to have centersthe several measurements is less than the wavemeter resolu-
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FIG. 7. Signals recorded during a typical downstream lifetime scan with excitation tog@.5 state and laser chopping. The
horizontal axis is the detector position, and the vertical axis is the number of counts in 10 s. Position 30 corresponds to a maximum travel
of 4.76 cm.
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FIG. 8. Scatter plot of p 2P, lifetimes obtained from full fits FIG. 9. Residuals of fit to sum of all@®’P5, decay data sets,

to individual data sets. Solid circles are runs acquired with theout of a total number of 1410 counts in the peak position. Error
detector block translating downstream relative to the atomic beamhars represent the total statistical error in each value, determined
and open squares are acquired translating upstream. from the counting error in each detector propagated through the

subtraction scheme. The last position corresponds to a maximum
tion indicating the long-term stability of the beam velocity. travel of 4.76 cm.

The effect which generates the most concern is inaccuracy
IX. FITTING PROCEDURE AND RESULTS in determining any residual constant background. It is found

The background-subtracted normalized intensity data arfat fits to successive truncations of the superset generate
fit to a single decaying exponential with arbitrary amp”tudedlffenng values for the constant background. We therefore

and a constant background require that the background be chosen so that the fitted value
of the lifetime remains within statistical fluctuations as suc-
1(z)=1(zy)exp(—a;z)+C, (16) cessive truncations are performed. The second most impor-

tant systematic effect in fitting has its origins in possible
where the lifetimer; is related to the spatial decay constantsaturation of the detection system and/or counting electron-
a, via the beam velocity : ics. If saturation is present, the signal will be artificially
lower near the peak value of the decay curve, resulting in a
fitted lifetime which is artificially long. As the data set is
TJ:aJ_V- (17 truncated, however, saturation effects are eliminated and the
fitted lifetime converges to the actual value. Because a decay

Fitting is performed via minimization of thg? parameter ~CUTve with saturation present is not a pure exponential, the

using the modified Levenberg-Marquardt scheme coded in Rackground value obtained from the fit could bg inaccurate.
FORTRAN subroutineMRQMIN [19]. To illustrate this point, the dependence of the fitted value of

the lifetime on truncation of the 2P, decay superset is
plotted in Fig. 10 for three different values of the constant
background.

For excitation to the p?P,, state, we fit 18 decay A saturationlike effect does appear to be present, evi-
curves and determine g, using a velocity of denced by a monotonic decrease in the fitted lifetime as
2.7052(36)< 10" cm/s. This velocity is an average of the points at the start of the decay are successively truncated.
two measurements performed during the experimental ruihlowever, the saturationlike effect disappears by the time the
for this state; they are indistinguishable within the limits im- first six or seven points have been dropped. The fitted value
posed by the wavemeter accuracy. Figure 8 illustrates thef the lifetime for large truncations depends on a proper
distribution of lifetimes measured for the 18 runs fit with all choice of the background. The square plotting symbols show
31 detector positions included. No systematic discrepancy ia decreasing lifetime over the entire range of truncatioms
observed between values obtained for upstream and dowis 15 of the 31 points indicating an overestimate of the
stream translations. background value when fitting the entire set. This overesti-

There are several possible systematic effects that coulthate can occur due to the presence of saturation at short
potentially shift the lifetime value obtained by the fitting times. Alternatively, the diamond symbols show an increas-
algorithm. To make small effects statistically significant, weing lifetime with truncation when the background is set to
combine the data from all runs into a single “superset.” zero, indicating that zero is an underestimate of the back-
Figure 9 shows the residuals of the best fit to this superseground and that the subtraction given in E@5 may be
There are nonstatistical fluctuations clearly visible in the reincomplete. Some background is indeed present, and the
siduals that can manifest themselves as shifts in the fittedircles illustrate the truncation behavior when a reasonable
value of the lifetime when subsets of the data are fitted invalue for the background is chosen. Saturation is still evi-
dependently. dent, but the lifetime stabilizes after the saturated portion of

A. 6p 2P, state lifetime
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FIG. 10. Dependence of fitted lifetime on number of points trun- fun number

cated from the start of decay curve. Diamond symbols represent F|G. 11. Scatter plot of 2Py, lifetimes obtained from full fits
results obtained with zero background, squares results using thg individual data sets. Solid circles are runs acquired with the
best-fit background for the entifentruncategidata set, and circles  detector block translating downstream relative to the atomic beam,

results using the background value most stable against truncationgnd open squares are acquired translating upstream.
The hollow circle at seven points cut is taken to be the best value

for 73,,. Fine error bars represent the statistical error in fitting; the ) ) ) o )

thick bar on the hollow circle illustrates the total fit reproducibility Presence of laser-induced orientation which is small in our

estimate(see text for details Lines are intended only as a guide to System.

the eye. The residuals of the superset {Fig. 9 are frequency
analyzed by performing a Fourier spectral decomposition of

the curve is truncated. Statistical fluctuations dominate aftef ,CUb'C sphpe |nterpolat|on.. Interpolation is necessary to O,b'

additional points are dropped from the dataset. tain a meaningful fast Fourier transform. The spectral density

Because there is this saturationlike effect present at th%h;)vl\\;lstiV(\aNbrosd pfgal;s (;entergdha:] 15'7f’. 120& 7'3]; 4.5, and
beginning of the @ 2P, decay curve, we truncate the first < z. We then fit the data with these fixed beat frequen-

seven points before determining our lifetime value. Throughc?eS fo obtain their amplitudes and find the higher frequen-

this procedure, we are effectively keeping the count rate?Ies tohbe dﬁmmﬁmi Tnese” frquehnmesf_are about 108 times
sufficiently low to eliminate the need for dead time correc- ower than the physically allowed hyperfine quantum beats,

tions. It is evident from Fig. 10 that the saturation effect is nof'Jlnd could only correspond to Zeeman beats that would occur

longer significant at this signal level. The value of the life- N the presence of a magnetic field about 100 times larger

time 73 obtained is 30.532 ns, with a statistical error intha‘l?oﬂ;itirr?g?euﬁ:eﬂilr(ljcg:te;ﬁtn ! ilrrll glhjrrfisri/jltfgult we subtract
fitting of £0.016 ns. The uncertainty in the background es-, Y '

timate al tributes ind dently to th in det the modulations, and refit the data. The lifetime thus ob-
imate aiso contributes ihdependently 1o the error In delers ;,qq jg 30.517(12) ns, slightly smaller but entirely consis-
mining 73, from the decay curve. A conservative estimate ofi

; . ~ ~'tent with the result from the truncation analysis. The result-
+0.026 ns spans the interval of lifetimes from that obtaine

ith back q hat obtained with th . ng shift of —0.015 ns or 0.05% is taken as a separate
with no background to that obtained with the overestimateGygtimate of the uncertainty in obtaining the lifetime due to

background of the untruncated fit. Combining these inyese modulation effects. We regard this as a conservative
quadrature yields the error in the fitting process, which Conggimate of the uncertainty, because the majority of this ef-
tributes a total uncertainty of 0.031 ns or=0.10% to the  fo is eliminated by the trucation analysis since the apparent

Iifetirr_1e.. . modulations are statistically insignificant after the first few
It is improbable that some of the nonstatistical fluctua-yatactor positions.

tions are due to quantum interference effects arising from
partially selective excitation of the upper-state hyperfine
structure and associated magnetic sublevels. Such quantum
beats would be small in amplitude, because our detection For excitation to the f°P,, state, 33 decay curves are
system is polarization insensitive and the laser is linearlyanalyzed with a velocity of 2.7013(38)10° cm/s. As
polarized perpendicular to the observation direction. Beagabove, the velocity used is the average of the three measure-
frequencies between hyperfine levels range from 150 to 25Ments performed during the experimental run in which
MHz, more than an order of magnitude larger than the in6p 2P,;, decays are recorded. Figure 11 shows the distribu-
verse observation time of our system. Therefore such beat®n of lifetimes obtained for the full fits with all 31 detector
are further reduced in our apparatus due to intrinsic averagpositions included.

ing. Zeeman quantum beats between magnetic sublevels of The truncation analysis is also performed for the?@,,

the same hyperfine state occur only in the presence of state. None of the saturation or quantum-beat-like effects are
magnetic field. We measured the field in our apparatus to bebserved in theP,, decays, and the background obtained
<0.05 G atall points in the decay region. Such a field couldrom the untruncated fit to the sum of all decays is found
give rise to very low-frequency quantum beats only in thefrom the outset to be accurate with regard to our criterion of

B. 6p 2Py, state lifetime



PRA 60 FAST-BEAM LASER LIFETIME MEASUREMENTS @& . .. 3657

3.60 ; ; ; . ; ; ; . 10000
o
S 7
/l \d
’a - -
T 355G 5000 1
8 0
3 s I ®
)
: % :{I }: I }: I I__
2 r 5 or -
2 350 5 I I I I
3 S I
= he] -
« 8 E
&7 5000 &
o 345f 5000 §
©
; i . ’ . ; i i -10000 L :
340 0 10000 20000 30000

1 3 5 7 9 11 13 15

number of points cut detector position (motor pulses)

FIG. 12. Dependence of the fitted lifetime on the number of FIG. 13. Residuals of it to sum of ?”Ff’zpl/Z decay .d.ata sets,
points truncated from the start of the decay curve. Diamond sym9ut of a total number of 1.810° counts in the peak position. Error

bols are obtained with zero background, and circles using the badgars represent the total statistical error in each value, determined
ground value most stable against truncations. The hollow circldf@™ the counting error in each detector propagated through the
with no points cut is taken to be the best value fgp. Fine error subtraction scheme. The last position corresponds to a maximum
bars represent the statistical error in fitting; the thick bar on thetravel of 4.76 cm.

hollow circle is the total fit reproducibility estimate including back- . . . . .
ground determination. Lines are intended only as a guide to the eyt?.arlty can contnbute to the ur_lcertalnty in the exact position
of the translating detector. Using the lead screw manufactur-

. i L . . er's absolute maximum deviation figure, the translation error
returning a lifetime value which is stable against successive; .aiculated to be at most0.013% of the total travel. Free
cuts(Fig. 12. - L . .. play is eliminated from the gear train, and the motor holding

Because of the limited excitation and detection eﬁ'c'en'torque eliminates gear backlash. However, the vacuum
CES at ?94 nm]: ;ge. pehak photop count rate is smallelr b¥eedthrough permits=2° of free play when measured with a
about a factor o in the case of tRg, measurements. In load larger than that imposed by the translation stage giving

the P4, truncation analysis, the saturation effect disappear conservative upper estimate of the errorz006% over
9 % : ' )
after the fluorescence has decayed to about 25% of the pegl, 145 travel. We also include an additional uncertainty of

value; since the same counting_ electronics are employed.ig 1.8° equal to one full step of the motor giving0.006%.
both measurements, a saturation effect due to EIGCtronI(\éombined, the total uncertainty in the lifetime due to poten-

limitations should not appear in the,, d&?ta- In addition, tial mechanical nonlinearity is therefore estimated to be
guantum beats are not likely to appear in thg, decays, +0.016%

because the upper-state hyperfine levels have equal and op-
posite gyromagnetic factors which suppress the modulation.
Because the absence of both saturation and quantum beats in
the P4/, data is entirely expected, we cannot usePhg data Background fluctuations occurring on time scales shorter
either to confirm or eliminate either mechanism as the posthan the intervals at which the backgrounds are measured can
sible source of the non-statistical fluctuations in tRg,  result in an imperfect subtraction. The most significant con-
analysis. tribution comes from fluctuations in the beam background,
The residuals of the full fit to the summed superset ofwhich results from the excitation of neutral and ionic species
6p 2P, decay data are plotted in Fig. 13. The best-fit life- in the detection region as the fast beam collides with residual
time is 35.028(75) ns, where the uncertainty includes a congas atoms in the chamber. This effect is tied to the residual
tribution of =0.050 ns for statistical error in fitting and gas pressure in the chamber {0’ torr). The large pump-
+0.056 ns arising from uncertainty in determining the cor-ing volume and the several pumps which maintain the cham-

B. Background fluctuations

rect background. ber and beamline vacuum serve to keep the pressure stable;
however, monotonic changes in the beam backgrounds are
X. SYSTEMATIC UNCERTAINTIES AND CORRECTIONS observed over the course of single runs which do not track

with the measured particle current. The subtraction error is

A number of other systematic effects must also be conrelated to the curvature of the beam background. As a func-
sidered. They arise from mechanical precision, backgroun€élon of position(i.e., data collection time the measured evo-
fluctuations, alignment of the translation system, and atomiqution of the beam background is largely linear; hence the
beam divergence. primary effect is the addition of a constant ert@ropor-
tional to the first derivative of the background evolujidor
which we compensated with the constant background param-
eter in the fits. We also analyze the beam background data

Imperfections in the precision lead screw, backlash in thdor higher-order curvatures which appear as a position-
gear train and rotary feedthrough, and stepper motor nonlindependent background subtraction error, and an upper limit

A. Mechanical precision
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of +0.4 Hz/channel is estimated for the drift in thp &, 0012 T T T T T T
decays. This drift changes the effective lifetime of g, I Txxgyx=_ o Horizontal
state by approximately:0.05%. Since the beam background 5 °°'[ = Ta o Veritcal 7
increases and decreases randomly from run to run, the effe@ I = = ]
is expected to be much less important when all data sets ars *°*°[ = - ]
combined. Our estimate of the subtraction error due to beang 3 - FWHM = 5 1
background fluctuations is approximately the same for theg °'°°6; . 2. ]
6p °P3, measurements; but since the true fluorescence raté 0.004 - - - b
is ~ 20 times larger for § 2P5,, the fractional uncertainty is '
smaller by this factor, giving-0.003%. 0.002 - ]
Laser power fluctuations are a negligible contribution to i ]
the background subtraction error since we are using diode P D S S N B SO S
lasers. The light power is stable t00.1% over the course of -8 -6 -4 -2 0 2 4 6 8
a run, and the normalization system accounts well for any displacement from centor (mm)
f|UCtuatI0nS Lasel‘ scatter Contnbutes |eSS than 003% to the FIG. 14. Ca|cu|ated Co”ection efﬁciency for various disp|ace_
total photon count rate, so small fluctuations in this backments of the detector block in the horizontal and vertical planes,
ground are unimportant. Therefore, a conservative additioperpendicular to the beam axis. Error bars represent the uncertainty
to the error budget of- 0.05% for both decay measurementsin the stochastic integration. Placing the two fiber bundles facing
more than covers all uncertainties in the background subtra@ach other in the horizontal direction decreases the sensitivity to
tion scheme. translation in this direction, as evidenced by the flat top of the
curve.

coll

C. Tracking error

If the fast atomic beam and direction of translation of theWhereRi Is the relative position vector from the source atom

detector are not exactly parallel, changes in the collectiof® & Point @;,bj,c;) on the bundle face, ani is the unit
solid angle can occur as the detector is translated. This effe¥gctor normal to that face. The integral ranges over the area
could cause a systematic error in the lifetime value extracte@f the bundle face. The normal dot product can be written in
from the data depending on whether the collection probabilf€rms of the fiber bundle coordinates using the relation
ity increases or decreases as the detector translates down the
beam. Apertures on the lid, and the upstream aperture of the R.h bi—y (20)
charge exchange cell define the atomic beam direction. The ¢(ai_x)2+(bi_y)2+(ci_z)2'
lid apertures are carefully aligned so that the beam path is
constrained to be parallel to the translation direction withinPerforming the numerical integration witty fixed, we cal-
+100 um over the 4.76-cm travel length. The lid aperturesculate the collection solid angle. A numerical cutoff elimi-
are then aligned with those of the charge exchange cell byates rays that enter the fibers at angles larger than the ac-
sighting down the beamline with a telescope while adjustingceptance angle. The integration is repeated as a function of
the location of the lid and/or charge exchange cell. vertical (x) and horizontally) displacement of the bundles,
To determine the possible uncertainty in the collectionand the results are shown in Fig. 14.
solid angle due to mistracking, we calculate the detection Because the fibers have such large acceptance angles and
efficiency as a function of the displacement of the detectoare mounted face-to-face in the horizontal direction, the ap-
assembly in the horizontal and vertical planes. Using garatus is relatively insensitive to tracking error in the hori-
Monte Carlo scheme, we calculate the signal amplitude pezontal plane(Fig. 14, even for displacements as large as
atom as a function of the rectangular coordinatslg; ,c;) 2 mm. In the vertical plan¢Fig. 14), the apparatus is more
of theith fiber bundle(there are twp The signal amplitude sensitive to mistracking, with a calculated fractional signal
per atomSinto the bundle at position, is the integral of the change of 3.8 10 ° per um of displacement from center
excited state population density of the atomic beam times théor displacementss300 xm). Taking the maximum antici-
geometrical solid angle, normalized for decay and the numpated tracking error from the combined alignment uncertain-
ber of atoms in the integration length. For a beam of particldies to be+200 wm, the maximum possible deviation from

currentl propagating in the direction with speed/, true exponential behavior due to mistracking is
+1.6x10°* mm L. Multiplying by vr [see Eq.(23) be-
Sz )_f J fl_ e (Ztzo)ivr Qxy.2)dx dy dz low], this introduces an uncertainty af0.13% in the life-
0 V a2+ 20)+ 1o]2 Y y time value.

(18) |
_ D. Correction for beam divergence
\;V:ireeoéf(’gé;)mr%?\?:r Og:éethies ?ﬁ:ﬁit\ilgllubrgjrrisr;z(iaugag; d Spreading of the atomic beam as it traverses the detection
7 ?s the bundle osi?ion 'Ig)he total solid anale subter,lded bregion can also lead to changes in the collection solid angle
tr?e wo bundles [i)s iver{ b 9 ¥esulting in systematic shifts in the apparent lifetime. Volz
9 y et al. [20] investigated the divergence of a charged helium
2 AR beam using beam profile monitors. Assuming that the profile
Q(X,y,2)= L da db 19 of the neutralized helium could be inferred from measure-
(x.y.2) izl tace 4mRS T 19 ments of the ion-beam profile, the authors used a geometrical
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faCtOerlv to correct measured ||fet|me$ﬂeas|n neutral he_ TABLE IV. Summal’y of contributions to Uncertainty in lifetime
lium to the true lifetimesr via the relation measurements.
1 1 Lifetime error budget
Vi vr + Caiv - (21 6p 2Py, 6p 2Py,

. N ] ] Beam velocity 0.13% 0.13%
Ca is a constant specific to the detection system which parit reproducibility 0.10% 0.21%
rameterizes the change in detection probability for photong,antum beats 0.05% 0
emitted by atoms in the diverging beam as the detector trangyechanical 0.016% 0.016%
lates along.Cg4, can be estimated from the spatial depen—Background drift 0.05% 0.05%

dence of the collection efficiency; assuming an elliptical
Gaussian atomic beam overlapping an elliptical Gaussian d
tection window[20],

Mistracking 0.13% 0.13%
Beam divergence 0.06% 0.06%

Total uncertainty 0.23% 0.29%
N bo
Caiv= a2+ w2 Sxt b2+ w2 Sy (22 Eqg. (18), thus calculating the fractional signal change as a
0 X oy function of translation distance. We obtain the result
whereag, b, are the lengths of the major and minor axes of Cy,=1.58<10"% mm! (24)
wv=1. .

the beam at the start position, , are the full widths at half
maximum (FWHM) of the collection efficiencies of the de- as another test of our numerical integration, we also calcu-

tector, ands, , are the divergence half-angles projected ontoateq C ,, by explicitly differentiating Eq.(18) with respect

approach f_Of dive_rgence co.rrection by _comparing exper- e use the average of Eqe3) and (24) and conserva-

mental lifetimes with theoretical calculations that were ex-tjyely estimate the uncertainty iG;, to be 50% due to un-

pected to be accurate for neutral helii&). ~ certainties in the divergence, geometry, and integration
Transverse excitation of the fast beam resonance directly-heme although the consistency of the two methods sug-

reveals the effects of beam divergence. Figure 5 shows thgests that the values might be more trustworthy. From Eq.
fluorescence spectra obtained for both transverse and londiy) the correction to the lifetime is found to be

tudinal excitation. We model the line shape for transverse

excitation, taking into account several broadening mecha-

nisms: the measured laser linewidth, natural linewidth, satu- T= Tmea( 1
ration of the transition, finite transit time through the excita-

tion region, and the transverse velocity distribution of thepence the lifetime values must be corrected toward longer
atomic beam. Modeling the line profiléhe solid line in Fig. | 5| es by+0.12% with=0.06% for the uncertainty i€, .
5) reveals that the majority of the broadening results from

the transverse velocity distribution. Our model distribution is
derived from the geometrically allowed velocities projected
along the laser direction. The velocity directions are limited The complete error budget is summarized in Table IV.
before entering the detection region by two 3.2-mm-diameterhe final lifetime results, including divergence corrections,
apertures separated by 2.0 m, permitting a maximum diverare 30.577) ns for the 6 2P, state, and 35.4Z0) ns for
gence half-angle of 1.6 mrad. The agreement between th@e 6p 2P, state. The ultimate precision i50.23% in the
observed spectrum and the model verifies this geometrica, , |ifetime and+0.29% in theP,, lifetime. The lifetimes
limitation. appearing in the present paper are slightly longer than our
To correct for beam divergence effects in the lifetime, wepreviously published values] due primarily to the inclu-
use several approaches. First, we use the spatial dependenggsh of beam divergence effects. The work presented here
of the detection efficiencies, shown in Fig. 14, and apply Edrepresents a larger data set along with a comprehensive de-

(22). Our detection efficiency is flat for changes scription of the apparatus and procedures used for data
<*2 mm in the horizontal(y) direction, and since the analysis.

beam does not diverge outside this interval the second term previous measurements and calculations of tpeF,

is negligible for our apparatus. The atomic beam has a diamifetimes in cesium are compared with the present results in
eter ofa;=3.2 mm, and the laser excitation is uniform in Taple V. Experiments with uncertainties greater than 5% and

the x direction because the laser propagates vertically. Usinghose performed before 1960 have been excluded from the
the FWHM ofw,=5 mm from Fig. 14, and the divergence taple; historical references can be found in Ré.

Tmea¥ Caiv

—_—. 25
1— Tmea¥ Caiv 29

Xl. RESULTS

angle,=1.6 mrad, we find Both fine-structure components are measured in only
three experiments: the phase shift experiment of Deidal.
Cgiy=1.45¢10"% mm*. (23)  [21], the time-correlated photon counting experiment of

Young et al.[22], and the present work. Comparable uncer-

We also determine the divergence correction by an indetainties (<1%) are quoted only for our first fast-beam mea-
pendent approach. Using our geometrical constraints, we nisuremen{4], the experiment of Youngt al. [22], and the
merically integrate over the expanding beam volume usindevel crossing measurement of Rydberg and Svanf#3y
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TABLE V. Summary of empirical and calculated lifetimes obtained for tpé’Bl,zyg,zstates of cesium.

Lifetime (n9

6p 2P, state & 2Py, state Method Reference
30.57+0.07 35.070.10 fast-beam laser This work
30.55+0.27 fast-beam laser Tanner al. [4]
30.41+0.10 34.75-0.07 time-resolved laser Yourgg al. [22]
31.8+0.7 time-resolved laser Campani and Sd186]
29.9+0.2 level crossing Rydberg and Svanbg?§]
32.7x1.5 level crossing Schmiedet al.[36]
30.8+1.5 35.2t15 phase shift Dodet al. [21]
30.5+0.7 phase shift Link37]

30.99 35.53 MBPT Dzubat al.[24]
30.49 34.92 energy corrected Dzubiaal. [24]
30.81 35.22 MBPT Blundelét al. [26]
30.13 34.51 energy corrected Blundell and co-work2egs26|
30.563 34.961 CAHS Theodosi$8a3]

The results presented here are in excellent agreement withrequency appears in this expression, the conversion from
our previous fast-beam measurement of thé By, lifetime.  matrix element to lifetime is quite sensitive to the transition
Our present result for theps?Pg), state is in marginal agree- energy. The MBPT transition energigg4—2§ differ from
ment with the measurement of Youreg al. [22], however  precise experimental determinatiof7—32 of the energy
the discrepancy of 0.5% is within the combined mit. For intervals by 0.5-0.8 %; therefore, transition probabilities re-
the 6p Py, state, our lifetime is 0.9% longer than that of scaled with the experimental energies are also included in
Young et al. [22], which is nearly twice the combinedol  Taple V and Fig. 15. This energy correction has the effect of
uncertainty. We agree well with all other measurements exgecreasing the theoretical lifetime values by about 2%.
cept for that of Rydberg and Svanbd@8], which disagrees Our measured lifetimes show good agreement with the
substantially with all of the newer precision measurements.energy-corrected values derived from Re#], but are 1.4%
Two very accurateab initio calculations exist for the longer than the values obtained from Ré5,26]. The cal-
6p *P, lifetimes in cesium. Both apply relativistic many- cyation of Ref.[24] does contain additional nonlinear con-
body perturbation theoryMBPT) to the calculation of the  yiputions omitted entirely from Ref§25,26], but agreement
electric dipole matrix elements for the twop6P;  petween experiment and the energy-corrected calculated life-
— 65 %Sy, transitions; they differ in that certain contributions times is not necessarily to be expected. This is because cer-
are not included in one or the other formulation. High-tain correlation effects have not yet been included in both
accuracy calculations which are trud initio are vital to the  cajlculations, and it is uncertain which classes of diagrams are
interpretation of atomic parity-nonconservati®PNC) mea-  the jmportant ones at the fraction of a percent level. Indeed

surements in cesiurfi7,8]. The calculation due to Dzuba from the outset, our experimental program has been moti-
et al.[24] is of the coupled-cluster type which includes three

dominant classes of diagrams: screening of the residual

electron-electron correlations, particle-hole interactions, anc J=3 J=3
self-energy contributions. The most recent all-orders calcu- gygen o o o o Jwmser
lations of Blundell and co-workerg25,26 for cesium are Daba | o o o o - MBPFT
comparable, including single and double excitations with an THISWORK - W~ fast-eam laser
extension to include the effect of triple excitations on the Yo - - | pulsedt laser

. - . . . . . Tanner - et - fast-beam laser
singles coefficients. In cesium this subset of triple excitations Camponi | 1 time-resoives taser
is important and contributes significantly to the atomic struc- gygpeg L e 1 tevel crossing
ture starting at the level of third-order MBHE5]. The dif- Schmieder |- —_— - tevel crossing
ferences between the calculations of Blundell and co- Dod  |+————— —————+——— phase-shift
workers and Dzubat al. are outlined in Ref[25]. Figure 15 S T et
compares the best experimental results with these most ac 29 3 3 32 3B 34 3B B

lifetime (ns}

curate ab initio calculations. The resulting values for the
transition matrix elements calculated from the two tech- FIG. 15. Comparison of the best empirical lifetime values with

niques differ from each other by 0.4% for th&6,—6P1,  calculations. Open squares are puraly initio values, and open
transition, and 0.3% for the &,,—~6P3, transition. The circles are scaled to experimental transition energies. Solid symbols
transition probabilities or lifetimes, then, differ by 0.8% and represent experiment. See Lifig7], Dodd et al. [21], Schmieder
0.6% according to Ed1), which connects the lifetime of the et al.[36], Rydberg and Svanbef@3], Campani and Salv§35],
single decay mode to the square of the reduced matrix eleranner[4], Younget al. [22], Dzubaet al. [24], and Blundell co-
ment. Because a factor of the third power of the transitiorworkers[25,2§.
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TABLE VI. 6 S-6P reduced matrix elements in units of the Bohr radais. Phases are determined
theoretically; the results of Reff24] have been scaled with geometric factors so that both calculations have
identical normalization.

(6Sy|r||6P3) (a.)

J=3/2 J=1/2 Method Reference
—6.3238(73) —4.4890(65) fast-beam laser This work
—6.3403(64) —4.5097(74) time-resolved laser Youegal.[22]
—6.326(28) fast-beam laser Tanretral. [4]
—6.30(15) —4.48(19) phase shift Dodett al.[21]
—6.332 —4.499 ab initio Dzubaet al.[24]
—6.370 —4.525 ab initio Blundell and co-worker$25,26

vated by the need for precision measurements which califetime measurements agrees well with a higher precision
help to answer this question. measurement of the %8,,,—6 2P, to 62S,,-62P;, line

The comparisons between experiment abdnitio calcu-  strength ratio obtained through absorption measurements in
lation may also be explored using the reduced matrix eleour laboratory. A detailed comparison between measured ra-
ments directly, which can be obtained from the lifetime datajos of line strengths and theoretical results for cesium and
using Eq.(1). The results are tabulated in Table VI. other alkalis appears in Refs3,9.

A semiempirical approac}83,34 for predicting lifetimes
using the Coulomb approximation with a Hartree-Slater
model potential for the core has also been used by Theo-
dosiou[33] to find the lifetimes of the B, states. The pre-
dicted lifetimes are based entirely on experimentally mea- We thank W. R. Johnson and J. Sapirstein for helpful
sured data for energy levels, ionization potentials, and cordiscussions. We also thank M. F. Ifferte for assistance with
polarizabilities. The lifetimes predicted by this technique arethe figures. This work was part of the doctoral thesis of R. J.
also in very good agreement with the present measuremeni. at the University of Notre Dame, and he also thanks the
(Table V), but the accuracy of the method is difficult to Arthur J. Schmitt Foundation for support. Financial support
assess. This procedure also lacks the physically interpretivier this work was provided by the Division of Chemical
power ofab initio methods, which is required for analysis of Sciences, Office of Basic Energy Sciences, Office of Energy
atomic PNC data. Research at the U.S. Department of Energy under Contract

The ratio of the reduced matrix elements derived from oulNo. DE-FG02-95ER14579 and No. DE-FG02-92ER14283.
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