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Neutralization of hyperthermal multiply charged ions at surfaces: Comparison between the
extended dynamical overbarrier model and experiment
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Within a semiclassical model, we investigate the dynamic neutralization and relaxation of slow (Ekin

,100 eV) multiply charged ions which are reflected on metal surfaces. Special emphasis is devoted to near-
surface interaction mechanisms. Our model includes a Monte Carlo sampling over projectile parameters and
detailed ionic structure calculations of projectile energy levels. In a full trajectory simulation, our results
simultaneouslycomply with measured trends in projectile kinetic energy gains and final charge-state distribu-
tions of the reflected ions as well as total electron yields and spectra. Recently discovered characteristic
features in the electron spectra can be uniquely assigned to distinct above-surface regions of the projectile
trajectory.@S1050-2947~99!03009-7#

PACS number~s!: 34.50.Dy, 34.70.1e, 79.20.Rf
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I. INTRODUCTION

In slow collisions with complex targets, multiply charge
ions ~MCI’s! capture many electrons into excited stat
thereby forming unstable, multiply excited projectiles whi
are commonly referred to as ‘‘hollow ions.’’ These hollo
ions partly relax by emitting Auger electrons and, to
smaller extent, photons, and get destroyed in close enc
ters with the target. Over the past decade, both the forma
and decay of hollow ions have been a subject of numer
experimental and theoretical investigations. These stu
used a variety of targets, such as large atoms@1–4#, clusters
@5–8#, and metal@9–16# or insulator@17–24# surfaces. Ben-
efiting from this comprehensive collection of experimen
data and theoretical work, the knowledge in this field h
made rapid progress in the past decade@25#.

At present, the most important mechanisms of ion neut
ization and relaxation have been identified and assigne
distinguished interaction zones. Typically, at 20 to 30 atom
units ~a.u.! in front of the surface, the potential barrier b
tween the ion and the target drops below the target Fe
level, triggering the onset of efficient neutralization via res
nant electron capture~RC!, which prevails the competing
resonant loss~RL! in the inverse direction.

Close to the surface, projectiles are reflected or they p
etrate into the bulk region depending upon the beam ene
and its angle of incidence. Several experiments have b
designed to investigate processes taking place above an
low the surface@15,16,26–33#. These measurements analy
emitted-electron@10,11# and x-ray yields@34–37#, as well as
the final charge-state distributions@11,38#, the projectile en-
ergy loss@13,39,40#, and the angular deflection of the pro
jectile @18,41,42#.

With the work of Burgdo¨rfer et al. @9#, a semiclassica
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description of the projectile neutralization, the so-called cl
sical overbarrier model~COM!, became available which is
able to reproduce measured image energy gains of the
coming projectiles. Owing to the intricate interaction dyna
ics involved, more sophisticated descriptions can prese
deal with only selected aspects of the scattering process,
a full quantum-mechanical treatment of the complete cou
of interaction is still out of reach.

The present work employs a refined and extended ver
of the COM to simulate projectile energy gains, final charg
state distributions, and the emission of projectile Auger el
trons along a whole reflection trajectory. In Sec. II, we d
scribe the basic ingredients of our simulation. Based on
findings combined with the recently discovered signatures
metastable electrons in theK-Auger spectra@43#, an interac-
tion model is worked out in Sec. III. Section IV presents t
calculated results which are compared to different exp
ments. In Sec. V, the variation of several simulation para
eters is discussed. Finally, in Sec. VI, we summarize
results. Throughout this paper, we use atomic units (e5me
5\51), unless stated otherwise.

II. OUTLINE OF THE SIMULATION MODEL

Our calculations are based on the ‘‘standard’’ COM f
above-surface charge exchange between incident MCI’s
metal surfaces@9,23#. This model has been refined in the pa
by improved screening models@12,44# and adapted to colli-
sions with insulators@22,23#. These modified COM version
have been shown to provide good estimates for measur
quantities, e.g., total electron yields@15#, above- and near-
surface Auger emission@15,16,43#, and final charge-state
distributions@44#. However, this success has been achiev
mostly by concentrating onone particular observable for a
distinct collision system. In the present simulation, whi
focuses on metal surfaces and hyperthermal incident ene
Ekin,100 eV, we will eliminate this severe restriction.du
3029 ©1999 The American Physical Society
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The simulation begins near the first capture distanceRcrit ,
is continued through the vertex region, and ends when
neutralized MCI has receded so far from the surface
further exchange becomes impossible. For this full traj
tory, a model covering all interaction regions, in particu
the region near the vertex, is required. However, the valid
of the standard COM becomes questionable when the pro
tile approaches the first bulk layer to within a few atom
units. On the other hand, mechanisms taking place deep
side the bulk electron have been studied in detail@45,46#.
The lack of a sophisticateda priori treatment for the com-
plicated near-surface interaction zone has therefore led u
smoothly interpolate between the long-distance and the
surface domains. The modeling of this interface region w
prove to be of crucial importance for the outcome of o
simulation. In contrast to previous approaches which con
ered only a two-shell projectile and static interaction ra
along the MCI path@16#, the present model, referred to a
‘‘extended dynamical COM~EDCOM!,’’ includes all projec-
tile levels for the relevant interactions.

As a further extension to the standard COM, we inclu
detailed atomic structure calculations, a Monte Carlo sa
pling, and we allow for arbitrary incident angles, coveri
normal and grazing incidence. In this manner we are abl
explain structures and intensities in autoionization spec
such as, e.g., the exclusive occurrence of the so-ca
KLVW peak andKL1L1 shoulder@43# in the spectra of meta
stable He-like projectiles in (1s2s) configurations ~Sec.
IV E 1 below!. Other quantities, such as energy gains a
secondary electron yields, which have already been mod
successfully, are monitored to agree with the experime
data to a reasonable extent~Sec. IV A and IV C below!.

In what follows, we refer toR as the distance of the pro
jectile nucleus perpendicular to the first bulk layer atR50.
Values for the jellium edge located atzj and the image plane
at zim are taken from Ref.@47#. The distinction between the
(R50) and thezj plane is important for the simulation o
spectra originating from reflected MCI beams@16#.

A. Atomic energy levels

In the present work we significantly improved the mod
ing of autoionization by integrating the calculation of bin
ing energies~at the Hartree-Fock level! into our simulation.
For any projectile configuration vector$an% occurring along
the course of the ion-surface interaction~an designates the
number of electrons in projectile shelln!, we employ the
Cowan code@48# to generate the corresponding average to
configuration binding energies of the undistorted projec
ion « tot

` ($an%) and each of its shells$«n
`($an%)%. For the mod-

erate charge states considered in this work, it is sufficien
keep track of the shellsn51, . . . ,10since no higher-lying
levels are involved in the interaction dynamics. The 1
dimensional vectors are stored to accelerate the evaluatio
recurring configurations.

In general, we do not resolve the populations in particu
projectile subshells. For theL shell, however, we calculat
the 2s and 2p binding energies and keep track of the resp
tive subshell populations. We assume that the 2p level is
preferentially populated via Auger ionization~AI ! and side-
feeding processes, as suggested by its higher degenerac
e
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its lower binding energy. With increasing occupation,L-shell
relaxation viaLLM Coster-Kronig~CK! and LLL super-CK
~sCK! transitions becomes energetically possible and p
ceeds by one and two orders of magnitude faster, res
tively, than other Auger processes@10#.

The so-evaluated vector of asymptotic configuration en
gies «n

`($an%) relates to hydrogenic radiîr &n5n/Au2«n
`u.

Both «n
` and^r &n decisively affect the course of interaction

which is governed by RC, RL, ‘‘peeling off~PO!,’’ ‘‘side
feeding ~SF!,’’ and ‘‘continuum promotion~CP!’’ of elec-
trons, and therefore determine the shape of the simula
Auger spectra.~A detailed discussion of PO, SF, and C
processes will follow in Sec. II D 1, II D 2, and II E below.!

B. Auger autoionization rates

In order to explain particular features in emitted electr
spectra, such as the sharp and tinyKLVW peak and the
KL1L1 shoulder@43,33#, we have to take a closer look at th
sequence of projectile autoionization steps on the incom
trajectory. Vaeck and Hansen@49# have shown that typica
lifetimes of hollow Nq1 ions critically depend on the differ
ence of the quantum numbers between neighboring ato
shells. As a rule of thumb, Auger processes producing
smallest energies of the free electron possess the fastest
@50#. As a consequence for our simulation, decay chann
with the smallest change in the principal quantum numben
and with no variation in the angular momentum quantu
numberl are favored over channels with largerDn andD l .
As long as Rydberg levels host the majority of captured el
trons, sCK transitions withDn50 and CK transitions with
Dn51 are suppressed because the potential energy gain
to the vacancy filling is insufficient to eject an electron abo
the vacuum threshold.

In our original COM program@23#, we had used autoion
ization rates that were obtained as an analytical fit to Hartr
Fock ionic structure calculations based on the Cowan c
@9,48#,

Gnini ,nfin

AI 5
5.0631023

~nini2nfin!3.46. ~1!

These are still used in the EDCOM for all transitions oth
thanKLL Auger processes.

KLL rates for nitrogen ions are now taken from@51#
where these values are tabulated for all 1s2sx2py configura-
tions of (62x2y)-ionized nitrogen. For other projectiles~of
nuclear chargeqnuc!, we use the sameKLL rates, except tha
the values are interpolated for an effectiveL populationan8
56an /qnuc21. In this way, theKLL rates for maximum
L-shell population,aL5qnuc21, around the 1s core coincide
for all projectiles. We also employ constantKLM rates
GKLM 55.0631025.

Since good estimates for theKLVW rates are not known
the ratio betweenK Auger andKLVW intensities is not well
represented. Due to this lack of data, we adopted Eq.~1! for
AI and accounted for the nonequivalence of the two elect
states in theL shell and theVW shell nW by scalingDn
5nW22 with a factor of 1.5 and the overall rate with 0.2
i.e.,
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Gn
KLVW50.2535.0631023/~1.5Dn!3.46. ~2!

For nW>4, these rates are of the order of 2.831025 and thus
about two orders of magnitude slower than the fastest
transitions. This velocity ratio corresponds to the experim
tally observed intensity of theKLVW peak, which amounts to
about 1% of the totalK-Auger intensity@43#. In view of the
much faster processes governing the evolution of projec
level occupations@cf. Eq. ~10! below#, the impact ofKLVW
transitions on the overall interaction dynamics is negligib
However, by implementingKLVW processes in the ED
COM, we will be able to reproduce the measuredKLVW
peak positions in a dynamic simulation. As a characteri
signature of the above-surface dynamics of the hyperther
ion-surface collisions investigated by our semiclassical in
action model, the verification of theKLVW peak energy
poses a crucial test for our simulation.

We also includeLLM -CK andLLL-sCK processes with
fixed ratesGCK50.05 andGsCK51.0, respectively, in the
simulation. Accordingly, CK transitions are about one ord
of magnitude faster than the autoionization rates specifie
Eq. ~1! and sCK processes proceed almost instantaneo
with respect to the other rates. However, CK and especi
sCK processes are inhibited if the transition energy does
lead to emission above the continuum threshold. Both p
cesses basically redistribute theL-shell population from the
preferentially populated 2p level into the 2s level. The ex-
istence of an intenseKL1L1 component in measured auto
ionization spectra@43,10,16# provides strong evidence fo
this L-shell relaxation channel. We shall return to a detai
discussion ofK-Auger electron emission in Sec. IV.

C. Resonant charge transfer

In the model of Burgdo¨rfer et al. @9#, charge transfer is
described in terms of acontinuouscurrent of electronic
charge over the potential barrier formed by the effective
tential

Veff~z,R!5Vproj~q,z2R!1Vim,p~q,z1R!1Vim,e~z!
~3!

governing the motion of an active electron in the field of t
projectile and a conducting surface. The contributions toVeff
are the projectile Coulomb potentialVproj , the image poten-
tial of the projectile ~considered as a point charge2q!
Vim,p , and the self-image potential of the active electr
Vim,e . These potentials depend on the electronic coordin
perpendicular to the surface along an axis through the
jectile nucleus,z, and, parametrically, onR.

In modeling the resonant transfer processes, we fol
@9,23#. The resonant capture rate

Gn
RC~R!5s~R! j n~R!,

~4!

j n~R!5
1

4 Emax~Vb ,«n21/2!

min~2W,«n11/2!

dED~E!A2~E2Vb!

is given by the product of the current densityj n and the
minimum geometrical cross sections(R) of the area through
which classically allowed electron transfer across the po
tial barrier~of heightVb situated between the projectile atR
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and the surface! is possible. This area is parallel to the su
face at the distancezb given by the condition 2W
5Veff(zb ,R). D(E)5&/p2AE2V0 represents the electroni
density of valence-band states per unit volume in an id
free-electron-gas metal.

Resonant loss from occupied ionic levels into empty ba
states is quantified by

Gn
RL~R!5nnP~«n!Q„W1«n~R!…

nn5
qeff,n

2

2pn3 . ~5!

The RL mechanism is driven by the frequencynn of an elec-
tron in an atomic orbit with«n(R).2W and the probability
P(«n) for a random orbit to hit the saddle.

In contrast to our previous COM version@23#, the ED-
COM employs a ‘‘truly resonant’’ charge transfer, whe
resonance requires the initial binding energy of the tar
level to coincide with the binding energy of the projecti
level after capture. In comparison with our previous CO
version, this means that projectile levels are shifted upwa
such that deeper-lying levels are more likely to be popula
via RC due to the additional intra-atomic screening by f
merly captured electrons.

D. Interactions near the surface

Interactions within the near-surface zone are strongly
fluenced by the target band electrons pouring into the C
lomb well around the projectile core. The most promine
near-surface interaction mechanisms are the direct transf
electrons from target states into inner shells of the MCI~SF!
@44,45,52,53# and the loss of loosely bound projectile ele
trons due to additional screening enforced by the tigh
packed induced charge cloud~PO! @9,54#.

1. Side feeding

For incident ion energies of up to several hundred k
and for a wide range of initial ion charge states and tar
materials, experiments on the final charge distribution of
flected projectiles reveal that the vast majority of MCI
emerges in a neutral charge state@11,55,56#. It is also well
known that a mere above-surface autoionization casc
faces the ‘‘bottle-neck problem,’’ i.e., the interaction time o
the incoming path falls below the overall projectile rela
ation time. Therefore, it has been suggested that tig
bound projectile levels may predominantly be filled wi
valence-band electrons in a region of strong overlap with
target electron distribution@16,38,44,52,57,58#. The short
passage time through this region and the high degree
inner-shell occupation which have been identified by me
of high-resolution Auger spectroscopy@16,32,33# imply fill-
ing rates for SF processes that lie about one order of ma
tude above the fastest intra-atomic Auger rates.

We introduce such an additional inner-shell populati
mechanism on the basis ofXCC-like processes (X
P$K,L,M ,...%). These two-electron processes are similar
regular Auger processes. However, the participating t
electrons initially belong to the induced valence-band cha
cloud ~C! surrounding the projectile ionic core near and b
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low the surface.LCC ratesGL
SF have been approximated b

LCV processes@45# where a charge cloud electron~C! fills
the L vacancy while exciting a plasmon or an electron-h
pair in the valence band (V). SinceC electrons remain lo-
calized around the ionic core, approximateXCC ratesGn

SF

can be derived in analogy to ordinary intra-atomic Aug
rates@59#.

For all collision systems and all localized atomic leve
1<n<nloc , we assume a single base rateG0

SF50.01. In our
dynamic simulation, we found that theLCV rates specified in
@45# for N embedded into Al are too slow to explain me
sured final charge-state distributions of reflected projecti
In @16#, simulations and experiments have been conduc
for N61 projectiles impinging on gold targets where, in ord
to reproduce the measured data, a constantLCV base rate
according to@45# has been used along the whole ion traje
tory. However, the calculatedLCV rates for Au@45# exceed
the rates on Al by a factor of'4, which appears to be in
contradiction to the similarity of the observedK-Auger spec-
tra, in particular, regarding the high degree of inner-sh
filling at the time ofK-Auger decay observed for both targ
surfaces@16,33#. The sensitivity of observable results onG0

SF

will be discussed in Sec. V below.
For each shelln, G0

SF is multiplied by the charge of the
induced charge cloud,2q, balancing the core chargeq, and
by the number ofn-shell vacanciesNn

vac. Accounting for the
strong (1/Dn)3.46 scaling of Auger ratesGn8,n

AI with the dif-
ferenceDn between participating levels@9# @Eq. ~1!#, we
apply anotherDn-dependent factor for the Auger-like S
process. This factor rapidly decreases from the most loo
bound localized levelnloc and becomes unity for theL shell.
This way, the base rateG0

SF can be compared to theLCV
rates which have been calculated for various ion and ta
species@45#. We arrive at the side-feeding rate

Gn
SF~R!5G0

SFqNn
vacNn

ol~R!S nloc112nL

nloc112n D 3.46

, ~6!

Nn
ol~R!5H Vn

ol~R!

Vn
if R.zj2^r &n

1 otherwise

~7!

for each projectile shelln. The spatial variation ofGn
SF is

represented by the factorNn
ol(R). It is expressed in terms o

the quotient of the orbital volumeVn
ol overlapping with the

metal electron distribution and its undisturbed orbital volu
Vn54p/3^r &n

3. If the projectile has penetrated the jelliu
edge by more than the orbital radius^r &n , we assumeNn

ol(R)
to remain constant at the value 1.Nn

ol(R) obviously vanishes
for distancesR.^r &n1zj . For the small impact energies fa
below 100 eV studied in this work, no velocity dependen
of the SF rate is taken into account.

The assumption of a fixed and planar jellium edge atzj is
certainly a crude simplification. An ionic core near the s
face significantly disturbs the electronic surface potential
attracts valence-band electrons. Within the present mo
this effect could be represented by a shift ofzj towards the
projectile nucleus. Within the overall accuracy of our a
proach, however, we may neglect this effect.
r
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2. Peeling off

With the onset of charge transfer atRcrit , mainly outer
ionic levels are populated. These Rydberg orbitals with ty
cal radii ^r &n.Rcrit are increasingly disturbed as the MC
approaches the bulk. In contrast to previously implemen
instantaneousPO mechanisms which become effective at t
moment when the MCI enters the bulk region@15,54#, we
examine the influence of adynamicPO on the speed of elec
tron transport from Rydberg states into inner levels along
whole interaction phase.

By testing various PO model rates, it became evident t
a mere geometric criterion triggering the instantaneous
of an electron as soon as a certain fraction of the MCI orb
volume overlaps with the bulk jellium has to fail. For th
case of instantaneous loss, we observed that levels which
replenished by RC may immediately be lost due to peel-
This leads to simulation results for the final charge-state
tributions of the projectile in disagreement with experime
@11,40,55#.

Our modeling for PO smoothly interpolates between
remote region and the bulk limit. We assume that near
surface, forR,^r &n1zj2lscr, when the electron has ‘‘los
touch’’ with the ionic core due to screening, the outermo
orbital is likely to move to the valence-band continuum if
radius ^r &n exceeds the screening lengthlscr. This model
assumes that the occupied orbitals are either spherically s
metric or oriented towards the surface. This assumption c
plies with the RC mechanism, which requires a certain ov
lap between atomic orbitals and band states.

Guided by the derivation of the resonant loss rate in@9#,
we arrive at the PO rate

Gn
PO~R!5an

Nn
ol~R!

Tn

2p^r &n

Ln~R!
Q„^r &n2lscr~R!…, ~8!

which is composed of several constituents. The base ra
given by the inverse orbiting timeTn of an electron in an
unperturbed orbital. As in Eq.~6!, we reduceTn by a volume
factor Nn

ol(R).
The termLn(R)/(2p^r &n) correctsTn to yield the ‘‘reac-

tion time’’ for an atomic electron. We assume that an ele
tron which is captured atR2zj5^r &n and enters an atomic
orbital does not get perturbed by the target electron gas u
it has covered the distanceLn(R). This period decrease
with the ratio of the vacuum sectionLn(R) of the classical
orbital abovezj and its circumference 2p^r &n . The unit step
function Q in Eq. ~8! disables PO for levels with radii^r &n
smaller than the screening lengthlscr(R).

We model the screening length in Eq.~8!,

lscr~R!5lscr
0 S max~R,0!

zj
11D , ~9!

to reach its bulk valuelscr
0 at R50. Above the first bulk

layer,lscr(R) increases linearly inR and equals 2lscr
0 at the

jellium edgeR5zj . Due to the nonlinear response of th
surface electron distribution to the nearby MCI, the line
scaling inR, the neglect of a variation withq, and the par-
ticular choice of the slope, Eq.~8! can represent only a crud
estimate for the dependence oflscr on q, n, andR.
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We note that the introduction of PO in addition to the R
channel is motivated by mere technical reasons. In a pre
theory, both effects could not be distinguished and repre
resonant electron flow into empty band states in the spiri
the model underlying RL. However, the artificial distinctio
between these two electron loss mechanisms in the EDC
is essential since the calculation of ionic level binding en
gies described in Sec. II A is incomplete. Ionic levels are
only subject to shifts by the image potential leading to R
While the MCI approaches the surface, levels are also
creasingly elevated by the screening of the induced cha
cloud which eventually strips off loosely bound outer sh
electrons. The evaluation of these additional level shifts
the highly inhomogeneous region shortly above the surf
is far beyond the scope of the present theory. In orde
account for this electron loss mechanism~referred to as PO!
in a quantitative manner, we therefore employ simple g
metric arguments.

E. Continuum promotion

Due to the action of the repulsive projectile image pote
tial Vim,p and the mutual screening of projectile electron
atomic levels are shifted upwards with respect to th
asymptotic values«n

` as the MCI approaches the surface.
the orbital energies«n5«n

`1I im,p reach the ionization
threshold, electrons in shelln are detached from the projec
tile, i.e., promoted to the continuum. For the low project
velocities considered in this work, we assume immedi
electron loss due to CP as soon as«n.0.

F. Evolution of projectile level populations

For MCI–metal-surface collisions, we obtain the dynam
cally varying populationsan of projectile shells with princi-
pal quantum numbern as solutions of the system of ra
equations of the form@23#

dan

dt
5u~An2an!Gn

RC2anGn
RL

1wn
fin (

n8.n

Gn8,n
AI wn8

ini
22wn

ini (
n8,n

Gn,n8
AI wn8

fin

1u~An2an!Gn
SF2anGn

PO2u~n24!anGn
KLVW

2dn,MGCK2dn,LGsCK

1~dn,K2dn,L2dn,M !aLaMGKLM. ~10!

The ‘‘traditional’’ COM developed by Burgdo¨rfer et al. @9#
includes the terms in the two first lines of this equati
whereGn

RG andGn
RL are the resonant capture and loss rat

The ~empirical! statistical factorwn
fin51/(111.5an) corrects

for the decrease in Auger transition ratesGn8,n
AI due to in-

creasing populationsan of the final shell. As in Ref.@9#, we
only include the fastest Auger processes with equivalent
tive electrons in the initial state@23# for the relaxation of
outer shells. The statistical factorwn

ini5 1
2 an(an21) takes the

equivalence of electrons in the initial shell into account. T
degeneracy of shelln is given byAn52n2. Hydrogenic sub-
shells are not resolved.u is the unit step function anddn,n8
se
nt
f
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the Kronecker symbol. For the present investigation,
have added the terms in the third and fourth line. The ra
Gn

SF, Gn
PO, Gn8,n

AI , Gn
KLVW, GCK, GsCK, andGKLM account for

SF, PO, AI,KLVW , LLM -CK, LLL-sCK, andKLM pro-
cesses.

G. Projectile motion

With respect to our previous work@23#, we have refined
the potential that governs the classical motion of the proj
tile. We replaced the planar averaged Thomas-Fermi-Mol`re
~TFM! potential which satisfactorily describes grazing inc
dence collisions under surface channeling conditions@60# by
the sum over binary TFM potentials for the interaction of t
projectile with individual surface atoms. Recoil effects
close encounters with individual target atoms are included
switching to a binary collision mode at distances below o
half of a lattice constant@16#. The kinematics is first calcu
lated in the center-of-mass system in terms of the redu
mass and a vector keeping track of the internuclear dista
of the MCI and the target atom, and is later translated b
into the laboratory system. Doing so, we assume the ta
atom to be unbound and at rest at its lattice site. The inc
sion of target recoil leads to a closer approach of the pro
tiles to the first bulk layer as compared to a rigid crystal.
allows us to cover a larger range of incident angles and p
mits a more detailed description of the crystal surface ori
tation.

The projectile consequently moves according to Newto
equation

DvW 5
FW ~q,RW !

mnuc
Dt, ~11!

where the force

FW ~q,RW !52S q~R!

2~R2zim! D
2

êz1FW TFM~RW ! ~12!

is composed of the self-induced image force and the T
force including the kinematic recoil effect. Due to the depe
dence on the net projectile chargeq5qnuc2(nan , the pro-
jectile motion is coupled to its occupation evolution$an(t)%.
Mass and charge of the projectile nucleus are designate
mnuc andqnuc.

H. Monte Carlo sampling

The use of atomic structure calculations within our sim
lation requires that the continuous charge current of
original COM @9,23# is related to transitions of electron
~charge discretization!. The time integration over the multi
dimensional parameter space composed of the integer l
occupations$an(t)%, the projectile trajectoryRW (t), and the
locations of the surface atoms@cf. Eqs.~10! and~11!# is done
based on random walks for an ensemble of 5000 incid
particles. Starting at a random position shortly above
(R5Rcrit) plane, the MCI propagates with finite time ste
Dt i from one point in timet i to the nextt i 11 along its tra-
jectory.
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At each timet i , separate valuesDt i for each transition
type XP$AI,RC,RL,SF,PO% are drawn from a negative ex
ponential random number distribution

J~Dt !5S E
0

`

exp~2GXt!dt D 21

exp~2GXDt ! ~13!

with a mean value equal to the average decay time 1/GX. The
physical process supplying the smallestDt i is chosen to take
place, and all variable parameters, such as configuration
ergies and occupations, are updated according to the ch
in $an(t)%. The projectile, in an electronic configuratio
given by Eq.~10!, is then moved fromRW (t i) to RW (t i 11) by
the force in Eq.~12!. Now the same procedure starts ov
again leading to time stept i 12 , etc. Our code limitsDt i to a
maximum value of 1 in order to avoid large numerical ste
in the integration yieldingRW . If the smallestDt i turns out to
be greater than 1, the projectile is moved withDt i51 with-
out letting any electronic process take place.

III. POPULATION EVOLUTION
OF THE HOLLOW ATOM

Before comparing our simulation results with experime
tal data, we look at the evolution of nonobservable quanti
during the MCI-surface interaction. This will greatly ass
us in the interpretation of the experimental data in Sec.
The Monte Carlo sampling as outlined in Sec. II H impli
that one first of all has to define and keep track of physica
meaningful event types. For each particle within the Mo
Carlo sampling, a certain event, e.g., thei th resonant elec-
tron capture, may take place at different projectile locatio
RW and may occur only for a small fraction of the partic
runs. We stress that in this context the term statistical d
not imply that the standard deviation s

5A(1/N)(k51
N (jk2 j̄)2 attached to the simulated quantityj

approaches zero if the number of particle runsN becomes
very large. Instead, the error of the estimation for the widths
of the probability distribution converges to zero forN→`.
Due to its strong dependence on the particle history along
preceding trajectory, this distribution of simulated valuesjk
may significantly deviate from the Gaussian shape or e
possess several maxima.

Accounting for the statistical interpretation, we displ
the corresponding results for each electronic transiti
emission mechanism in three subplots. Figure 1 shows
resonant capture statistics for a N61 beam and an Al~111!
surface for an angle of incidenceQ545° and an incident
kinetic energyEkin580 eV. This will also be our model sys
tem for the remaining plots in this section. The horizon
axis counts successive RC steps and acts as a~nonlinear!
pseudotime axis to all three subplots.

The bottom plot describes the average fraction of partic
for which the i th RC still takes place. Virtually the whole
ensemble of MCI’s resonantly captures twelve electro
This curve can be fitted~with the relative error in the sum o
squares below 0.001! to the function

f ~ i !550 erfcS i 2gRC

&s
D , ~14!
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erfc~x!5
2
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x

`

exp~2b2!db,

with a standard deviation ofs54.55 from the mean value
gRC523.0. This means that the distribution is of Gauss
type, as expected for a large number of random num
events. The small error in the fit shows that we have cho
a sufficiently large number of particle runs in the Mon
Carlo sampling. For the following plots, we will only men
tion the value of the standard deviations for each event
type.

The central plot in Fig. 1 shows the average location
the i th RC step and the error bars show their statisti
spreads. For all particles, the first capture distanceRcrit lies
in a tiny interval around 24.9 above the uppermost b
layer. The simulatedRcrit is in close agreement with the ana
lytical formula Rcrit51/2WA8q121zim525.8 with the im-
age plane located atzim53.19. On the average, about 10 R
steps take place in the remote interaction region whereR
.10. Due to our restriction of RC to orbitals which do n
fulfill the PO condition, RC events are limited toR.3.8.

The upper plot in Fig. 1 illustrates which atomic shells a
involved in the RC sequence. The first capture populates
n̄5n̄crit58.0 shell and successively proceeds to lower-lyi
shells. The sixth electron goes into then̄55.9 shell atR̄
514.9. RC seldom reaches shells withn<3. This makes the
accumulation of a significantL-shell population via RC
highly unlikely.

The reverse electron transfer via RL is shown in Fig.
RL sets in atR̄516.2 and mostly involves levels 4<n<8.

FIG. 1. Resonant-capture~RC! statistics for an ensemble of N61

ions incident on an Al~111! surface underQ545° with Ekin

580 eV. The horizontal axis applies to all upper graphs and ma
successive RC events. From bottom to top, the three subplots
play average values of the beam fraction undergoing thei th RC
step, the corresponding distance from the first lattice layerR and
atomicn shell involved, together with their statistical spread.
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On the average, onlygRL54.562.6 electrons are lost to th
target by RL while 23 electrons are passed from the vale
band~VB! to the MCI by RC. The course of PO is displaye
in Fig. 3. The onset of PO atR̄57.7 from then̄56.4 level is
located closer to the surface than the alternative RL l
channel. However, this process returnsgPO57.763.3 elec-
trons to the target. Contribution to PO are shells withn54,
5, and 6.

A similar above-surface scenario termed ‘‘screening
namics’’ has been portrayed by Andra¨ et al. @26#. It was

FIG. 2. Resonant-loss~RL! statistics for an ensemble of N61

ions hitting an Al~111! surface underQ545° andEkin580 eV.

FIG. 3. Peel-off~PO! statistics for an ensemble of N61 ions
hitting an Al~111! surface underQ545° andEkin580 eV.
e

s

-

found that the interplay of resonant electron exchange
level shifts due to intra-atomic screening and image pot
tials leads to a partial relaxation of the MCI before bu
penetration. These ‘‘screening dynamics’’ are interrupted
n.4 when the level shift due the image potential and
mutual screening of the electrons fail to overcome the ene
gap to theM shell. Resonant charge transfer is therefore
off at this point. Due to the implementation of intra-atom
screening via Cowan code calculations in the EDCOM~cf.
Sec. II A!, this massive migration of electrons fromncrit into
n.4, which is catalyzed by the metal surface, could be de
onstrated in a dynamic simulation. In Sec. IV E 1, we w
show that theKLVW peak@43# is a characteristic signature o
this phase.

Side feeding from the induced charge cloud into still l
calized atomic levels is initiated when the overlap with t
target electron distribution below the jellium edge~at zj !

becomes significant at average distancesR̄53.7 ~Fig. 4!.
While approaching the high-electron density near the s
face, the transfer switches from theM shell to theL shell,
which is efficiently populated withgSF55.461.9 electrons.
This phase embodies the transition from a very weak in
atomic screening by the resonantly captured electrons
wards the more efficient bulk screening when a tigh
packed, induced charge cloud, resembling theM shell of an
unperturbed atom, has formed. In Sec. IV E 1, the rece
discovered foothill on the low-energy side of theKL1L1 Au-
ger peak@43# will be associated with emission from thi
vacuum-bulk interface region.

With only gCP51.361.2 electrons reaching the con
tinuum threshold after PO and RL have depleted outer p
jectile levels, continuum promotion~Fig. 5! plays a minor
role in the electron loss. However, it is known that a lar
number of electronsgAI.q is ejected by the projectile via
autoionization~AI ! processes@15,61#.

FIG. 4. Side-feeding~SF! statistics for an ensemble of N61 ions
hitting an Al~111! surface underQ545° andEkin580 eV.
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Figure 6 gives details on the mean distance and the
ermost level involved in the corresponding Auger transit
~including CK, sCK, andKLVW processes!. The EDCOM
predicts that a mean number ofgAI58.862.9 electrons are
ejected by Auger emission. The charge balance from
RL, PO, SF, and CP amounts to a net transfer of 14.8 e

FIG. 5. Continuum-promotion~CP! statistics for an ensemble o
N61 ions hitting an Al~111! surface underQ545° and Ekin

580 eV.

FIG. 6. Autoionization~AI ! statistics for an ensemble of N61

ions hitting an Al~111! surface underQ545° andEkin580 eV. The
upper graph represents the outermost level, which is depleted b
corresponding Auger transition.
t-

,
c-

trons towards the MCI. SubtractinggAI , it is found thatq
56 electrons eventually stay with the MCI to attain a hi
degree of neutralization.

Due to the late onset of the loss mechanisms and
effective replenishment of atomic levels via RC and SF,
projectile is neutralized betweenRcrit and the tenth RC step
at R̄510.3 ~Fig. 7!. It basically stays neutral or only singl
charged at smaller distances to the surface. ForEkin
580 eV, 99.5% of the projectiles bounce back from the s
face at a distance ofRmin50.9 from the first bulk layer ac-
cording to our Thomas-Fermi-Molie`re modeling of the sur-
face potential. ReducingEkin to 10 eV while keepingQ
545°, the vertex moves away from the bulk toRmin52.0.

IV. COMPARISON WITH MEASUREMENTS

In this section we employ the EDCOM to simulate va
ous experimentally observable quantities within a sing
fixed set of model parameters for all projectile and tar
species and conditions of incidence. Due to our simplifyi
approach, perfect agreement with the measurements ca
be expected, especially for quantities like theK-Auger elec-
tron spectra, which quite sensitively depend on a set of tr
sition rates which are only known as rough estimates. N
ertheless, our simulation results will demonstrate reason
agreement with all relevant experiments and reveal valua
information about the above-surface interaction dynamic

A. Energy gains

For projectile charges 1,q,25, the projectile kinetic en-
ergy gain due to its image charge attraction was observe
agree with the traditional COM formula Egain
5Wq3/2/(3&) @9,23,41,61#, where W is the target work
function. For high charge statesq.25, energy gains falling

he

FIG. 7. Evolution of the projectile charge stateq as a function of
the ion-surface distanceR for an ensemble of N61 ions incident on
an Al~111! surface underQ545° with Ekin580 eV. Theq-axis
labels denote the ‘‘new’’ charge at distanceR, e.g., the first capture
changesq from 6 to 5 atR524.9.
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TABLE I. Comparison of projectile energy gains~divided by the substrate work functionW! resulting
from the COM formulaEgain/W5q3/2/3& and our simulation results~right column! for hydrogenlike and
metastable heliumlike second-row ions in configuration (1s2s) at Ekin5100 eV andQ545°. v' is the
asymptotic projectile velocity component perpendicular to the surface.

MCl Target v' (1022 a.u.)

Energy gain/W

COM prediction:

q3/2

3&

Present simulation:

Egain

W

C41 Al ~111! 0.12
1.9

1.9
Si~100! 0.12 2.1

C51 Al ~111! 0.13
2.6

2.9
N51 Al ~111! 0.12 3.0

0.13 4.1
N61 Al ~111! 0.38 3.8

1.00 3.5 4.0

O61 Al ~111! 0.13 3.9
Si~100! 0.12 4.0

O71 Al ~111! 0.13 4.4 5.5
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short of theq3/2 scaling have been observed@11,41# and
attributed to intra-atomic screening effects@12#. We refer to
the term energy gain as the kinetic energy gain of the p
jectile on its way towards the surface, resulting from t
interplay of all forces acting on the projectile. For meta
these forces are given by the long-range self-image pote
and the short-range surface potential@23#.

We have confirmed that energy gains obtained with
improved simulation still agree with the commonly accep
COM results and experiments@23#. Regarding the significan
modifications to our original code, this agreement can
necessarily be expected. However, it is facilitated by the
that the kinetic energy gain is mainly accumulated at la
ion-surface separations, whereas the modifications discu
in this paper focus on close interactions. Table I lists ene
gains according to the traditional COM formula and our n
simulation output for hydrogenlike as well as metastable
liumlike projectiles. It can be seen that all values are in
vicinity of the traditional COM predictions and coincide wit
various experiments@11,41,61#.

B. Final charge-state distributions

For slow highly charged ion beams scattering off s
faces, high fractions of completely neutralized projectil
typically well above 90%, have been observed after refl
tion, even on insulating targets@11,55,56#. The remaining
fraction overwhelmingly consists of singly charged positi
and negative ions. As far as we know, no measured fi
projectile charge-state distributions$qfinal% are available for
the incident energy regime below 100 eV. However,
measured high-energy Auger spectra in Sec. IV D will sh
that even for very slow projectiles~very smallv'! electron
emission occurs predominantly out of neutral, mostly relax
configurations.

In view of this lack of data, we compare our simulatio
output with measurements of other collision systems. I
important to stress that the traditional COM@9#, applied to
the full reflected trajectory of the ion, would lead to larg
-
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fractions of ionized particles far after reflection in obvio
contradiction to the experiment. Burgdo¨rfer et al. @44# have
included a resonantL-shell filling mechanism to comply with
measured final charge states. Our study aims to reproduc
strong trend towards neutrality in theqfinal distribution while,
in addition, keeping agreement with other observables.

In Fig. 8 we plot the simulated charge fractions for
<qfinal<2 in the final charge-state distributions for groun
state ~gs! H-like ions and metastable~mt! He-like second
row ions Cq1, Nq1, and Oq1 in (1s2s) configurations, im-
pinging withEkin513q eV and a grazing angle ofQ55° on
Al ~111!. The simulated fractions are recorded for reflect
projectiles which have passed the first capture distanceRcrit .
After this point, less than 0.1% of the beam still exhibits t
original K-shell vacancy, which eventually causes reioniz
tion. The remaining widely relaxed configurations lie belo
the autoionization threshold and may deexcite only via rad
tive processes without further electron emission.

Also shown is the measurement by Folkertset al. @55# for
Oq1 (3<q<8) at Ekin53.75 keV/amu on Au~110! under
surface channeling conditions. Note that the simulation de
with different projectile types containing a singleK-shell
hole while the experiment refers only to Oq1 projectiles with
K-shell vacancies forq>7. Running our code for projectile
possessing a filledK shell leads to slightly higher degrees
neutralization. Our Monte Carlo evaluation of theqfinal52
fraction has a statistical error of about 40% while theqfinal
51 fraction is given within an error of 1.4%.

We observe that the experimental and simulated d
agree well for the H-like ions. Shifting the final charge-sta
fractions of the metastables byDq511 towards the right,
the data points for the H-like and He-like counterpa
roughly coincide with each other forqfinal<1 and also with
the experiment. This means that the distribution ofqfinal
mostly varies with the nuclear charge and is rather inse
tive to the initial L electron. For all initial charge statesq
under consideration, the neutral contribution lies well abo
90%. Under the assumption of a weak influence of the p
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FIG. 8. Final charge-state fractions. The line
represent experimental data by Folkertset al.
@55# for Oq1 impinging at Ekin53.75 keV/amu
on Au~110! under surface channeling condition
The simulation results are given for H-like~gs!
and He-like (1s2s) metastable~mt! Cq1, Nq1,
and Oq1 ions scattering withEkin513q eV and
Q55° off an Al~111! surface.
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jectile kinetic energy, the measured charge-state distribut
in Fig. 8 agree well with our simulation results.

C. Low-energy electron emission

Along the complicated interaction dynamics, electr
emission originates from various sources. Apart from au
ionization setting in as soon as more than two electrons h
been captured, SF and CP contribute to the total elec
yield. Other electron loss channels include PO, RL, and A
ger emission into empty conduction-band states which do
contribute to measured electron yields.

In Fig. 9~a! we show experimental and simulated low
energy electron spectra for N61 interacting with an Al~111!
surface underQ545° for incident energiesEkin580 and 10
eV. For these two systems, the image energy gains amou
Egain517.1 and 16.3 eV, respectively. The vanishing sp
trometer transmission and stray magnetic fields aggravate
detection of electrons at the lowest displayed energies.
perience with our apparatus shows that the portion abovE
.20 eV is easily reproducible. The spectra in Fig. 9 and
the following plots are normalized to the integralK-Auger
intensity. For the experimental data which have also b
corrected by the spectrometer transmission, this is equiva
to a rescaling from emission into the acceptance solid an
of the spectrometer~0.031 sr! to emission into a full 4p
sphere at a detection angleC5Q290° with respect to the
surface if a unityK-Auger yield and isotropic emission ar
assumed. The integral of the intensities over the energy
therefore supplies the estimated total numberg of electrons
per incident ion which are ejected into the vacuum. T
simulated data have been convoluted with the spectrom
resolution of 0.7%.

For electron energiesE.10 eV, the simulated spectra ex
hibit reasonable agreement with the experiment for both
ns
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cident energies. One can recognize additional structure
the simulated spectra which are most likely caused by
simplified evaluation method of transition energies whi
considers only ground-state configurations for shellsn.2
and neglects angular momentum coupling and the pertu
tion and hybridization of ionic levels near the surfa
@62,63#. Figure 9~b! displays the contributions of AI and S
to the simulated 80-eV spectrum. While the SF mechan

FIG. 9. Low-energy electron spectra of N61 incident underQ
545° on an Al~111! surface. Experimental and simulated spec
for incident energiesEkin580 eV and 10 eV~a!. Subplot~b! also
shows SF and AI contributions to theEkin580 eV spectrum.
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produces a comparatively smooth spectrum in the regioE
,90 eV, AI transitions generate structures below 20 e
which we associate with the early stage of projectile rel
ation above the surface when smallDn steps between Ryd
berg states prevail. In the same interaction phase, highly
cited configurations may also emitL-Auger electrons which
enhance the high-energy region. Integrating the spec
yields in Fig. 9 above 20 eV leads to yields ofg55.7 and 5.8
emitted electrons per incident ion for the simulated spe
and tog54.9 and 4.3 for the experiments withEkin510 and
80 eV, respectively.

Niemannet al. @15# have recently published low-energ
Auger spectra for N61 impinging on Au withEkin ranging
from 90 eV to 60 keV and perpendicular incidence. Integr
ing the total double-differential spectrum in energy and an
of detection to a full 4p solid angle, they observe total emi
sion yieldsg58.663.4 for Ekin590 eV, which agrees wel
with their simulated yield ofgAI59.8 for mere autoioniza-
tion. With a different measurement technique, Ederet al.
@64# measured a yield ofg59.8 under similar scattering con
ditions.

For the same collision system, our EDCOM simulati
including dynamic PO, CP, and SF mechanisms provi
electron yieldsgAI57.6 for Auger emission~including the
K-Auger electrons!, gSF56.6 due to SF, andgCP51.2 due to
CP. These values add up to a total yieldg515.4 including
contributions fromE,20 eV. The discrepancy with Ede
et al.and Niemannet al.might be rooted in the experimenta
difficulty to measure low-energy electrons (E,20 eV),
which produce the greatest contribution tog, as well as in
the necessary simplifications embedded in our simulation

D. K-Auger spectra of ground-state projectiles

K-Auger spectra for H-like and (1s2s)-metastable He-
like incident ions can be subdivided into a well-structur
KLL region, a broad, less intense peak consisting ofKLM
andKLC transitions, and small contributions fromKXY tran-
sitions with X,YP$M ,N,...%. Figure 10 shows measure
and simulatedKLL electron spectra for N61 colliding with an
Al ~111! surface underQ545° with Ekin580 eV ~upper right
part! and Ekin510 eV ~lower left part!. For both projectile

FIG. 10. KLL spectra of N61 incident underQ545° on an
Al ~111! surface. Experimental and simulated spectra are displa
for the incident energiesEkin510 and 80 eV.
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energies, theKLL region extends between theKL1L1 peak at
E5352 eV and theKL23L23 peak atE5378 eV. The peak
widths reflect the possibility of different initialL-shell popu-
lations nL at the time of K-Auger decay. The broad
KLM /KLC peak is situated on the high-energy side of t
KLL region.

Figure 10 also displays the corresponding simulation
sults. In general, theKLL subpeak intensities sensitively de
pend on the ratio between theL-shell filling rateGL

fill 5Gn,L
AI

1GL
SF @given by Eqs.~1! and~6!# andKLL decay ratesGK

AI .
We can give only crude estimates forGn

fill in the relevant
interaction region~cf. Sec. II D 1!, andGK

AI is known only for
free ions@51,65# ~cf. Sec. II A!. Forn.2, we have neglected
the fine structure of then shell in our simulation. The devia
tion on the low-energy end of theKL1L1 peak originates
from an energy-loss background@30# in the experimental
spectra which is not taken into account in the simulatio
These considerations indicate that some deviations betw
simulation and experiment must be expected.

However, the changes inEkin should affect the result in
the same manner, i.e., the intensity ratios between diffe
KLL subpeaks should shift similarly. Indeed, the EDCO
follows the experimental trend: towards increasingEkin , the
KL1L1 peak loses intensity, which is transferred into t
upper part of theKLL spectrum. This can be understood
view of stronger side feeding into the 2p orbital when the
vertex of the trajectory moves closer to the first lattice lay
with increasingEkin @16#. Near this turning point, the projec
tile is very slow and the exponentially decaying SF rates
Eq. ~6! reach their maximum amplitude. The deviation in t
peak region below 350 eV between the simulated and exp
mental difference spectra may be attributed to secondary
fects such as the enhanced energy loss of the outgoing
trons with increasingEkin @30,66# ~not accounted for in our
simulation!.

The upper edge of the experimentalKL23L23 peak is situ-
ated at a higher energy than in the simulation. In order
establish such aKLL energy, all six neutralizing electron
have to be present in theL shell. This might indicate that the
SF rateGn

SF in Eq. ~6! which yields an averageL-shell popu-
lation aL54.6 at the time ofK-Auger decay for Ekin
580 eV might be slightly underestimated. TheKLM /KLC
peak can be found around 401 eV~not shown!. The simula-
tion reproduces its position and enhancement for the low
incident velocities more clearly than the experiment.

E. Auger spectra of metastable projectiles

In two recent publications@43,67#, we discussed two char
acteristic signatures of the initial 2s electron in theK-Auger
spectra of (1s2s)-metastable He-like C41, N51, and O61

~and also Ne81! incident underQ55° with Ekin513q eV on
Al ~111!. The first feature is the tinyKLVW peak on the upper
side of theKLM region, which will be the subject of Sec
IV E 1. The second feature is a low-energy shoulder of
KL1L1 peak, which will be discussed in Sec. IV E 2.

1. The KLVW peak

Guided by transition energy considerations, theKLVW
peak could be identified as an above-surface process inv

d
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ing the K vacancy, the initial 2s electron, and an occupie
atomic state~labeled ‘‘VW’ ’ !, which is resonant with the
target work functionW, preferentially in the N or O shell
This finding is consistent with the strong dependence of
KLVW rates onDn in Eq. ~2!.

In Fig. 11, we display the EDCOM simulation of the pa
tial KLVW spectrum omitting all otherK-Auger contribu-
tions. The simulation is carried out for an Al~111! and a
Si~100! surface, primarily different in their work function
W54.25 and 4.91 eV@68#, respectively. The slightly deviat
ing Fermi energies and lattice constants only have a m
impact on the simulation. Note also that the same scaling
been applied to energy and intensity axes of all three pro
tiles to illustrate the increasingKLVW peak width from C41

to O61, which coincides with the measurement@43#. This
widening from about 6 eV~C41, N51! to about 10.2 eV
(O61) can be explained by the quantum number of the
tially populated projectile shellncrit , which increases with
qnuc. This implies that electrons captured by O61 need to
descend more steps down the Auger-deexcitation ladde
the statistically preferredKLVW configuration withqnuc22
electrons in then.4 shell@43# than if they were captured b
C41. This statistical spread of contributions to theKLVW
peak translates into an energy spread which is also ampl
with increasingqnuc.

The vertical line marks the experimentally observ
KLVW peak position, which is in all cases very close to t
simulation output. We also find the suppression of theKLVW
peak in the spectra of H-like MCI’s in the EDCOM~not
shown!. In @33,43# it was demonstrated that theKLVW peak
position is widely unaffected by switching from the Al~111!
to the Si~100! target. However, theKLVW peak appeared
much stronger for C41 projectiles on Si~100! as compared to
Al ~111! complying with the EDCOM results in Fig. 11. Thi
can be understood by the greater work functionW of Si~100!
guiding RC into deeper-lying levels. Considering that t
low qnuc of C41 implies an initial population of a mean she
ncrit55.6 for Si ~compared toncrit56.0 for Al!, which is

FIG. 11. KLVW peak in the spectra of metastable, He-li
MCI’s impinging underQ55° andEkin513q eV on Al~111! and
Si~100!. The vertical line marks the experimentally observedKLVW

peak position. The occurrence and transition energy of theKLVW

peak as well as the measured enhancement for the C41/Si(100)
collision system and its broadening towards the O61 projectile are
qualitatively reproduced by the EDCOM simulation.
e

or
as
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-

to

ed

adjacent to theVW level with nW54, subsequentKLVW pro-
cesses do not have to ‘‘wait’’ long for the accumulation of
sufficient population in thenW shell. This effect disappear
as higher-lying levels are resonantly populated with incre
ing qnuc.

Proceeding from C41 to O61, the EDCOM tells us that
the KLVW line is emitted at an average ion-surface distan
moving fromR59.663.7 down to 5.562.7. This decrease is
again correlated with the shell, which is populated by t
first RC increasing fromncrit56 to 8. Therefore, the popula
tion of the statistically preferredKLVW levels with n<5
takes longer. Note that the small increase of the initial cha
q from 4 to 6 causesRcrit to grow from 21 to 25. However
the resulting prolonged above-surface interaction ti
DTcrit5DRcrit /v'.10215s21 does not compensate for th
additional steps on the relaxation, even when neglecting
increase of the image acceleration towards O61. Hence, the
width of the KLVW peak which is correlated with the frac
tion of KLVW decays fromnW54 increases towards O.

2. The KL1L 1 foothill

In a recent publication@33#, it was pointed out that a tiny
foothill on the low-energy side of theKL1L1 peak is gener-
ated afterKLVW emission but prior to plunging into the jel
lium where most of theKLL transitions occur. It was argue
that in this region SF into theL shell has already set in but i
still too slow to provide more than oneL electron. This ex-
plains the more pronounced appearance of the foothil
spectra of (1s2s)-metastable projectiles. The energy shift
this near-surfaceKL1L1 transition with respect to the mai
KL1L1 peak is caused by the induced electron cloud, wh
is more loosely packed than within the target electron g
On the other hand, the presence of the screening cloud
off KLVW emission. This is due to much fasterKLL and
KLM transitions and the fact thatVW levels are peeled off.

In Fig. 12 we distinguish betweenK-Auger emission from
the remote (R.5), close (zj11,R,5), and ‘‘subsurface’’
(R,zj11) interaction region for (1s2s)-metastable inci-
dent O61 ions. The plot confirms that the dominating cont
bution to theKLL foothill stems from the zone just above th
jellium edge atzj52.19. Note that the vertex atRmin52.4 is
above the jellium edge. Therefore, the true subsurface c
tributions to theK-Auger spectrum remain comparative
small in this grazing incidence geometry where the ‘‘subs
face’’ region is restricted to 2.4,R,3.19.

Figure 13 examines the occurrence of the foothill for t
same projectiles as in Fig. 11. Similar to theKLVW peak, the
shoulder broadens from C41 to O61 on an absolute scale
~note the differences in theE scaling in Fig. 13!. As for the
KLVW peak, this effect can be related to the increase inqnuc
because the shift in theKL1L1 transition energies~due to the
attenuated screening compared to the jellium region! is am-
plified by the effective nuclear charge. In summary, the p
posed locations and order of the emission of theKLVW peak
and theKL1L1 foothill are confirmed by the EDCOM.

V. VARIATION OF MODEL PARAMETERS

In this section we study how the outcome of our simu
tion is affected by switching off or by changing the speed
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certain interaction mechanisms for N61 ions on Al~111!. The
modeling of interaction rates has been guided by semicla
cal arguments. It has been justified by the consistent ag
ment of our simulation output with several observables fo
variety of collision systems, which are characterized byEkin
andQ as well as the projectile species and target type.

By completely disabling PO, electron loss is restricted
the less efficient RL and CP; see Figs. 2 and 3. After
projectile has been neutralized atR.14.9 ~this is the same

FIG. 12. KL1L1 foothill emission zones in the simulated spec
of metastable, He-like O61 impinging underEkin580 eV andQ
55° on Al~111!. The solid line shows the total Auger spectrum
The three following lines represent theK-Auger spectrum emitted
in the remote (R.5), close (zj11,R,5) and ‘‘subsurface’’ (R
,zj11) interaction region.

FIG. 13. KL1L1 foothill in the spectra of metastable, He-lik
MCI’s impinging underQ55° andEkin513q eV on Al~111! and
Si~100!. The occurrence of theKL1L1 shoulder in the spectra of a
three He-like projectiles as well as the measured enhancemen
its broadening towards the O61 projectile are qualitatively repro
duced by the simulation. The dotted line denotes the H-like grou
state spectrum, which is renormalized to theKL1L1 intensity of the
metastable projectiles.
si-
e-
a

o
e

value as for the full simulation!, most projectiles stay neutra
unless they are reionized by the rather slow autoioniza
cascade. Since SF near the jellium edge is linked to a n
vanishing projectile charge that induces the VB electr
cloud @cf. Eq. ~6!#, the filling of inner projectile levels is
strongly suppressed.

Thus, by disabling PO, we find that theL shell cannot be
efficiently filled, in contrast to the high degree ofL-shell
filling at the moment ofKLL decay observed in all experi
ments, e.g., in Ref.@33#. In addition, a high fraction of pro-
jectiles emerges from the target region still containing th
initial K vacancy. This leads to a renewed ionization due
the pendingKLL transition on the outgoing path. The simu
lation indeed shows that neglecting PO lets only 65.0%
the incoming ions emerge as neutrals in the asymptotic lim
The modified fraction of ionized projectiles would predi
KLL energies in disagreement with experiment. Good agr
ment of the measured and simulated high-energy spectra
final projectile charge states thus appears to require the
clusion of PO.

Deactivating CP leaves the simulation output mostly u
affected. This can be understood by its minor impact on
electron transfer with an average number of 1.3 electrons
to the continuum along the whole trajectory.

As mentioned before, SF is closely linked to PO beca
the charge content of the induced VB cloud matches
charge surplus of the projectile core@59#. By merely switch-
ing off SF, similar effects as for disabled PO can be o
served. For instance, the fraction of particles which are i
ized far after reflection increases to more than 50%. At
same time, the mean number ofL-shell electrons at the time
of KLL decay drops from 4.6 to 3.0. These changes lead
significant disagreement with measurements.

In Fig. 14, the reshaping of theKLL region following a
variation of PO and SF rates is examined. The plot on

for

-

FIG. 14. Reshaping of theKLL region due to parameter varia
tion for N61 ions colliding with an Al~111! surface underQ545°
and Ekin580 eV. In the lower left plot, the implementation of th
tabulatedXCV rates@45# is compared to the present simulation. Th
upper right plot displays theKLL regions for rescaled PO base rat
G0

PO. By either fueling PO or SF, theKL23L23 intensity is clearly
enhanced. Our choice of a unity scaling factor leads to the b
agreement with the experimental structure.



0

o
f
at

a

ri
g

y

s
rlo
te
n
e
cl
ry
ua

ci-

ri-
es,
has

m-
ur-

ur
ub-

n-

ate
en
of
tal

are
ne
ork.

al
ci-

nce
the
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lower left displays the simulation output taken from Fig. 1
It is compared to a simulation which implements theLCV
rates for the N/Al system as listed in@45# instead of the SF
rate in Eq.~6!. TheseLCV rates seem to be too slow t
account for a high degree ofL-shell population at the time o
KLL decay. The upper right part of Fig. 14 exhibits separ
program runs with the peel-off rateGn

PO given in Eq. ~6!
rescaled by factors of 0.1 and 10. A reducedGn

PO leads to a
similar effect as we have just seen for slowed down SF. F
PO enhances the intensity on the side of theKL23L23 peak.
As in the preceding paragraph, this behavior can be att
uted to the interlaced operation of PO and SF, which stron
influences the population of theL shell. Note that the signifi-
cant changes in the spectra of Fig. 14 are introduced b
small shift of the meanL population at the time ofKLL
decay of magnitudeDnL.0.5.

VI. SUMMARY AND OUTLOOK

We have presented a semiclassical model for collision
slow multiply charged ions with surfaces by Monte Ca
sampling along the entire ion trajectory. We incorpora
electron peel off, side feeding, and continuum promotion i
dynamic manner. The evaluation of projectile energy lev
has been based on atomic structure calculations. For the
sical motion of the projectile we included all relevant bina
interaction potentials between the projectile and individ
ce

ys
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e

rs

s
m

cl.
.

e

st

b-
ly

a

of

d
a
ls
as-

l

surface atoms, thereby allowing for arbitrary angles of in
dence.

Our results exhibit good agreement with various expe
mental observables for different combinations of projectil
target types, incident angles, and beam energies. This
been achievedwithoutadapting the code and the free para
eters involved to a particular collision system. The occ
rence of theKLVW peak and theKLL foothill could be ex-
plained within the framework of a quantitative approach. O
simulations confirm the main aspects of a previously p
lished interaction model@33#.

The sensitivity of our results to the particular impleme
tation of the added interaction mechanisms~SF,PO! has been
studied by disabling them or varying their rates in separ
program runs. It could be shown that the interplay betwe
peel off and side feeding plays a vital role in the relaxation
the projectile and thus for the reproduction of experimen
data. Many of the quantities which enter the simulation
known only approximately. For the future we intend to refi
the modeling of rates and energies as presented in this w
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