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Vibrational structure of the O 1 s ionization spectrum of CO2
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The dynamical localization of the O 1s core holes in the CO2 molecule is studiedab initio beyond the
linear vibronic coupling model. The vibrational structure of the O 1s x-ray photoelectron spectrum~XPS! has
been calculated employing accurate potential energy surfaces of the ground and ionized diabatic electronic
states obtained at the self-consistent field and singles and doubles configuration-interaction~SDCI! methods. A
very good agreement of the SDCI computed vibrational structure of the O 1s XPS with the respective
experimental high-resolution spectrum has been obtained. The anharmonicity of the ionic state potential-energy
surface induced mostly by the ground-state surface anharmonicity plays a crucial role in the proper description
of the vibrational line intensities. The linear model is discussed in detail. The linear model based on the
vibronic coupling constants obtained from the geometry change in the ionized state relative to the ground-state
reference configuration has been shown to contain a hidden renormalization of the coupling constants. This
improves the agreement of the calculated intensities of the vibrational lines in the spectrum with the experi-
ment, compared to the case of the strict linear model. The limitations of this renormalized linear model are
discussed. Electron relaxation and correlation considerably affect the vibrational line intensities. The popular
equivalent core approximation is tested for CO2. The calculation of the O 1s XPS performed at the SDCI
level with and without this approximation is shown to provide almost identical results on the vibrational
intensities.@S1050-2947~99!00309-1#

PACS number~s!: 31.15.Ar, 33.20.Tp, 33.60.Fy, 33.70.2w
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I. INTRODUCTION

Core ionization of molecules is usually accompanied
vibrational excitations that form an inherent fine structure
the electronic spectral lines. In most cases the intensity
tribution within the vibrational progression can be describ
by the well-known Born-Oppenheimer~BO! adiabatic and
Franck-Condon approximations. The feasibility of the ad
batic approximation is based on the fact that the energy g
between electronic states are usually large compared to
cal vibrational spacings. When the electronic states
closely placed they can be coupled via the nuclear mo
and one should go beyond the adiabatic approximation
describe the spectral band shape. Nonadiabatic effects
significantly change the spectral band shape compared to
intensity distribution, which describes the case of no
coupled electronic states@1#.

Molecules with several equivalent atoms are ideal obje
for studying nonadiabatic effects. Indeed, the ionization~ex-
citation! of core electrons of equivalent atoms in the m
ecule gives rise to a manifold of nearly degenerate electro
states that can interact vibronically via nontotally symme
vibrational modes. Depending on the strength of the vibro
interaction and energy separation between the electr
states a symmetry breaking can occur that results in local
core holes. In this case intense structures appear in the s
trum due to the strong excitation of the nontotally symme
modes. This phenomenon, dynamical localization of c
holes in symmetrical molecules, has been predicted abou
years ago@2#. As an example the authors of Ref.@2# calcu-
lated the vibrational structure of the O 1s line in the x-ray
PRA 601050-2947/99/60~3!/1988~14!/$15.00
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photoelectron spectrum~XPS! of the CO2 molecule. The cal-
culation predicted a strong excitation of the nontotally sy
metric stretching mode and a relatively weak excitation
the symmetric stretching mode. The linear coupling mo
@3# was used in this calculation. The vibronic coupling co
stants were obtained from self-consistent field~SCF! calcu-
lations on the neutral CO2 molecule with the use of the fro
zen orbital approximation~FOA!. Thus, this calculation did
not include reorganization effects due to the relaxation of
electronic subsystem in the presence of a hole in the Os
level of the molecule. The results ofab initio calculations of
the vibrational structure of the O 1s XPS of CO2 were re-
ported also in Ref.@4#. The authors of this work used SC
direct core-hole calculations to obtain the equilibrium geo
etry and second-order force constants for the core-ioni
states and, therefore, their consideration included some f
tion of the reorganization effects. The results for the exc
tion of the nontotally symmetric stretching mode presen
in this paper and those reported in Ref.@2# are very similar to
each other. The excitation of the symmetric stretching mo
which was found weak in Ref.@2#, has been completely ne
glected in Ref.@4#.

In the last decade great progress in the field of hig
resolution core-level spectroscopy has been made tha
lowed us to experimentally detect the phenomenon of
namical core-hole localization in symmetrical molecule
Excitations of nontotally symmetric stretching modes ha
been observed in the core absorption spectra of C6H6 @5#,
C2H4 @5–7#, and in the core ionization spectrum of CO2 @8#.
Although the experiments unambiguously strengthen the
oretical prediction of the phenomenon of dynamical co
1988 ©1999 The American Physical Society
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PRA 60 1989VIBRATIONAL STRUCTURE OF THE O 1s . . .
hole localization, the quantitative agreement between
computed vibrational structure of the O 1s line in the XPS
of the molecule and that of the high-resolution experimen
spectrum@8# is not good. Recently, results ofab initio cal-
culations of the vibrational structure of the O 1s XPS of
CO2 have been reported@9#. A reasonable agreement wit
the experimental spectrum has been obtained. To incorpo
the effects of electron reorganization in the calculations
authors of Ref.@9# used the equivalent core~or the Z11
model! approximation~ECA!. Specifically, the O 1s ionized
state of the CO2 molecule was approximated by the grou
state~GS! of the FCO1 cation. Another approximation use
in this paper was a linear-coupling model similar, but n
fully equivalent to that used in Ref.@2#. The linear-coupling
constants used in Ref.@2# were essentially the first deriva
tives of the total energy of the core-ionized molecule taken
the equilibrium geometry of the reference GS of the neu
molecule with respect to the normal coordinates. The auth
of Ref. @9#, on the other hand, extracted the coupling co
stants from the changes of the C-O interatomic distance
the core-ionized state relative to those of the neutral gro
stateassumingthat the changes are well described by t
linear-coupling model. Interestingly, although the authors
Ref. @4# calculated the coupling constants also from the
ometry changes, their results on the excitation of the non
tally symmetric stretching mode are not similar to those
ported in Ref.@9# but instead are close to the results of R
@2#. The equilibrium geometry of the ionized state has, ho
ever, been obtained in Refs.@4,9# with the use of different
procedures. An unconstrained geometry optimization pro
dure was used in Ref.@9#, whereas in Ref.@4# the equilibrium
geometry for the ionized state was estimated from a q
dratic fit to the potential-energy surface along the nontota
symmetric stretching mode. We thus conclude that the
ference between the results obtained in Refs.@4,9# is due to a
considerableanharmonicityof the potential-energy surfac
of the core-ionized state.

There is another factor not accounted for in the line
coupling model that can affect results computed on the e
tation of vibrational modes in ionized~excited! states. The
normal coordinates can be different in the ground and i
ized ~excited! states. This implies that the vibrational pro
lem for the ionized~excited! state cannot be considered sep
rately for each vibrational mode. For a nondissociat
ionized state the normal coordinates can be expresse
terms of linear combinations of the GS ones. In the Ham
tonian for the nuclear motion in the ionized state this cha
of normal coordinates is entirely described by the prese
of bilinear and quadratic terms in the GS normal coordina
Furthermore, as indicated above, higher-order terms mus
included due to anharmonicity in cases where the ground
ionized ~excited! state potential-energy surfaces cannot
approximated by second-order polynomials.

Except for the possible relevance of second- or e
higher-order coupling terms mentioned above, the ques
of the coupling constants used deserves attention. Impo
factors are the relaxation and the change of electron corr
tion in the electronic subsystem of the molecule due to
presence of a core-hole. Relaxation is taken into accoun
SCF calculations of core-hole states, but to make the tr
ment highly accurate one should certainly use a many-b
e
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approach to incorporate in the calculation also electron c
relation. Many-body calculations of the ground and ioniz
states of the CO2 molecule have been performed in Ref.@9#
at the level of the second-order Mo” ller-Plesset perturbation
theory~MP2!. Comparing the SCF, MP2, and the experime
tal results reported in Ref.@9# one can see that the agreeme
between the spectrum calculated at the MP2 level and
experimental one is noticeably worse than in case of the S
spectrum. It is unclear whether this fact should be rela
solely to the use of the equivalent core approximation,
whether the MP2 calculations are not good enough in
particular case.

Summarizing, there are several important questions to
answered:~i! Is the linear vibronic coupling model a prope
approximation for the description of the vibrational structu
of the O 1s XPS of CO2?, ~ii ! Is the equivalent core ap
proximation very accurate for the calculation of the spe
trum?, and~iii ! How does electron correlation affect the in
tensity distribution in the vibrational progressions of t
spectrum? The answers to these questions concerning
particular case of the O 1s ionization of CO2 are expected
to be of general importance for the problem of the vib
tional structure of core-level spectra.

In the present paper we report on the results ofab-initio
calculations of the vibrational structure of the O 1s XPS of
the CO2 molecule. The main emphasis is put on a detai
analysis of all relevant factors potentially important for
proper description of the vibronic coupling effects in th
O 1s core-hole spectrum of the CO2 molecule. Another rea-
son, which stimulated us to write this paper, was a neces
to bring some additional clarity into the problem of dynam
cal localization of core holes in highly symmetrical mo
ecules, which is sometimes misunderstood. Our calculat
are not restricted by the use of the linear vibronic coupl
model. We solve the two-state two-mode vibronic coupli
problem for the O 1s ioniziation of CO2 using accurate
potential-energy surfaces for the ground and ionized state
the CO2 molecule calculated at the SCF and configuratio
interaction ~CI! levels. The use of the equivalent core a
proximation is discussed, too.

II. THEORETICAL APPROACH

A. Multimode multistate nuclear dynamics

In the vicinity of avoided crossings of potential-energ
surfaces the adiabatic electronic states, which are the ei
vectors of the Schro¨dinger equation with fixed nucleis, un
dergo very fast changes with the nuclear coordinates. Th
fore, in the basis of the adiabatic electronic states,
nonadiabatic operators which, are essentially the matrix
ments of the nuclear kinetic-energy operator, also unde
fast changes. This complicates considerably the solution
the Schro¨dinger equation for the electron-nuclear proble
To overcome these complications the adiabatic electro
states are replaced by smooth and slowly varying functi
of the nuclear coordinates that correspond to potent
energy surfaces, which may cross at the avoided crossing
the adiabatic ones. These new electronic states that ca
introduced by an orthogonal transformation of the adiaba
states are calleddiabatic states@1,10#. Thus, in the diabatic
basis the vibronic coupling is introduced via the potent
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1990 PRA 60N. V. DOBRODEY, H. KÖPPEL, AND L. S. CEDERBAUM
energy rather than via the nuclear kinetic energy. In the b
of vibronically interacting diabatic states the matrix Ham
tonian is given by

H5TNI1W~QW !, ~1!

where TN is the nuclear kinetic-energy operator,I is the

unity matrix, andW(QW ) is the potential matrix with matrix
elements defined as follows:

Wnm~QW !5E drFn* ~rW,QW !HelFm~rW,QW !, ~2!

whereQW is the vector of nuclear coordinates,Fn(rW,QW ) are
the diabatic electronic states, andHel is the electronic Hamil-
tonian.

Assuming that the matrix elementsWnm are slowly vary-
ing functions of nuclear coordinates we can expandW
2V0I in Taylor series about a reference nuclear configu
tion Q0. In the case of ionization~excitation! it is natural to
choose the reference configuration to be the GS equilibr

geometry andV0(QW ) to be the potential-energy surface
the ground state. Expanding aboutQ0 we obtain for the ma-
trix elements of Hamiltonian~1!,

Hnn5TN1V0~QW !1En1(
s

ks
(n)Qs1(

ss8
kss8

(n)QsQs81•••,

Hnn85(
s

ls
(nn8)Qs1(

ss8
lss8

(nn8)QsQs81•••, ~3!

where we assumed for simplicity the diabatic electro
statesfn andfn8 to be of different spatial symmetry.En are
the vertical ionization~excitation! energies for the electroni
states. The following symmetry-selection rules hold for t
active vibrational modes entering the terms in Eq.~3! @1#:

ks
(n)Þ0; ls

(nn8)Þ0: Gn3Gs3Gn8.GA ,

kss8
(n)Þ0; lss8

(nn8)Þ0: Gn3Gs3Gs83Gn8.GA , ~4!

A

GA is the totally symmetric representation of the symme
point group of the molecule andGn and Gs are irreducible
representations associated with the electronic states and
mal vibrational modes, respectively. To apply Eq.~4! to the
ks

(n) , kss8
(n) , . . . , onemust setn5n8.

The quantitiesk andl are defined as follows:
is

-

m

c

e

y

or-

ks
(n)5 K nU ]Hel

]Qs
UnL

Q0

,

kss8
(n)

5
1

2! K nU ]2Hel

]Qs]Qs8
UnL

Q0

,

A
~5!

ls
nn85 K n8U ]Hel

]Qs
UnL

Q0

,

lss8
nn85

1

2! K n8U ]2Hel

]Qs]Qs8
UnL

Q0

,

A

Usually, only the first-order Taylor expansion is used~the
linear vibronic coupling model! and the linear coupling con

stants ks
(n) and ls

(nn8) are called intrastate and intersta
electron-vibrational coupling constants, respectively. Ob
ously, the general meaning of the coupling constants is k
also in the case of higher-order Taylor expansions. From
definition of the coupling constants it is clear that the in
astate coupling constants are just the derivatives of the
abatic potential-energy surfaces associated with the e
tronic states taken atQ0 with respect to the norma
vibrational modes allowed by the symmetry-selection rul
If the vibronically coupled electronic states are of differe
symmetry, different modes appear in the linear-coupl
model in the diagonal and nondiagonal elements ofH. In this
case the derivatives of the diabatic and adiabatic poten
surfaces with respect to totally symmetric coordinates
identical. The determination of the interstate coupling co
stants is more tedious. The interstate coupling constants
termine the repulsion of the adiabatic potential-energy s
facesVn(Q) andVn8(Q) in the vicinity of Q0. In the linear-

coupling approach thels
(nn8) constants are deduced from

comparison of the repulsion of theab initio computed adia-
batic surfaces along the coordinateQs with the repulsion of
the surfaces obtained from the approximate Hamiltonian~3!
~keeping only linear-coupling terms! @1#.

When studying core ionization~excitation! of molecules
with several equivalent atoms it is very useful to pass ove
localized diabatic electronic states. In the case of the Os
ionization of CO2 we arrive at the localized representation
the Hamiltonian~3! using the following unitary transforma
tion:

H(L)5U†HU, U5
1

A2
S 1 1

1 21D . ~6!
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The matrix elements of the transformed HamiltonianH(L)

are defined as follows:

H 11
(L)5TN1V0~QW !1E01(

s
ksQs1(

ss8
kss8QsQs81•••

1(
s

lsQs1(
ss8

lss8QsQs81•••,

H 22
(L)5TN1V0~QW !1E01(

s
ksQs1(

ss8
kss8QsQs81•••

2(
s

lsQs2(
ss8

lss8QsQs81•••, ~7!

H 12
(L)5H 21

(L)5D01(
s

dksQs1(
ss8

dkss8QsQs81•••,

where we use the following notation:

E05
~Eg1Eu!

2
,

D05
~Eg2Eu!

2
,

ks5
~ks

(g)1ks
(u)!

2
,

kss85
~kss8

(g)
1kss8

(u)
!

2
,

A ~8!

dks5
~ks

(g)2ks
(u)!

2
,

dkss85
~kss8

(g)
2kss8

(u)
!

2
,

A

Here the indicesg andu are related to theSg andSu O 1s
ionized states of the CO2 molecule, which hasD`h symme-
try in its ground state. To a very good approximation t
off-diagonal elements of Hamiltonian~7! can be neglected in
our case. Indeed, at the SCF levelD050.0012 eV and the
dk constants are also very small. Thus, Hamiltonian~7! be-
comes diagonal and the vibrational motion can be conside
on the potential-energy surfaces of thelocalized core-hole
statesseparately. This finding is nothing but the dynamica
core-hole localization predicted in Ref.@2#.

It should be mentioned that if the two atoms equivalent
symmetry are adjacent and strongly bonded, the energy
D0 is non-negligible and the interactionH 12

(L) between the
two localized states cannot be neglected. Prominent
amples are C2H2 @11# and N2 @12# where the atoms in ques
ed

y
lit

x-

tion are triply bonded. In such cases the picture of localiz
core states does not hold. The energy split can be observ
experiment@11#.

Using the concept of dynamical core-hole localization,
can also calculate the vibrational structure of the O 1s XPS
of CO2 taking into account anharmonicity both in the grou
and ionized states. This just amounts to retaining also hig
order terms in Hamiltonian~7!. Indeed, as far as our tas
now is the computation of the vibrational motion along t
potential surface of the localized core-hole states, we
force the core hole to be localized in theab initio calcula-
tions and, therefore, obtain the needed diabatic poten
energy surfaces. Solving the anharmonic oscillators prob
for the ground and ionized states we obtain the vibratio
frequencies and overlaps between the vibrational wave fu
tions and thus the vibrational structure of the spectrum.

B. The linear vibronic coupling model:
spectrum and coupling constants

In the linear vibronic coupling model it is assumed th
terms other than linear in Hamiltonian~3! are negligible and
the GS potential-energy surface is harmonic. In the cas
CO2 this approximation allows for an analytical solution
the vibronic coupling problem@2#. Indeed, in this approxi-
mation Hamiltonian~7! is just the Hamiltonian of a set o
shifted harmonic oscillators and, consequently, the spec
intensity is given by the product of the Poisson distributio
associated with each vibrational mode@2#

Pi~E!52utu2(
n50

` f i
n

n!
e2 f id~E2E01 f iv i2nv i !, ~9!

wheret is the photoionization amplitude of the O 1s core
state,f i5k2/2v i

2 for the totally symmetric stretching mode
and f i5l2/2v i

2 for the nontotally symmetric stretchin
mode, respectively, andv i are the frequencies of the vibra
tional modes for the ground electronic state. Then, the p
tion of the minimum of the potential-energy surface of t
ionized state relative to that of the GS is given by the f
lowing evident equations:

DQg52
k

vg
, DQu56

l

vu
. ~10!

Qi are the dimensionless normal coordinates,Qi

5Av im iRi , where m i are the respective reduced mass
Ri5(Dr 16Dr 2)/A2, andDr 1,2 denote the displacements o
the oxygen atoms relative to their equilibrium positions.
should be noted that the bending mode is not of releva
here, as far as in the first order the degenerate bending m
(p symmetry! does not contribute to the vibronic coupling o
the Sg and Su O 1s ionized electronic states due to th
symmetry selection rules@Eq. ~4!#. From Eq.~10! one can
see that the parametersf i of the Poisson distributions in Eq
~9! are directly related to the change of the equilibrium g
ometry of the ionized state relative to that of the ground st

f i5
1
2 ~DQi !

2. ~11!

Thus, in the linear vibronic coupling approximation on
can obtain the coupling constants for the calculation of



rs

o
an

ro
um
s

ch
e

x
t

d
-

to

b
d
r
o

e
io
n

io

s
th

h
t

n

n
-
th
io
r e

ic

th
r

n
set

l-
SCF
nto
the

ion

per-
ce-
dure
der
nts.
per-

us
al-

ac-
od
er-

e
the
Z

he
la-

ole

-
n-
the
ess
nal
al

ra-
xci-

of
be-
ves

the

of
no-
lso

1992 PRA 60N. V. DOBRODEY, H. KÖPPEL, AND L. S. CEDERBAUM
vibrational structure of the spectrum in two ways. The fi
way is to use the definition of the coupling constants@Eq.
~5!#. The second way is to find the equilibrium geometry
the ionized state and then to calculate the coupling const
with the use of Eq.~10!. If the ground- and ionic-state
potential-energy surfaces can be described to a good app
mation by the harmonic potential around the GS equilibri
geometry, these two approaches are equivalent. Obviou
in cases of strongly anharmonic surfaces the two approa
are no longer equivalent and, moreover, do not lead to r
able results.

C. The anharmonic coupled oscillators’ calculations

We now proceed to solve the Hamiltonian~7! including
also higher-order terms inQs , which represents the problem
of two coupled anharmonic oscillators. To this end we e
pand the eigenfunctionsu i & of the Hamiltonian in the direc
product harmonic oscillator basisung&unu&,

u i &5 (
ng ,nu

Cngnu

i ung&unu&, ~12!

whereng , nu denote the vibrational quanta for the ‘‘g’’ an
‘‘u’’ modes, respectively, andCngnu

i are the expansion coef

ficients to be found numerically. An efficient method
solve Hamiltonian~7! has been reported in Ref.@13#. The
representation of the Hamiltonian used there is nothing
the well-known discrete variable representation discusse
detail in Refs.@14,15#. Diagonalizing the resulting secula
matrix we get the vibrational energies and the coefficients
the expansion@Eq. ~12!#.

The vibrational line intensity in the XPS is given by th
squared overlap between the initial vibrational wave funct
of the ground electronic state and the respective vibratio
wave functions of the ionized state

I o˜ i5 (
ng ,nu

uCngnu

i C̃ngnu

0 u2, ~13!

whereC̃ngnu

0 are the respective coefficients in the expans

of the initial vibrational wave function~usually GS! in the
same set of product harmonic oscillators as in Eq~12!. For
the practical calculations the following sequence of step
performed. At the first step the eigenvalue problem for

normal coordinate operatorQ̂k is solved separately for eac
vibrational mode. Then the matrix with the matrix elemen
Hkl defined on the gridn3m is diagonalized. The dimensio
of the matrixn3m is defined by the numbersn andm of the
harmonic basis functions used for the totally symmetric a
nontotally symmetric stretching modes ‘‘g’’ and ‘‘u,’’ re
spectively. The diagonalization of these matrices for
ground and ionized states yields the vibrational excitat
energies and the respective eigenvectors defined by thei

pansion coefficientsC̃ngnu

0 and Cngnu

i , respectively. The in-

tensities are calculated using Eq.~13! with the coefficients

C̃ngnu

0 of the lowest energy vibrational level of the electron

ground state. In our calculations we restricted the size of
expansion Eq.~12! by taking up to 20 vibrational quanta fo
t
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each of the ‘‘g’’ and ‘‘u’’ modes. This allowed us to obtai
results, which have converged with respect to the basis
size.

III. DETAILS OF THE ELECTRONIC STRUCTURE
CALCULATIONS

To investigate the vibronic coupling of the O 1s ionized
states of the linear CO2 molecule we calculated the potentia
energy surfaces for the ground and ionized states at the
and CI levels. Only the stretching modes were taken i
account keeping the O-C-O angle equal to 180°. For
caclulations of the ground and O 1s core-hole states the
correlation consistent valence triple zeta set with polarizat
functions ~cc-pVTZ! basis set@16# was used. To map the
potential-energy surfaces the calculations have been
formed on a grid of 41 points in the space of linear displa
ments of the two oxygen atoms. The least-squares proce
was used to fit the potential-energy surfaces with 4th-or
polynomials with respect to the oxygen atoms displaceme
SCF and single-reference CI calculations have been
formed using theGAMESS-UK code @17#. The configuration
space for the CI calculations of the GS and O 1s ionized
states comprised all single and double excitations~SDCI!
with respect to the reference SCF GS, and O 1s core-hole
configurations, respectively. This schemea priori gives rise
to localized O 1s core-holes and, consequently, allowed
to obtain the diabatic single-minimum surfaces for the loc
ized electronic states instead of the known~one double-
minimum and one single-minimum! adiabatic surfaces@1,2#
we would get using a symmetry-adapted basis set. To
count for the lacking size consistency of the SDCI meth
the Davidson correction was added to the SDCI total en
gies.

The calculations of the O 1s core-hole states using th
equivalent core approximation have been performed on
OCF1 cation at the SCF and SDCI levels. The cc-pVT
basis set@16# for the O, C, and F atoms was used. T
potential-energy surface obtained from these ECA calcu
tions has been fitted similarly to that of the direct core-h
calculations on the CO2 molecule.

IV. RESULTS

A. The GS potential-energy surface

As discussed in Sec. III theab initio computed potential-
energy surface of the GS of CO2 is represented by a 4th
order polynomial expansion. The coefficients of this expa
sion in terms of the dimensionless normal coordinates for
two stretching modes are listed in Table I. The dimensionl
normal coordinates were constructed using the vibratio
frequencies obtained from the solution of the vibration
Hamiltonian with the respective potential energy. The vib
tional frequencies used were the energies of the lowest e
tations of the respective modes. The SCF values of thevg
and vu frequencies are found to be within 11% and 7%
the experimental values, respectively. The agreement
tween the theoretical and experimental frequencies impro
considerably when accounting for electron correlation in
calculation of the potential surface. The frequenciesvg and
vu obtained at the SDCI level are within only 4% and 2%
the experimental values. As seen from Table I the poly
mial expansion coefficients at the level of SDCI are a
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closer to those experimentally derived than the respec
values obtained at the SCF level. The GS potential-ene
surface calculated using the SDCI method is of accepta
quality to be used in the calculation of the vibrational stru
ture of the O 1s XPS of CO2. It should be noted, however
that the shapes of all the three surfaces are very simila
each other as seen from the contour plots depicted in Fig
There is one feature of the GS surface that should be em
sized. This is the large value of theaguu coefficient of the
third-orderQgQu

2 term implying that the surface is appreci
bly anharmonic. We shall see below that this anharmonic
reflects itself also in the final electronic states of the ioni
tion process and thus makes questionable the use of the
ear coupling model~Sec. II B! in the present case, at least
an accurate description of the XPS spectrum is needed.

TABLE I. The coefficients of the 4th-order polynomial expa
sion of the ground electronic-state potential-energy surface of
CO2 molecule and the frequenciesvg and vu of the totally sym-
metric (g)4 and nontotally symmetric~u! vibrational stretching
modes calculated at the SCF and SDCI levels. The expansion
terms of the dimensionless normal coordinates constructed u
the vibrational frequences listed in the table~for details see text!.
All quantities are in eV.

SCF SDCI Experimenta

vg 0.1850 0.1732 0.1658
vu 0.3132 0.3011 0.2937
agg 0.094706 0.088278 0.084967
aggg 20.005514 20.005679 20.005779
agggg 0.000118 0.000244 0.000186
auu 0.161377 0.154553 0.150253
aguu 20.034265 20.032557 20.031431
agguu 0.002145 0.002659 0.002477
auuuu 0.000784 0.000864 0.001043

aReference@18#.

FIG. 1. Contour plots of the GS potential-energy surface of
CO2 molecule computed by different methods. The solid line re
resents the contour plots of the GS obtained by the SDCI met
The dashed-dotted line represents the contour plots obtained b
SCF method. The dashed line represents the experimentally de
GS potential-energy surface@18#. The contours are taken at th
same equally spaced values of the potential energy for all the
faces. All the potential-energy surfaces are represented in their
dimensionless normal coordinatesQg andQu .
e
y
le
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-
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B. The potential-energy surfaces of the localized ionic states

The coefficients of the 4th-order polynomial expansi
for the potential-energy surfaces of the O 1s ionized states
of CO2, computed at the SCF and SDCI levels, are listed
Table II. The center of expansion is the GS reference nuc
geometry. From this table one can see that the coefficienau
of the linear termQu is rather large for both the SCF an
SDCI surfaces indicating a strong excitation of the ‘‘u
mode in the O 1s XPS. In contrast, the coefficientag of the
Qg term is quite small and, consequently, the excitation
the ‘‘g’’ mode is expected to be rather weak. It is wor
noting that the coefficientsaggg , agggg, aguu , agguu, and
auuuu of the respective anharmonic terms in the expansion
the ionic surface are very similar to those of the GS surfa
This applies to the results obtained by both the SCF
SDCI calculations. The GS anharmonicity reflects itself
the ionic states underlying the relevance of the expans
used to describe Hamiltonians~3! and ~7!.

It is interesting to analyze how much of the shape of
ionic surface is determined from that of GS after shifting t
reference geometry to coincide with the minimum of an ion
surface. To test this possibility we reexpanded this shif
GS surface about the position of the original minimu
Since one potential surface of the ion can be obtained fr
the other one byQu˜2Qu it generally suffices to discus
one of these surfaces only. The polynomial coefficients
the ‘‘ionic’’ surface simulated in this way are also listed
Table II. One can see that the coefficients of the linear te
of the simulated surfaces are considerably different fr
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TABLE II. The coefficients of the 4th-order polynomial expan
sion of the localized O 1s ionized electronic-state potential-energ
surfaces of the CO2 molecule and the frequenciesvg andvu of the
totally symmetric ~g! and nontotally symmetric~u! vibrational
stretching modes computed from this expansion. Shown are
SCF and SDCI results. The expansion is in terms of the dimens
less normal coordinates of the respective GS. The columns i
cated by the ‘‘*’’ have been obtained by a reexpansion of GS d
from Table I~see text!. All quantities are in eV. Since one potentia
energy surface of the ion can be obtained from the other one
Qu˜2Qu , we present here only one of them.

SCF SDCI SCF* SDCI*

vg 0.1772 0.1655 0.1850 0.1732
vu 0.3408 0.3187 0.3132 0.3011
ag 0.060632 0.030602 20.023578 20.031746
au 0.425084 0.352282 0.379297 0.33218
agg 0.090651 0.084565 0.095619 0.09080
agu 20.010846 20.011607 20.080313 20.069184
auu 0.170282 0.161686 0.163650 0.15950
aggg 20.005738 20.005708 20.005453 20.005650
aggu 20.000150 0.000020 0.005110 0.00567
aguu 20.034561 20.033204 20.033709 20.032400
auuu 20.001115 20.000309 0.003735 0.003689
agggg 0.000178 0.000198 0.000118 0.00024
agggu 20.000061 20.000033 0.0 0.0
agguu 0.002226 0.002565 0.002145 0.00265
aguuu 20.000076 20.000018 0.0 0.0
auuuu 0.000787 0.000868 0.000784 0.00086
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those of the actual ionic surface. Moreover, the magnitud
the agu coefficient of the bilinear term in the expansion
the simulated surfaces is comparable with that of the q
dratic terms and is about seven times larger than the co
sponding term in the expansion of the actual surface. In s
of this large bilinear term the simulated ionic surface has
same shape and orientation in the space of the GS no
coordinates as the GS surface. This is a consequence o
underlying GS anharmonicity, particularly of the large co
tribution of the QgQu

2 term in the surface expansions~see
Tables I and II!. The contour plots of the actual ionic su
faces show that their orientation is rotated relative to tha
the GS~Figs. 2 and 3!. The analysis of the various contribu
tions in the ionic surface expansion reveals that this rota
is almost entirely due to the presence of the rather la
anharmonicQgQu

2 term ~which is very similar in the GS and
ionic surfaces; see Tables I and II!. Obviously, any strict
harmonic analysis can be very misleading in the present

FIG. 2. Contour plots of the O 1s ionized state of the CO2
molecule obtained by the SCF method~solid line!. The simulated
ionic-state potential-energy surface depicted by the dashed line
been obtained reexpanding the ground-state surface around
minimum position of the actual ionic surface. The contours
taken at equally spaced values of the potential energy starting
the value at the minimum of the surfaces.

FIG. 3. Contour plots of the O 1s ionized state of the CO2
molecule obtained by the SDCI method~solid line!. The simulated
ionic-state potential-energy surface depicted by the dashed line
been obtained re-expanding the ground-state surface around
minimum position of the actual ionic surface. The contours
taken at equally spaced values of the potential energy starting
the value at the minimum of the surfaces.
of
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ample. The O 1s ionic surface of CO2 can hardly be de-
scribed within the linear model in terms of normal coord
nates obtained from the GS ones by a linear transformat
as it has been done in Ref.@9#.

Summarizing all the above findings we conclude tha
reliable analysis of the vibrational structure of the O 1s XPS
of CO2 should necessarily be based on an approach, wh
goes beyond the simple harmonic approximation.

C. The energies and intensities of the vibrational lines
in the O 1s XPS of CO2

The Schro¨dinger equation for the coupled anharmonic o
cillators determined in the preceeding subsections has b
solved as described in Sec. II C. The results of our numer
calculations on the energies and intensities of the vibratio
lines in the O 1s XPS of CO2 are collected in Table III, and
a comparison with the experimental data is shown in Fig
The theoretical bandshapes in this figure have been obta
by convoluting the individual vibrational lines with the ex
perimental line profile, which includes the lifetime broade
ing, the post collisional interaction effects, and the spectro
eter specific profile@19#.

The agreement between the experiment@19# and the the-
oretical spectrum computed using the SDCI GS and Os
ionic surfaces is very good~Fig. 4!. The intensity ratios
I (00)˜(10) /I (00)˜(00) and (I (00)˜(01)1I (00)˜(20)* )/I (00)˜(00)
hereafter denoted asf g and f u are 0.010 and 0.576, respe
tively. Here (00)̃ (00), (00)̃ (10), and (00)̃ (01) de-
note the vibrational transitions from the lowest vibration
level of the ground electronic state to the lowest and fi
excited vibrational levels of the ionic electronic state. T
vibrational states are specified by the number of vibratio
quanta associated with each vibrational mode (gu). From
Table III one can see that except for the (1,0) state, hig
excitations associated with the ‘‘g’’ mode appear in the sp
trum energetically very close to the excitations of the ‘‘u
mode. This accidental near degeneracy~the Fermi resonance!
leads to the fact that the components of such pairs sh
intensity due to mixed terms in the expansion of the poten
surface. The components of the pairs are not resolved in
experimental spectrum. This is why in the above definiti
of f u we used the sum of the intensities of the (0,1) a
(2,0)* vibrational lines. The star indicates that excitations
the other symmetry~in terms of the product basis wave fun
tions! are strongly admixed to the state.

The above intensity sharing is especially pronounced
the vibrational spectrum computed using the equivalent c
approximation~Table III!. The two nearly degenerate com
ponents (0,1)* and (2,0)* of the resonance pair in the spe
tra obtained at the ECA SCF and ECA SDCI levels ha
comparable intensities. This is due to anharmonic cr
terms in the expansion of the potential surface of OCF1,
which are markedly larger than those of the O 1s ionic sur-
face of CO2. It is reasonable to definef u in this case also
using the sum of the intensities of these two vibrational co
ponents.

The experimentally estimated upper limit forf g is 0.02
@8#. The theoretical energy of the (00)̃(01) vibrational
transition is 0.3187 eV and is in a good agreement with
respective experimental value of 0.307 (60.003) eV @8#.
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TABLE III. The energies (Ei), intensities (I i), and assignments of the vibrational lines in the O 1s XPS of CO2. Listed are the results
of the numerical calculations on the coupled quartic anharmonic oscillators, performed for the potential surfaces obtained by
methods. The star indicates that there is a considerable admixture of excitations of the other vibrational symmetry~in terms of the product
basis states! in the state.

SCF SDCI ECA SCF ECA SDCI
State Ei I i State Ei I i State Ei I i State Ei I i

~0,0! 0.0 0.4636 ~0.0! 0.0 0.5500 ~0,0! 0.0 0.5099 ~0,0! 0.0 0.5541
~1,0! 0.1772 0.0019 ~1,0! 0.1656 0.0060 ~1,0! 0.1835 0.0127 ~1,0! 0.1624 0.0041
~0,1! 0.3408 0.3188 ~0,1! 0.3187 0.2955 (0,1)* 0.3597 0.1760 (2,0)* 0.3216 0.0936
(2,0)* 0.3548 0.0315 (2,0)* 0.3315 0.0214 (2,0)* 0.3699 0.1365 (0,1)* 0.3301 0.2224
~1,1! 0.5147 0.0048 ~1,1! 0.4819 0.0086 ~1,1! 0.5380 0.0069 (3,0)* 0.4802 0.0031
(3,0)* 0.5325 0.0010 (3,0)* 0.4973 0.0013 (3,0)* 0.5549 0.0073 ~1,1! 0.4937 0.0049
~0,2! 0.6784 0.1033 ~0,2! 0.6346 0.0763 ~2,1! 0.7131 0.0149 (4,0)* 0.6376 0.0042
~2,1! 0.6901 0.0263 ~2,1! 0.6459 0.0127 ~0,2! 0.7246 0.0785 (0,2)* 0.6506 0.0596
(4,0)* 0.7099 0.0014 (4,0)* 0.6628 0.0007 (4,0)* 0.7402 0.0133 ~2,1! 0.6593 0.0267
~1,2! 0.8496 0.0032 ~1,2! 0.7959 0.0043 ~1,2! 0.8877 0.0014 ~3,1! 0.8099 0.0029
~3,1! 0.8656 0.0014 ~3,1! 0.8100 0.0013 ~3,1! 0.9052 0.0050 ~1,2! 0.8238 0.0014
(0,3)* 1.0131 0.0210 4(0,3)* 0.9480 0.0129 (0,3)* 1.0765 0.0133 ~2,2! 0.9666 0.0035
~2,2! 1.0232 0.0101 ~2,2! 0.9585 0.0034 ~2,2! 1.0885 0.0108 (0,3)* 0.9764 0.0121
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The spectrum computed using the SCF ground and io
surfaces agrees considerably worse with the experiment
that obtained from the SDCI calculations~Fig. 4!. The SCF
values for f g and f u are 0.004 and 0.755, respectively. T
energy of the first vibrational line associated with the ex
tation of the ‘‘u’’ mode in the case of the SCF calculation
0.3408 eV which clearly deviates from the experimen
value (0.30760.003 eV). Thus, the effect of electron corr
lation taken into account in the SDCI calculations of t
potential-energy surfaces is to weaken the excitation of
‘‘u’’ mode in the O 1s XPS of CO2. Interestingly, the value
of f g is larger in the case of SDCI than in that of the SC
spectrum.

We are now in a position to analyze the influence
different terms in the expansion of the diabatic potent
energy surfaces on the intensities of the vibrational lin
in the spectrum. Thef g and f u values calculated numericall
ic
an

-

l

e

f
-
s

for various numbers of terms in the polynomial expans
of the GS and ionic surfaces are listed in Table IV. Fro
this table one can see that thef u values gradually increas
when going from the complete 4th-order expansion to
harmonic case. An interesting feature is observed for
‘‘g’’ mode: the bilinear termQgQu taken into account sig-
nificantly increases thef g value~0.1053 for SCF and 0.0442
for SDCI! compared to the case where only quadratic ter
Qg

2 and Qu
2 are included~0.0565 for SCF and 0.0165 fo

SDCI!. Here we should note that the number of terms in
GS and ionic state surfaces’ expansions were chan
consistently.

From Table IV it is seen that the anharmonicQgQu
2 term

essentially compensates for the strong enhancement o
‘‘g’’ mode excitation induced by the bilinear term. In con
trast to the ‘‘g’’ mode thef u value does not change drama
cally with the change of the number of terms in the expa
t
ec-
f
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FIG. 4. Theoretical band shapes of the O 1s
XPS of the CO2 molecule obtained by differen
methods in comparison to the experimental sp
trum @19#. The solid line represents the result o
the SDCI calculation, the dashed line represe
the result of the SCF calculation, and the expe
mental spectrum is depicted by the center-poin
squares. The theoretical spectral band shape
been obtained by broadening the discrete vib
tional lines with the experimental line profile
@19#. The theoretical spectra have been norm
ized to the maximum of the intensity of the ex
perimental spectrum and aligned with respect
the position of the maximum of the first~most
intense! line in the experimental spectrum. N
additional fitting has been used. The vertical lin
represents the energies and intensities of the
crete vibrational lines obtained by the SDC
method.
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sions: the anharmonicity affects rather modestly the inten
of the ‘‘u’’ mode.

Because of the above one might expect the strict lin
model to give intensities for the ‘‘g’’ and ‘‘u’’ modes simila
to those obtained for the case of only quadratic expansio
the surfaces. Using the latter expansion thef g and f u values
are 0.0565 and 0.7916 for SCF and 0.0165 and 0.6012
SDCI, respectively. What actually happens is that thef g and
f u values calculated using the strict linear model with t
linear coupling constants taken from the 4th-order expans
of the ionic surface and the frequencies of the GS~Table I!
are 0.0537 and 0.921~SCF! and 0.0156 and 0.6841~SDCI!.
The reason for this discrepancy is very simple. The st
linear model assumes that the vibrational frequencies of
ionic states are equal to those of the GS. Therefore, the

TABLE IV. The f values and the vibrational frequencies for t
GS and O 1s21 states obtained from the numerical calculations
the coupled anharmonic oscillators for different numbers of te
in the polynomial expansion of the GS and ionic surfaces. Lis
are the results of the SCF and SDCI calculations. The frequen
are in eV.

SCF
3rd order 2nd order

4th order 3rd order
without
QgQu

2 2nd order
without the

bilinear term

vg
GS 0.1850 0.1833 0.1859 0.1872 0.1872

vu
GS 0.3132 0.3091 0.3179 0.3179 0.3179

vg
ion 0.1772 0.1679 0.1885 0.1829 0.1831

vu
ion 0.3408 0.3401 0.3306 0.3267 0.3266

f g 0.0042 0.0129 0.0989 0.1053 0.0565
f u 0.7556 0.7709 0.7680 0.7911 0.7916

SDCI
vg

GS 0.1732 0.1708 0.1735 0.1748 0.1748
vu

GS 0.3011 0.2963 0.3051 0.3051 0.3051
vg

ion 0.1656 0.1560 0.1737 0.1708 0.1711
vu

ion 0.3178 0.3164 0.3131 0.3122 0.3120
f g 0.0109 0.0243 0.0426 0.0442 0.0165
f u 0.5762 0.5869 0.5931 0.5994 0.6012
ty
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efficientsagg andauu of the quadratic terms in the expansio
of the ionic surface within the strict linear model are a
sumed to be equal tovg/2 andvu/2, respectively, wherevg

andvu are the GS vibrational frequencies used for the c
struction of the dimensionless normal coordinates. Ob
ously, these ‘‘strict’’ coefficients of the quadratic terms d
fer from the actual ones~see Table II!. This immediately
results in different positions of the minima of the ionic su
face in these two cases.

The minimum positions and thef g and f u values com-
puted using these positions@Eq. ~11!# are presented in Table
V for a sequence of expansions ranging from the comp
4th-order expansion to the linear one. It is worth noting th
the values off i( i 5g,u) obtained from the quadratic expan
sion are related to thef i

strict values of the strict linear mode
by the following evident equation:

f i
strict5S 2aii

wi
D 2

f i , i 5g,u ~14!

whereaii are the coefficients of the quadratic terms in t
polynomial expansion of the ionic surface~Table II! andv i
are the GS vibrational frequencies. Thus, if only the qu
dratic expansion is used, the method of calculating thef val-
ues based on the geometry changes in the ionized state
tive to the reference GS@Eq. ~11!# contains a hidden
renormalization of the linear coupling constants. We, the
fore, refer to the approach based on Eq.~11! as therenor-
malized linear vibronic coupling model. Strictly speaking,
for potential-energy surfaces containing non-negligible bil
ear and higher-order mixed terms one cannot explicitly
fine renormalized linear coupling constants, but in ma
cases we nevertheless expect the renormalized linear m
to serve as a good approximation. Comparing thef g and f u
values obtained at the SCF and SDCI levels using the re
malized linear model~Table V! with those calculated nu
merically ~Table IV! we see that for CO2 the renormalized
linear model works rather well despite considerable anh
monicity in the potential-energy surfaces of both the grou
and ionized states.

s
d
es
f
ds for
e

del
TABLE V. The positionsDQg andDQu of the minimum of the O 1s ionic potential-energy surfaces o
the CO2 molecule relative to the GS reference configuration obtained by the SCF and SDCI metho
different numbers of terms in the polynomial expansions. Listed are also thef values obtained using thes
minimum positions, see Eq.~11!.

SCF
4th order 3rd order 3rd order 2nd order 2nd order Strict linear mo

without QgQu
2 without the bilinear term

DQg 20.12953 20.12722 20.39342 20.40978 20.33442 20.32770
DQu 21.19126 21.20676 21.24540 21.26123 21.24818 21.35720
f g 0.0083 0.0081 0.0774 0.0839 0.0559 0.0537
f u 0.7095 0.7280 0.775 0.795 0.7789 0.9210

SDCI
DQg 20.02945 20.02555 20.24983 20.25633 20.18094 20.17660
DQu 21.06765 21.08128 21.09493 21.09860 21.08940 21.16970
f g 0.0004 0.0003 0.0312 0.0328 0.0163 0.0156
f u 0.5699 0.5845 0.5994 0.6034 0.5934 0.6841
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D. The role of electron relaxation and correlation

Although the strict linear model is not highly accurate f
CO2 it is of sufficient quality to be used to trace out gene
trends in the intensity changes when going from the fro
orbital approximation, i.e., using derivatives of GS orbi
energies, to the case of SDCI. It should be noted that
SCF calculations of core ionized states cannot be consid
to incorporate only electron relaxation. We use here a lo
ized orbital basis to calculate the O 1s core-ionized states
and, therefore, some important correlation contributions w
respect to a symmetry-adapted~delocalized orbitals! calcula-
tion are already incorporated into the calculation@20–22#.
The f g and f u values calculated at the level of FOA a
0.4737 and 0.5065, respectively, see Table VI. Here, for
construction of the dimensionless normal coordinates
used the frequenciesvg and vu calculated for the SCF GS
~0.1850 and 0.3132 eV, respectively!. The values off g and
f u reported in Ref.@2# were 0.32 and 0.98, respectively, an
have been computed using experimental GS frequenc
These values, when recalculated for the dimensionless
mal coordinates used in the present paper, become 0.262
0.784, respectively, and are very different from ours. T
difference should be entirely related to the relatively sm
basis set (@4s,2p#) used for the electronic structure calcul
tions in Ref.@2#. We note that the basis set dependence
particularly strong for thef g values calculated at the FOA
level. The calculations performed in the@5s,3p,2d# basis set
show thatf g is within 30% of its value obtained in the bette
quality cc-pVTZ basis set (@4s,3p,2d,1f #) used in the
present paper. In contrast, thef u values obtained in these tw
basis sets are almost identical. This different behavior of g
and f u with respect to the extension of the basis set is
surprising. Within FOA the cut of the potential-energy su
face along the totally symmetric stretching mode is cal
lated in the basis of symmetry-adapted delocalized orbit
Obviously, such a delocalized description should be m
sensitive to the basis set extension than a localized one
the other hand, the cut along the nontotally symme
stretching mode is obtained in the basis of localized orbi
as the symmetry of the molecule is lower in this asymme
cally distorted case. The above finding means that our S
and SDCI results should not exhibit a substantial depende
on the choice of basis set since in both these cases we u
basis of localized orbitals. Indeed, the values off g and f u
calculated with the two basis sets are identical within 3
Our calculations seem to have converged with respect to
basis set.

Comparing thef values calculated using the strict line
model at the levels of FOA, SCF, and SDCI, one can see
the f g value dramatically decreases when going from FOA
SCF and then slightly decreases again when going to SD
The f u value, in contrast, increases when going from FOA
SCF and then decreases when going from SCF to SD
Thus, electronic relaxation~with the reservations discusse
in the beginning of this section! decreasesf g but increases
f u . Electronic correlation, on the other hand, rather d
creases bothf g and f u . To avoid misunderstanding w
should note that the above discussion was based on th
sults of the strict linear model where the ‘‘g’’ and ‘‘u’
modes do not interact with each other. The numericalf g and
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f u values presented in Table IV exhibit a marginally diffe
ent behavior from that obtained using the strict linear mod
the f g value slightly increases when going from SCF
SDCI. We surmise that this is related to the interacti
~coupled oscillators! of ‘‘g’’ and ‘‘u’’ modes in our case.

V. DISCUSSION

The vibrational structure of the O 1s XPS of the sym-
metrical linear CO2 molecule computed in the present pap
is in a very good agreement with the experimental data@19#.
We have shown that there is a strong excitation of the n
totally symmetric vibrational stretching mode in the spe
trum whereas the excitation of the totally symmetric mode
almost completely suppressed. Qualitatively similar theo
ical results were also reported in Refs.@2,4,9#.

There is a point of view commonly accepted by the co
level spectroscopy community that the O 1s core-hole cre-
ated upon ionization of CO2 is localized and, consequently
the symmetry of the final O 1s ionized electronic states i
lower than the symmetry of the ground electronic state.
other words, a symmetry breaking occurs upon ionization
the O 1s core levels of the highly symmetrical CO2 mol-
ecule. The physical mechanism driving the created core h
to the localization is, however, very often misleadingly a
tributed to the ionization itself. Specifically, the core hole
thought of as localized due to the electronic relaxation
companying the creation of the core hole. This notion
based on an observation that direct SCF core-hole-state
culations of highly symmetrical molecules give a substan
lowering of the total energy of the ionic state when the co
hole is forced to be localized by choosing a localized orb
basis @4,23–25#. There is, however, no purely electron
physical mechanism leading to a molecular symmetry bre
ing upon ionization of highly symmetrical molecules. It h
been conclusively shown in Refs.@20,21# that the energy
lowering of the core-hole state obtained in the localized ba
is due to the fact that an important fraction of the electr
correlation is effectively incorporated into the electron rela
ation when the symmetry restrictions imposed on the orb
basis set in a delocalized representation are abandone
consistent many-body treatment of the problem immedia
reveals the complete equivalence of the localized and d
calized representations. Recent x-ray emission investigat
of the O2 molecule experimentally proved that the creati
of the core hole alone does not lead to the symmetry bre
ing in this symmetrical molecule@26#. The mechanism re-
sponsible for the symmetry breaking and core-hole locali
tion in CO2 is the vibronic coupling mechanism@2#. There
are actually two delocalized ionic electronic states of diff
ent symmetry (Sg and Su) that interact vibronically with
each other via the nontotally symmetric stretching mo
This vibronic interaction intermixes the delocalized ele
tronic states resulting in localized core holes. Thus, a pre
uisite to the symmetry breaking and localization in the io
ized states of highly symmetrical molecules is the prese
of several energetically closely placed electronic states
different symmetry that can vibronically interact via nont
tally symmetric modes. These nearly degenerate electr
states, in principle, can be observed directly in XPS exp
ments since the selection rules in this case allow for fi
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ionic states of different symmetries. For those molecu
with equivalent atoms where the core states are not ne
degenerate, for instance, N2 @12# and C2H2 @11#, dynamical
localization is either not present (N2) or incomplete (C2H2)
and two individual states can be observed experiment
@11#. This by itself already proves that core states canno
considered localized.

Dynamical localization in symmetrical systems manife
itself differently in different experiments. In ionization an
absorption experiments the pictures of localized and delo
ized core states are essentially equivalent if core states
nearly degenerate@2#. Starting from the more basi
symmetry-adapted formulation, a transformation of t
Hamiltonian to a localized representation can be given. M
importantly, this transformation also transforms the expr
sion for the observed spectrum to an expression for the s
trum with a priori localized core states@2#. The situation is
different for emission spectra like Auger and x-ray emiss
spectra@27,28#. Here, in particular, in x-ray emission, th
above-mentioned transformation of the Hamiltonian does
bring the expression for the observed spectrum into the f
of spectra ofa priori localized core states. The final result
that the spectrum does depend on the details of the vibr
coupling between the nearly degenerate core states. In o
words, there is some coherence of emission from the equ
lent atoms and the strength of this coherence depends o
vibronic coupling constant as well as on temperature. T
leads to a violation of the usual optical selection rules a
this violation depends on the nuclear dynamics@28#. This has
been confirmed experimentally and further discussed th
retically for CO2 @29# and not observed in O2 @26# where
vibronic coupling cannot be present.

In our calculations we used a localized representation
this representation the nuclear and electronic motions are
coupled ~see Sec. II!. This decoupling should not be con
fused with the adiabatic or BO separation: in the adiab
~delocalized in our case! representation the nuclear and ele
tronic motions are coupled. Obviously, one can use also
delocalized representation but the localized one is evide
more convenient in our case.

Our calculations on the vibrational structure of the Os
XPS of CO2 unequivocally show that the anharmonicity
the potential-energy surfaces of the GS and O 1s ionized
states significantly affects the intensity distribution with
the vibrational progression of the O 1s spectrum.

On the other hand, the renormalized linear model p
vides rather good results on the intensities of the vibratio
lines in the spectrum. At first glance it would seem that th
is some contradiction as the linear model deals with h
monic vibrational wave functions only. The reason that
results of the renormalized linear model agree quite w
with those of our anharmonic numerical treatment is that
vibronic excitations in the case of O 1s XPS of CO2 are not
very strong. The largest overlap between the vibratio
wave function of the GS and those of the O 1s ionized state
is for states in the vicinity of the minimum of the potenti
surfaces where the anharmonic terms do not contribute
nificantly to the surface polynomial expansion. In this ca
the vibrational wave functions to a good accuracy can
approximated by the harmonic oscillator wave functio
The renormalized linear model simply places the harmo
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wave functions of the ionized state to the right minimu
position of the ionized state potential-energy surface rela
to the GS one. Thus, in principle, the renormalized line
model may be used in situations where the ground-
excited-state potential-energy surfaces are appreciably an
monic but with one important reservation: the vibration
excitations should not be very strong. If the vibrational e
citations were very strong the renormalized linear mo
would give significantly wrong results. In such a case t
region of large overlaps between the vibrational wave fu
tions covers that part of the ionic surface that is far aw
from its minimum and where strong contributions of anh
monic terms are present. The wave functions of the vib
tionally excited states that have the maximum amplitudes
this region should also significantly deviate from the h
monic wave functions. By inspection of our results one c
see that the larger the distance between the minima posit
of the GS and O 1s21 potential-energy surfaces, the larg
the deviation between thef u values obtained from the renor
malized linear model~Table V! and those of the full numeri-
cal anharmonic treatment~Table IV!. The value ofDQu is
21.191 for the SCF calculations andf u obtained from the
renormalized linear model is 0.709, whereas the respec
numerical value is 0.755. On the other hand,DQu is smaller
in the case of the SDCI calculations (21.067) and the dif-
ference betweenf u obtained from the renormalized linea
model and the numerical anharmonic treatment~0.569 and
0.576, respectively! is smaller than that of the SCF. At th
end of this paragraph we would like to mention that in t
case of strong vibrational excitation there are argument
favor of the strict linear model as a good estimate of
intensity distribution @30#. While the renormalized linea
model may be somewhat superior for weak excitations
tends to fail for strong excitation, the strict linear model r
tains its quality.

As we have already mentioned in Sec. IV B the anh
monic terms in the expansion of the ionic potential-ene
surface are very similar to those of the GS surface. T
finding implies that the anharmonicity of the ionic surfac
which plays an important role in the correct description
the intensity distribution of the O 1s XPS of CO2 is rather
ground-state-induced anharmonicity. We surmise that by in-
vestigating the ground-state potential-energy surface one
get an idea whether or not it is possible to use the lin
model~strict or renormalized! or whether or not a calculation
of the vibrational structure of a core-level spectrum sho
be performed at a more sophisticated level. Here we sho
note that this finding is not specific to CO2, but is of rather
general importance for other symmetrical and nonsymme
cal molecules.

To describe properly the vibrational structure of the Os
XPS of CO2 it is important to incorporate electron correla
tion into the calculation of the potential-energy surfaces. T
f values and the vibrational frequencies of the ground a
ionic states become considerably closer to the respective
perimental data when electron correlation is taken into
count~in our case, at the level of SDCI!. Interestingly, elec-
tron correlation affects thef g and f u values in oppostite
directions. The value off g calculated at the SDCI level in
creases compared to the case of the SCF calculation, whe
f u decreases.
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TABLE VI. The f values obtained by different methods and comparison with the experimental
Listed are the results obtained by the FOA, SCF, and SDCI with and without using the ECA and MP
the use of ECA. The theoretical literature values~in parentheses! have been recalculated for the dimensio
less normal coordinates of the ground state used in the present paper~see text!. Our SCF and SDCI results
with and without the use of ECA have been obtained from the numerical calculations on the coupled
anharmonic oscillators.

FOA FOAa SCF SCFb ECA SCF ECA SCFc ECA MP2c ECA SDCI SDCI Experimentd

f g 0.473 ~0.262! 0.004 ~0.0! 0.025 ~0.005! ~0.005! 0.007 0.011 ,0.02
f u 0.506 ~0.784! 0.755 ~1.318! 0.613 ~0.716! ~0.423! 0.570 0.576 0.56

aReference@2#.
bReference@4#.
cReference@9#.
dReference@8#.
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It is worthwile to compare our results for the vibration
line intensities with the data available in the literature. Su
a comparison is presented in Table VI. Our results lis
have been obtained by solving numerically for the coup
anharmonic quartic oscillators. Because the absolute va
of f g and f u depend rather strongly on the respective f
quencies used for the construction of the dimensionless
mal coordinates, it is desirable for the sake of compariso
have a unified normal coordinate scale for the values
tained by similar methods. For this purpose we recalcula
the f values obtained in Refs.@2,4,9# at the one-particle leve
using our GS frequencies for the ‘‘g’’ and ‘‘u’’ vibrationa
modes calculated by the SCF method. The MP2f values
from Ref. @9# have been recalculated using our SDCI G
frequencies. The reason for the descrepancy between
FOA values and those reported in Ref.@2# has already been
discussed in Sec. IV D. This is due to the small basis set u
for the electronic structure calculations in Ref.@2#. The f
values reported in Refs.@4,9# were calculated using the ge
ometry change in the O 1s ionized state relative to the ref
erence GS nuclear configuration or, in our nomenclature,
ing the renormalized linear model. Surprisingly, thef u value
calculated with the O-C bond length changes reported in R
@4# and our SCF vibrational frequency (vu50.3132 eV) de-
viates drastically from that presented in Ref.@4#. The f u re-
ported in Ref.@4# is 0.936, whereas the value calculated u
ing the geometry change reported in Ref.@4# and our SCF
vibrational frequences is 1.318. This deviation cannot be
sociated with the different frequencies sincevu used in Ref.
@4# is 0.32 eV~for the ionic state!, which is very close to our
frequencyvu50.3132 eV. The analogous value to that
Ref. @4# obtained from our SCF calculations using the ren
malized linear model~see Table V! f u50.779 is rather simi-
lar to that listed in Table VI~0.755!. Thus, we assume tha
there is a misprint in Ref.@4#.

The f values reported in Ref.@9# are in reasonable agree
ment with the respective experimental data~Table VI!. They
have been computed using the SCF within the equiva
core approximation. The MP2 calculations of Ref.@9# have
also been performed within the equivalent core approxim
tion. The results are in worse agreement with the experim
~Table VI!. The reason for this is not clear. In an attempt
clarify this point we have performed in addition to our ca
culations discussed in the preceding sections SCF and S
calculations, but now using the equivalent core approxim
h
d
d
es
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tion. The results obtained are also reported in Table VI. I
seen that the SCF results are in reasonable agreement
the experimental data. Moreover, the inclusion of elect
correlation in the calculations improves the agreement w
the experiment. Thef values obtained by SDCI with an
without using the equivalent core approximation are alm
identical indicating that this approximation works rather w
in the case of O 1s ionization of CO2. The individual ener-
gies and intensities of the vibrational lines in the spectr
computed using ECA are slightly different from those o
tained from the direct core-hole calculations~see Table III!.
Here we should note that thef u value obtained at the SCF
level within ECA is closer to the experimental one than th
obtained from the direct core-hole SCF calculations~Table
VI !. Moreover, the difference betweenf values obtained with
and without ECA depends on the method used for the e
tronic structure calculations~SCF, MP2, and SDCI!. Appar-
ently, there is an uncontrolled error compensation in EC
that makes this approach not robust. The quality of the
sults obtained using ECA depends also on the molecule s
ied @31#.

Our analysis explains why the rather simple approa
used in Ref.@9# gives reasonable results on the vibration
structure of the O 1s ionization spectrum of the CO2 mol-
ecule. First, the linear model used in Ref.@9# works rather
well in this particular case because it uses the geom
change as input data and, therefore, contains a hidden re
malization of the coupling constants~remember that the vi-
brational excitations are not very strong,f ,1). Second,
there is an error compensation in ECA at the SCF level t
decreasesf u in this case. This is borne out by the numeric
anharmonic oscillators’ calculations using the full 4th-ord
polynomial expansion of the potential-energy surface that
compared with and without ECA, in columns 3 and 5
Table VI.

VI. CONCLUSIONS

Our ab initio calculations of the vibrational structure o
the O 1s XPS of the CO2 molecule confirm previously re
ported results that core-hole localization and symme
breaking occurs upon ionization of the O 1s electrons. The
physical mechanism that drives the O 1s core holes to lo-
calization is dynamical in its origin@2#: the two almost de-
generateSg and Su electronic delocalized core-hole stat
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interact vibronically via the nontotally symmetric stretchin
mode, which leads to their intermixing and consequently
the localization of the core holes. The SCF and SDCI cal
lations show that electron reorganization and correlation
fects strongly influence the vibrational intensity distributi
of the O 1s XPS of CO2. The vibrational structure of the
O 1s XPS of CO2 computed at the SDCI level is in ver
good agreement with the respective high-resolution exp
mental spectrum.

The anharmonicity of the potential-energy surface of
O 1s ionized electronic states has been shown to pla
crucial role in a proper description of the vibrational stru
ture of the XPS. This anharmonicity is mostly a replica
the ground-state anharmonicity. This ground-state-indu
anharmonicity substantially affects the position of the mi
mum of the ionic potential-energy surface relative to that
the ground state. As a result, the linear vibronic coupl
model in its strict formulation gives intensities of the ‘‘g
and ‘‘u’’ vibrational modes in the spectrum that strong
deviate from their experimental values. The linear mod
which employs the geometry changes in the ionized s
relative to the GS equilibrium configuration, is equivalent
the strict linear model if the GS and ionic potential-ener
surfaces are harmonic in the vicinity of the GS referen
configuration. Our analysis shows that the former model c
tains a hidden renormalization of the linear coupling co
stants in the case where the ionic- and ground-state poten
energy surfaces exhibit considerable anharmonicity. T
hidden renormalization, which actually provides the right p
sition of the minimum of the ionic surface relative to the G
one within the framework of the linear model, is the ma
m
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reason why this renormalized linear model gives rather g
results for the vibrational line intensities in the spectru
Another reason why the renormalized linear model wo
well in the case of the O 1s XPS of CO2 is that the vibra-
tional excitations in the spectrum are not very strong. In t
case the largest overlaps between the vibrational wave fu
tions of the ground and ionic electronic states fall within t
region where the anharmonic terms do not significantly d
tort the harmonic shape of the surfaces. As a conseque
the vibrational wave functions, to a good accuracy, can
approximated by the harmonic ones. This explains why
renormalized linear model employing the harmonic vib
tional wave functions for the ground and ionic electron
states gives rather good results in our case.

We have presented results with and without using
equivalent core approximation. This approximation has b
shown to be a good approach for calculating the vibratio
structure of the core-hole spectrum at the SDCI level. Thf
values for the O 1s core-hole states of CO2 obtained within
this approximation at the SDCI level are almost identical
those obtained at the same level of treatment of the elec
correlation, but without using this approximation.
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