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The dynamical localization of the Oslcore holes in the COmolecule is studiedb initio beyond the
linear vibronic coupling model. The vibrational structure of the ® xdray photoelectron spectru@XPS) has
been calculated employing accurate potential energy surfaces of the ground and ionized diabatic electronic
states obtained at the self-consistent field and singles and doubles configuration-inté&@drmethods. A
very good agreement of the SDCI computed vibrational structure of thesXXHS with the respective
experimental high-resolution spectrum has been obtained. The anharmonicity of the ionic state potential-energy
surface induced mostly by the ground-state surface anharmonicity plays a crucial role in the proper description
of the vibrational line intensities. The linear model is discussed in detail. The linear model based on the
vibronic coupling constants obtained from the geometry change in the ionized state relative to the ground-state
reference configuration has been shown to contain a hidden renormalization of the coupling constants. This
improves the agreement of the calculated intensities of the vibrational lines in the spectrum with the experi-
ment, compared to the case of the strict linear model. The limitations of this renormalized linear model are
discussed. Electron relaxation and correlation considerably affect the vibrational line intensities. The popular
equivalent core approximation is tested for £@he calculation of the O 4 XPS performed at the SDCI
level with and without this approximation is shown to provide almost identical results on the vibrational
intensities[S1050-2947@9)00309-1

PACS numbgs): 31.15.Ar, 33.20.Tp, 33.60.Fy, 33.70w

. INTRODUCTION photoelectron spectruixPS) of the CQ molecule. The cal-
culation predicted a strong excitation of the nontotally sym-
Core ionization of molecules is usually accompanied bymetric stretching mode and a relatively weak excitation of
vibrational excitations that form an inherent fine structure ofthe symmetric stretching mode. The linear coupling model
the electronic spectral lines. In most cases the intensity dig3] was used in this calculation. The vibronic coupling con-
tribution within the vibrational progression can be describedstants were obtained from self-consistent fiedCH calcu-
by the well-known Born-OppenheiméBO) adiabatic and lations on the neutral COmolecule with the use of the fro-
Franck-Condon approximations. The feasibility of the adia-zen orbital approximatiotFOA). Thus, this calculation did
batic approximation is based on the fact that the energy gapsot include reorganization effects due to the relaxation of the
between electronic states are usually large compared to typélectronic subsystem in the presence of a hole in thesO 1
cal vibrational spacings. When the electronic states aréevel of the molecule. The results ab initio calculations of
closely placed they can be coupled via the nuclear motiothe vibrational structure of the O sIXPS of CQ, were re-
and one should go beyond the adiabatic approximation tported also in Ref[4]. The authors of this work used SCF
describe the spectral band shape. Nonadiabatic effects calirect core-hole calculations to obtain the equilibrium geom-
significantly change the spectral band shape compared to tiedry and second-order force constants for the core-ionized
intensity distribution, which describes the case of non-states and, therefore, their consideration included some frac-
coupled electronic statgg]. tion of the reorganization effects. The results for the excita-
Molecules with several equivalent atoms are ideal objectdion of the nontotally symmetric stretching mode presented
for studying nonadiabatic effects. Indeed, the ionizatiexy  in this paper and those reported in R&f are very similar to
citation) of core electrons of equivalent atoms in the mol- each other. The excitation of the symmetric stretching mode,
ecule gives rise to a manifold of nearly degenerate electroniavhich was found weak in Ref2], has been completely ne-
states that can interact vibronically via nontotally symmetricglected in Ref[4].
vibrational modes. Depending on the strength of the vibronic In the last decade great progress in the field of high-
interaction and energy separation between the electroniesolution core-level spectroscopy has been made that al-
states a symmetry breaking can occur that results in localizeldwed us to experimentally detect the phenomenon of dy-
core holes. In this case intense structures appear in the spatamical core-hole localization in symmetrical molecules.
trum due to the strong excitation of the nontotally symmetricExcitations of nontotally symmetric stretching modes have
modes. This phenomenon, dynamical localization of corédbeen observed in the core absorption spectra gisJ5],
holes in symmetrical molecules, has been predicted about 20,H, [5—7], and in the core ionization spectrum of £{3].
years agd?2]. As an example the authors of R§2] calcu-  Although the experiments unambiguously strengthen the the-
lated the vibrational structure of the Os line in the x-ray  oretical prediction of the phenomenon of dynamical core-
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hole localization, the quantitative agreement between thapproach to incorporate in the calculation also electron cor-
computed vibrational structure of the Os line in the XPS  relation. Many-body calculations of the ground and ionized
of the molecule and that of the high-resolution experimentabtates of the C®molecule have been performed in REJ]
spectrum[8] is not good. Recently, results ab initio cal-  at the level of the second-order/Mer-Plesset perturbation
culations of the vibrational structure of the Os XPS of  theory(MP2). Comparing the SCF, MP2, and the experimen-
CO, have been reportef®]. A reasonable agreement with tal results reported in Reff9] one can see that the agreement
the experimental spectrum has been obtained. To incorporaR€tween the spectrum calculated at the MP2 level and the
the effects of electron reorganization in the calculations th&XPerimental one is noticeably worse than in case of the SCF
authors of Ref[9] used the equivalent cor@r the Z+ 1 spectrum. It is unclear whether this fact should be related
mode) approximatio ECA). Specifically, the O & ionized solely to the use of the e_quwalent core apprOX|mat|(_)n, or
state of the CQ molecule was approximated by the ground whe_ther the MP2 calculations are not good enough in this
state(GS) of the FCO' cation. Another approximation used particular case. . .

in this paper was a linear-coupling model similar, but not Summarizing, there are several important questions to be

fully equivalent to that used in Reff2]. The linear-coupling answer_ed(i_) Is the linear vit_)ro_nic couplin_g mc_)del a proper
constants used in Ref2] were essentially the first deriva- approximation for the description of the vibrational structure
tives of the total energy of the core-ionized molecule taken a?f th_e O. Is XPS of CQ?, (f”) Ii the I(aqtljlvglentfc%re ap-
the equilibrium geometry of the reference GS of the neutraP"oXimation very accurate for the calculation of the spec-

molecule with respect to the normal coordinates. The authorgum_?' ar_1d(ii_i) '__'OW _does EIe.Ctror' correlation af_fect the in-
tensity distribution in the vibrational progressions of the

of Ref.[9], on the other hand, extracted the coupling con- > Th h X . h
stants from the changes of the C-O interatomic distances ifPectrum? The answers to these questions concerning the

the core-ionized state relative to those of the neutral groungarticular case of the O slionization of CQ are expected
state assumingthat the changes are well described by thel© P& of general importance for the problem of the vibra-
linear-coupling model. Interestingly, although the authors ofional structure of core-level spectra. L

Ref. [4] calculated the coupling constants also from the ge- In th(_a present paper we report on the resultaiinitio
ometry changes, their results on the excitation of the nontof@lculations of the vibrational structure of the G XPS of
tally symmetric stretching mode are not similar to those refhe CQ molecule. The main emphasis is put on a detailed
ported in Ref[9] but instead are close to the results of Ref.2nalysis of all relevant factors potentially important for a
[2]. The equilibrium geometry of the ionized state has, how-ProPer description of the vibronic coupling effects in the
ever, been obtained in Ref@,9] with the use of different © 1S core-hole spectrum of the GOnolecule. Another rea-
procedures. An unconstrained geometry optimization proceS0n: Which stimulated us to write this paper, was a necessity
dure was used in Reff9], whereas in Ref4] the equilibrium to bring some additional clarity _|nto _the problem of dynami-
geometry for the ionized state was estimated from a quaC@! localization of core holes in highly symmetrical mol-
dratic fit to the potential-energy surface along the nontotallyeCules, which is sometimes misunderstood. Our calculations
symmetric stretching mode. We thus conclude that the dif&re not restricted by the use of the linear v_|bron_|c coupl_lng
ference between the results obtained in Ref€] is due to a model. We solve the two-state two-mode vibronic coupling

considerableanharmonicityof the potential-energy surface Problem for the O % ioniziation of CG using accurate
of the core-ionized state. potential-energy surfaces for the ground and ionized states of

There is another factor not accounted for in the linearthe CQ molecule calculated at the SCF and configuration-
coupling model that can affect results computed on the excilteraction(Cl) levels. The use of the equivalent core ap-
tation of vibrational modes in ionizetexcited states. The Proximation is discussed, too.
normal coordinates can be different in the ground and ion-
ized (excited states. This implies that the vibrational prob- Il. THEORETICAL APPROACH
lem for the ionizedexcited state cannot be considered sepa-
rately for each vibrational mode. For a nondissociative
ionized state the normal coordinates can be expressed in In the vicinity of avoided crossings of potential-energy
terms of linear combinations of the GS ones. In the Hamil-surfaces the adiabatic electronic states, which are the eigen-
tonian for the nuclear motion in the ionized state this changeectors of the Schitinger equation with fixed nucleis, un-
of normal coordinates is entirely described by the presencdergo very fast changes with the nuclear coordinates. There-
of bilinear and quadratic terms in the GS normal coordinatesfore, in the basis of the adiabatic electronic states, the
Furthermore, as indicated above, higher-order terms must beonadiabatic operators which, are essentially the matrix ele-
included due to anharmonicity in cases where the ground anchents of the nuclear kinetic-energy operator, also undergo
ionized (excited state potential-energy surfaces cannot befast changes. This complicates considerably the solution of
approximated by second-order polynomials. the Schrdinger equation for the electron-nuclear problem.

Except for the possible relevance of second- or everTo overcome these complications the adiabatic electronic
higher-order coupling terms mentioned above, the questiostates are replaced by smooth and slowly varying functions
of the coupling constants used deserves attention. Importaof the nuclear coordinates that correspond to potential-
factors are the relaxation and the change of electron correl@&nergy surfaces, which may cross at the avoided crossings of
tion in the electronic subsystem of the molecule due to thehe adiabatic ones. These new electronic states that can be
presence of a core-hole. Relaxation is taken into account imtroduced by an orthogonal transformation of the adiabatic
SCF calculations of core-hole states, but to make the treastates are callediabatic stateg1,10]. Thus, in the diabatic
ment highly accurate one should certainly use a many-bodpasis the vibronic coupling is introduced via the potential

A. Multimode multistate nuclear dynamics
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energy rather than via the nuclear kinetic energy. In the basis .

of vibronically interacting diabatic states the matrix Hamil- ké )=(n ny .,
tonian is given by Qo

IH g
9Qs

H=Tyl+W(Q), &) 1] | aHg
kgs)’:_l nf——Nn y
_ o : 21\ 1 0Qs0Qy
where Ty is the nuclear kinetic-energy operatdr,is the Qo
unity matrix, andW(Q) is the potential matrix with matrix
elements defined as follows:
5
Worl @)= [ drdf (O D). (@ o[ | Ml
s aQS Q ,
0
where(ﬁ is the vector of nuclear coordinate@n(F,é) are
the diabatic electronic states, ag; is the electronic Hamil- )
tonian. )\nn’_i | 9Hel
Assuming that the matrix elemeri,,,, are slowly vary- TR 9Q<9Qq n;
Qo

ing functions of nuclear coordinates we can expand
=Vl in Taylor series about a reference nuclear configura-
tion Qg. In the case of ionizatiokexcitation it is natural to
choose the reference configuration to be the GS equilibrium

geometry and\/O(é) to be the potential-energy surface of
the ground state. Expanding ab@pg we obtain for the ma-
trix elements of Hamiltoniarl),

Usually, only the first-order Taylor expansion is usghe
linear vibronic coupling modgland the linear coupling con-

stantsk{™ and A{"") are called intrastate and interstate
electron-vibrational coupling constants, respectively. Obvi-
ously, the general meaning of the coupling constants is kept
Hon=Tn+Vo(Q)+Ent > kIMQet > KDQeQs + - -, also in the case of higher-order Taylor expansions. From the
s ss' definition of the coupling constants it is clear that the intr-
astate coupling constants are just the derivatives of the di-
abatic potential-energy surfaces associated with the elec-
. , tronic states taken afQ, with respect to the normal
Hnn/=2 7\(3”” )QS+E )\g;," )QSQSI+ B (3  vibrational modes allowed by the symmetry-selection rules.
S ss' If the vibronically coupled electronic states are of different
symmetry, different modes appear in the linear-coupling
where we assumed for simplicity the diabatic electronicmodel in the diagonal and nondiagonal element&ofn this
states¢, and ¢, to be of different spatial symmetrf, are  case the derivatives of the diabatic and adiabatic potential
the vertical ionizatior(eXCitatior) energies for the electronic surfaces with respect to tota”y Symmetric coordinates are
states. The following symmetry-selection rules hold for thejgentical. The determination of the interstate coupling con-
active vibrational modes entering the terms in E3).[1]: stants is more tedious. The interstate coupling constants de-
termine the repulsion of the adiabatic potential-energy sur-
facesV,(Q) andV,(Q) in the vicinity of Qq. In the linear-

kW£0; A"M)£0: T XT¢XTy DTy, coupling approach tha("") constants are deduced from a
comparison of the repulsion of tteb initio computed adia-
batic surfaces along the coordina@ with the repulsion of

KD20: 2O 20: [ XT.XToXTST @ the surfaces obtained from the approximate Hamiltori&n
sg7 Yy ANgy : nttstls Al =LA, (keeping only linear-coupling term§1].
When studying core ionizatiofexcitation) of molecules
with several equivalent atoms it is very useful to pass over to
localized diabatic electronic states. In the case of the®© 1
ionization of CQ we arrive at the localized representation of

I's is the totally symmetric representation of the symmetrythe Hamiltonian(3) using the following unitary transforma-
point group of the molecule anb,, and I’ are irreducible tion:
representations associated with the electronic states and nor-
mal vibrational modes, respectively. To apply Ed). to the
(n) (n) !
K", Kgg s - .., Onemust sem=n’. HOL=U"HU, U=

g

1(1 1 )
— . 6
The quantitiek and\ are defined as follows: \/5( 1 -1 ©
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The matrix elements of the transformed Hamiltoniag") tion are triply bonded. In such cases the picture of localized
are defined as follows: core states does not hold. The energy split can be observed in
experiment11].
> Using the concept of dynamical core-hole localization, we
(L= .. N '
Har =Tt Vo(Q)+Eot 25 KQsF g Kss QsQsr can also calculate the vibrational structure of the © XPS
of CO, taking into account anharmonicity both in the ground
and ionized states. This just amounts to retaining also higher-
+ES )‘5Qs+§ Nss QsQsrt -+, order terms in Hamiltoniari7). Indeed, as far as our task
now is the computation of the vibrational motion along the
. potential surface of the localized core-hole states, we can
HE =Ty+Vo(Q)+Eg+ D keQst >, kegQsQg + - - - force the core hole to be localized in thé initio calcula-
s ss/ tions and, therefore, obtain the needed diabatic potential-
energy surfaces. Solving the anharmonic oscillators problem
— D> AQs— 2 AegQQg+ - - -, (7)  for the ground and ionized states we obtain the vibrational
s ss' frequencies and overlaps between the vibrational wave func-
tions and thus the vibrational structure of the spectrum.
H(L):H(L):A + 5k + 5k / r+"',
12 2 0 Es Qs z sv QsQs B. The linear vibronic coupling model:
spectrum and coupling constants

where we use the following notation: In the linear vibronic coupling model it is assumed that

terms other than linear in HamiltonidB) are negligible and

0:@, the GS potential-energy surface is harmonic. In the case of
2 CO, this approximation allows for an analytical solution of
the vibronic coupling probleni2]. Indeed, in this approxi-
_(Eg—EU) mation Hamiltonian(7) is just the Hamiltonian of a set of
0~ 2 ' shifted harmonic oscillators and, consequently, the spectral
intensity is given by the product of the Poisson distributions
(k(g)+k(u)) associated with each vibrational moldg
S S
S:T' o0 n
I —f.
P(E)=2|72> —e "S(E-Eg+fiw—nw), (9
(K9 + k) n=o -
sg’ sg’
s’ = 2 ' where 7 is the photoionization amplitude of the Os tore

state,f;= k2/2a>i2 for the totally symmetric stretching mode,
(8) and fi=)\2/2wi2 for the nontotally symmetric stretching
mode, respectively, and; are the frequencies of the vibra-
(k(sg)_kgu)) tional modes for the ground electronic state. Then, the posi-

Skg=——7——, tion of the minimum of the potential-energy surface of the
2 ionized state relative to that of the GS is given by the fol-
e lowing evident equations:
(kss’ - kss’)
ss’zTi k A
AQy=——, AQ,=*— (10)
Wy wy

Q; are the dimensionless normal coordinate®;
=\w;uiRi, where u; are the respective reduced masses,
Ri=(Ar=Ar,)/\2, andAr , denote the displacements of
the oxygen atoms relative to their equilibrium positions. It
should be noted that the bending mode is not of relevance
here, as far as in the first order the degenerate bending mode
(7 symmetry does not contribute to the vibronic coupling of
et@e 24 and X, O 1s ionized electronic states due to the
symmetry selection rulefEq. (4)]. From Eqg.(10) one can
see that the parametefrsof the Poisson distributions in Eq.
(9) are directly related to the change of the equilibrium ge-
metry of the ionized state relative to that of the ground state

Here the indiceg andu are related to th&, and%, O 1s
ionized states of the COmolecule, which ha® ., symme-
try in its ground state. To a very good approximation the
off-diagonal elements of Hamiltonigi@) can be neglected in
our case. Indeed, at the SCF levg}=0.0012 eV and the
Sk constants are also very small. Thus, Hamiltoni@nbe-
comes diagonal and the vibrational motion can be consider
on the potential-energy surfaces of tloealized core-hole
statesseparately This finding is nothing but the dynamical
core-hole localization predicted in RéE].

It should be mentioned that if the two atoms equivalent by0
symmetry are adjacent and strongly bonded, the energy split f.=1(AQ))2. (11)
A, is non-negligible and the interactiok {5’ between the ' '
two localized states cannot be neglected. Prominent ex- Thus, in the linear vibronic coupling approximation one
amples are ¢H, [11] and N, [12] where the atoms in ques- can obtain the coupling constants for the calculation of the
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vibrational structure of the spectrum in two ways. The firsteach of the “g” and “u” modes. This allowed us to obtain
way is to use the definition of the coupling constafifs.  results, which have converged with respect to the basis set
(5)]. The second way is to find the equilibrium geometry of size.

the ionized state and then to calculate the coupling constants

with the use of Eq.(10). If the ground- and ionic-state IIl. DETAILS OF THE ELECTRONIC STRUCTURE
potential-energy surfaces can be described to a good approxi- CALCULATIONS

geometry, these two approaches are equivalent. Obviousl¥tates of the linear COmolecule we calculated the potential-
in cases of strongly anharmonic surfaces the two approachesergy surfaces for the ground and ionized states at the SCF
are no longer equivalent and, moreover, do not lead to reliand ClI levels. Only the stretching modes were taken into
able results. account keeping the O-C-O angle equal to 180°. For the
caclulations of the ground and OsIcore-hole states the
correlation consistent valence triple zeta set with polarization
We now proceed to solve the Hamiltoni&n) including  functions (cc-pVT2) basis sef16] was used. To map the
also higher-order terms iQ4, which represents the problem potential-energy surfaces the calculations have been per-
of two coupled anharmonic oscillators. To this end we ex-formed on a grid of 41 points in the space of linear displace-
pand the eigenfunctions) of the Hamiltonian in the direct ments of the two oxygen atoms. The least-squares procedure
product harmonic oscillator basliag>|nu>, was used to fit the potential-energy surfaces with 4th-order
polynomials with respect to the oxygen atoms displacements.
. i SCF and single-reference CI calculations have been per-
|'>:n2n Cngnu|”g>|”u>’ (120 formed using thesAMESS-UK code[17]. The configuration
g space for the CI calculations of the GS and @ itnized
— . states comprised all single and double excitati¢B®CI)
whereng, n, denote the wbratilonal quanta for the “g” and it respect to the reference SCF GS, and © cbre-hole
“u” modes, respectively, ane, , are the expansion coef- configurations, respectively. This schemeriori gives rise
ficients to be found numerically. An efficient method to to localized O & core-holes and, consequently, allowed us
solve Hamiltonian(7) has been reported in Refl3]. The to obtain the diabatic single-minimum surfaces for the local-
representation of the Hamiltonian used there is nothing buized electronic states instead of the knowone double-
the well-known discrete variable representation discussed iminimum and one single-minimunadiabatic surfacefl,2]
detail in Refs.[14,15. Diagonalizing the resulting secular we would get using a symmetry-adapted basis set. To ac-
matrix we get the vibrational energies and the coefficients otount for the lacking size consistency of the SDCI method
the expansiofiEq. (12)]. the Davidson correction was added to the SDCI total ener-
The vibrational line intensity in the XPS is given by the gies.
squared overlap between the initial vibrational wave function The calculations of the O slcore-hole states using the
of the ground electronic state and the respective vibrationaéquivalent core approximation have been performed on the
wave functions of the ionized state OCF' cation at the SCF and SDCI levels. The cc-pVTZ
basis sef{16] for the O, C, and F atoms was used. The
potential-energy surface obtained from these ECA calcula-

C. The anharmonic coupled oscillators’ calculations

lomi= > ICLgnuCSQnUIZ, (13)  tions has been fitted similarly to that of the direct core-hole
Mg Mu calculations on the COmolecule.
Wherebéggnu are the respective coefficients in the expansion IV. RESULTS
of the initial vibrational wave functiorfusually GS in the A. The GS potential-energy surface

same set of product harmonic oscillators as in(E9. For —  Aq giscussed in Sec. il thab initio computed potential-
the practical calculations the following sequence of steps IS

. ) ergy surface of the GS of GQs represented by a 4th-
performed. At the first step the eigenvalue problem for theorder polynomial expansion. The coefficients of this expan-

normal coordinate operat@®y is solved separately for each sjon in terms of the dimensionless normal coordinates for the
vibrational mode. Then the matrix with the matrix elementstwo stretching modes are listed in Table I. The dimensionless
Hyi defined on the grithx m is diagonalized. The dimension normal coordinates were constructed using the vibrational
of the matrixn X m is defined by the numbersandmof the  frequencies obtained from the solution of the vibrational
harmonic basis functions used for the totally symmetric anddamiltonian with the respective potential energy. The vibra-
nontotally symmetric stretching modes “g” and “u,” re- tional frequencies used were the energies of the lowest exci-
spectively. The diagonalization of these matrices for thetations of the respective modes. The SCF values ofuthe
ground and ionized states yields the vibrational excitatiorand w,, frequencies are found to be within 11% and 7% of
energies and the respective eigenvectors defined by their eihe experimental values, respectively. The agreement be-
pansion Coefﬁcientég n, and Cingnu' respectively. The in- tween the theoretical and e>_<perimental frequencies_ improves
tensities are calculated using Ed.3) with the coefficients conS|de_rany when accogntlng for electron correlapon in the
~0 . __calculation of the potential surface. The frequencigsand
Cngnu of the lowest energy vibrational level of the electronic , obtained at the SDCI level are within only 4% and 2% of
ground state. In our calculations we restricted the size of théne experimental values. As seen from Table | the polyno-
expansion Eq(12) by taking up to 20 vibrational quanta for mial expansion coefficients at the level of SDCI are also
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TABLE |. The coefficients of the 4th-order polynomial expan-  TABLE Il. The coefficients of the 4th-order polynomial expan-
sion of the ground electronic-state potential-energy surface of thsion of the localized O d.ionized electronic-state potential-energy
CO, molecule and the frequencies, and w, of the totally sym-  surfaces of the COmolecule and the frequencieg, andw, of the
metric (@)4 and nontotally symmetrig¢u) vibrational stretching totally symmetric (g) and nontotally symmetriqu) vibrational
modes calculated at the SCF and SDCI levels. The expansion is istretching modes computed from this expansion. Shown are the
terms of the dimensionless normal coordinates constructed usin§CF and SDCI results. The expansion is in terms of the dimension-
the vibrational frequences listed in the talffer details see text less normal coordinates of the respective GS. The columns indi-

All quantities are in eV. cated by the “*” have been obtained by a reexpansion of GS data

from Table I(see text All quantities are in eV. Since one potential-
SCF SDCI Experimeft energy surface of the ion can be obtained from the other one by

Q,——Q,, we present here only one of them.

wg 0.1850 0.1732 0.1658

wy 0.3132 0.3011 0.2937 SCE spcl SCE* SDCI*

Agg 0.094706 0.088278 0.084967

C —0.005514  —0.005679 —0.005779 g 0.1772 0.1655 0.1850 0.1732

CY 0.000118 0.000244 0.000186  @u 0.3408 0.3187 0.3132 0.3011

ay, 0.161377 0.154553 0150253 2 0.060632  0.030602 —0.023578 —0.031746

agu, . 0.034265 0032557 0031431 a, 0.425084  0.352282  0.379297  0.332180

Agguu 0.002145 0.002659 0.002477 Agg 0.090651 0.084565 0.095619 0.090808

uuue 0.000784 0.000864 0.001043  3gu —0.010846 —0.011607 —0.080313 —0.069184
ayy 0.170282 0.161686 0.163650 0.159505

°Referencq 18]. aggg  —0.005738 —0.005708 —0.005453 —0.005650
Aggu —0.000150 0.000020 0.005110 0.005677

closer to those experimentally derived than the respectiv@guu —0.034561 —0.033204 -0.033709 —0.032400

values obtained at the SCF level. The GS potential-energ§uuu —0.001115 ~—0.000309 0.003735 0.003689

surface calculated using the SDCI method is of acceptabl@gggg 0.000178  0.000198  0.000118  0.000244

quality to be used in the calculation of the vibrational struc-aggqy ~ —0.000061 —0.000033 0.0 0.0

ture of the O B XPS of CQ. It should be noted, however, agq,y 0.002226 0.002565 0.002145 0.002659

that the shapes of all the three surfaces are very similar tag,,, —0.000076 —0.000018 0.0 0.0

each other as seen from the contour plots depicted in Fig. B, 0.000787 0.000868 0.000784 0.000864
There is one feature of the GS surface that should be empha=
sized. This is the large value of tleg,, coefficient of the

. 2 . . . .
third-orderQgQy term implying that the surface is apprecia- B, The potential-energy surfaces of the localized ionic states

bly anharmonic We shall see below that this anharmonicity Th fficients of the 4th-ord | il .
reflects itself also in the final electronic states of the ioniza- € coefnicients ot the -order polynomial expansion

tion process and thus makes questionable the use of the Iiﬁ(-;r éhe potential-znergﬁ/ sgg;a:ces dOfSthl? ibrlﬂzed srgtez .
ear coupling mode(Sec. Il B) in the present case, at least if of CO,, computed at the an evels, are listed in

an accurate description of the XPS spectrum is needed. Table Il. The cente.r of expansion is the GS reference_ nuclear
geometry. From this table one can see that the coeffigignt

of the linear termQ,, is rather large for both the SCF and
SDCI surfaces indicating a strong excitation of the “u”
mode in the O % XPS. In contrast, the coefficieat, of the
Qg term is quite small and, consequently, the excitation of
the “g” mode is expected to be rather weak. It is worth
noting that the coefficientayqq, agggg: Aguus dgguu: anNd
a,uuy Of the respective anharmonic terms in the expansion of
the ionic surface are very similar to those of the GS surface.
This applies to the results obtained by both the SCF and
SDCI calculations. The GS anharmonicity reflects itself in
the ionic states underlying the relevance of the expansion
used to describe Hamiltoniar8) and (7).

It is interesting to analyze how much of the shape of the
ionic surface is determined from that of GS after shifting the

FIG. 1. Contour plots of the GS potential-energy surface of the"eference geometry to coincide with the minimum of an ionic

CO, molecule computed by different methods. The solid line rep-Surface. To test this possibility we reexpanded this shifted
resents the contour plots of the GS obtained by the SDCI method>S Surface about the position of the original minimum.
The dashed-dotted line represents the contour plots obtained by tiince one potential surface of the ion can be obtained from
SCF method. The dashed line represents the experimentally derivéfe other one byQ,— —Q,, it generally suffices to discuss
GS potential-energy surfadd8]. The contours are taken at the one of these surfaces only. The polynomial coefficients of
same equally spaced values of the potential energy for all the suthe “ionic” surface simulated in this way are also listed in
faces. All the potential-energy surfaces are represented in their owhable II. One can see that the coefficients of the linear terms
dimensionless normal coordinat@g andQ,, . of the simulated surfaces are considerably different from
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0 ample. The O § ionic surface of CQ can hardly be de-

S = scribed within the linear model in terms of normal coordi-
nates obtained from the GS ones by a linear transformation,
as it has been done in R¢f].

Summarizing all the above findings we conclude that a
reliable analysis of the vibrational structure of the @ XIPS
of CO, should necessarily be based on an approach, which
goes beyond the simple harmonic approximation.

C. The energies and intensities of the vibrational lines
in the O 1s XPS of CO,

The Schrdinger equation for the coupled anharmonic os-
FIG. 2. Contour plots of the O dlionized state of the CO CIIIIatoc;S dzterml.geg .In ;he F)I:eée$glng Sulbse(;tlons has beeln
molecule obtained by the SCF meth@blid line). The simulated Solved as described In Sec. - The results of our numerica

ionic-state potential-energy surface depicted by the dashed line h&&lculations on the energies and intensities of the vibrational
been obtained reexpanding the ground-state surface around tg€S in the O B XPS of CG are collected in Table IlI, and
minimum position of the actual ionic surface. The contours are® COmparison with the experimental data is shown in Fig. 4.

taken at equally spaced values of the potential energy starting fronkhe theoretical bandshapes in this figure have been obtained
the value at the minimum of the surfaces. by convoluting the individual vibrational lines with the ex-

perimental line profile, which includes the lifetime broaden-

those of the actual ionic surface. Moreover, the magnitude o9, the post collisional interaction effects, and the spectrom-

- 1 : - ter specific profilé19].
the a,, coefficient of the bilinear term in the expansion of e .
gu ﬁ{é!ﬁ _
the simulated surfaces is comparable with that of the qua- The agreement between the experi | and the the

dratic terms and is about seven times larger than the corré)-re_tIcal spectrum computed using the SDCI GS and_@ 1
sponding term in the expansion of the actual surface. In spitPC surfaces is very goo@Fig. 4. The intensity ratios
of this large bilinear term the simulated ionic surface has th (00)-(10)/1 00)—00) @NA " ( (00)(01) * ! (00)— (201* )/ (00}~ (00)
same shape and orientation in the space of the GS normafreafter denoted & andf, are 0.010 and 0.576, respec-
coordinates as the GS surface. This is a consequence of tH4€!y- Here (00)-(00), (00)—(10), and (00)»(01) de-
underlying GS anharmonicity, particularly of the large con-hote the vibrational transitions from the lowest vibrational

tribution of the Q,Q2 term in the surface expansiofisee Ieve_l of the g_round electronic state to the Iovyest and first
Tables | and 1) .|9he” contour plots of the actual ionic sur- excited vibrational levels of the ionic electronic state. The

faces show that their orientation is rotated relative to that Oylbratlonal stgtes are .specn‘led t?y the humber of vibrational
the GS(Figs. 2 and R The analysis of the various contribu- quanta associated with each vibrational moge)( From
tions in the ionic surface expansion reveals that this rotati0|:l—able lll one can see that exc?p,t' for the (1,0) state, higher
is almost entirely due to the presence of the rather larg

Xcitations associated with the “g” mode appear in the spec-
anharmonicQgQﬁ term (which is very similar in the GS and

rum energetically very close to the excitations of the “u”
ionic surfaces; see Tables | and.|Obviously, any strict mode. This accidental near degeneréthy Fermi resonange
harmonic analysis can be very misleading in the present ex-

leads to the fact that the components of such pairs share
intensity due to mixed terms in the expansion of the potential
surface. The components of the pairs are not resolved in the
experimental spectrum. This is why in the above definition
of f, we used the sum of the intensities of the (0,1) and
(2,0)* vibrational lines. The star indicates that excitations of
the other symmetryin terms of the product basis wave func-
tions) are strongly admixed to the state.

The above intensity sharing is especially pronounced in
the vibrational spectrum computed using the equivalent core
approximation(Table Ill). The two nearly degenerate com-
ponents (0,1) and (2,0 of the resonance pair in the spec-
tra obtained at the ECA SCF and ECA SDCI levels have
comparable intensities. This is due to anharmonic cross
terms in the expansion of the potential surface of OCF
which are markedly larger than those of the @ idnic sur-

FIG. 3. Contour plots of the O dlionized state of the CO fage of CQ. Itis rea_sonab_l_e to defing, in thi_s case also
molecule obtained by the SDCI methégblid ling). The simulated ~ USINg the sum of the intensities of these two vibrational com-

ionic-state potential-energy surface depicted by the dashed line h&Pnents. _ o .

been obtained re-expanding the ground-state surface around the The experimentally estimated upper limit fég is 0.02
minimum position of the actual ionic surface. The contours arel8]. The theoretical energy of the (08)(01) vibrational
taken at equally spaced values of the potential energy starting frorffansition is 0.3187 eV and is in a good agreement with the
the value at the minimum of the surfaces. respective experimental value of 0.30Z@.003) eV[8].
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TABLE Ill. The energies E;), intensities (;), and assignments of the vibrational lines in the ® XPS of CQ. Listed are the results
of the numerical calculations on the coupled quartic anharmonic oscillators, performed for the potential surfaces obtained by different
methods. The star indicates that there is a considerable admixture of excitations of the other vibrational sgimieetng of the product
basis statesin the state.

SCF SDCI ECA SCF ECA SDCI

State E; I State E; I State E; I State E; I

0,0 0.0 0.4636 (0.0 0.0 0.5500 0,0 0.0 0.5099 0,0 0.0 0.5541
1,0 0.1772 0.0019 (1,0 0.1656 0.0060 (1,0 0.1835 0.0127 (1,0 0.1624 0.0041
0,9 0.3408 0.3188 0, 0.3187 0.2955 (0,1) 0.3597 0.1760 (2,0) 0.3216 0.0936
(2,00 0.3548 0.0315 (2,0) 0.3315 0.0214 (2,0) 0.3699 0.1365 (0,1) 0.3301 0.2224
1,9 0.5147 0.0048 1,9 0.4819 0.0086 (1,1 0.5380 0.0069 (3,0) 0.4802 0.0031
(3,0) 0.5325 0.0010 (3,0) 0.4973 0.0013 (3,0 0.5549 0.0073 (1,1 0.4937 0.0049
0,2 0.6784 0.1033 0,2 0.6346 0.0763 (2,1 0.7131 0.0149 (4,0) 0.6376 0.0042
2,9 0.6901 0.0263 (2,2 0.6459 0.0127 (0,2 0.7246 0.0785 (0,2) 0.6506 0.0596
(4,0) 0.7099 0.0014 (4,0) 0.6628 0.0007 (4,0) 0.7402 0.0133 (2,1 0.6593 0.0267
1,2 0.8496 0.0032 1,2 0.7959 0.0043 (1,2 0.8877 0.0014 (3,1 0.8099 0.0029
(3.9 0.8656 0.0014 (3,2 0.8100 0.0013 (3,1 0.9052 0.0050 (1,2 0.8238 0.0014
(0,3)* 1.0131 0.0210 4(0,3) 0.9480 0.0129 (0,3) 1.0765 0.0133 (2,2 0.9666 0.0035
2,2 1.0232 0.0101 2,2 0.9585 0.0034 (2,2 1.0885 0.0108 (0,3) 0.9764 0.0121

The spectrum computed using the SCF ground and ionifor various numbers of terms in the polynomial expansion
surfaces agrees considerably worse with the experiment thaxf the GS and ionic surfaces are listed in Table IV. From
that obtained from the SDCI calculatiofBig. 4). The SCF this table one can see that tlig values gradually increase
values forfy andf, are 0.004 and 0.755, respectively. The when going from the complete 4th-order expansion to the
energy of the first vibrational line associated with the exci-harmonic case. An interesting feature is observed for the
tation of the “u” mode in the case of the SCF calculation is “g” mode: the bilinear termQyQ, taken into account sig-
0.3408 eV WhICh clearly deviates from the experimentalnificantly increases thg, value(0.1053 for SCF and 0.0442
value (0.30%0.003 eV). Thus, the effect of electron corre- for SDCI) compared to the case where only quadratic terms
lation taken into account in the SDCI calculations of theQ and Qu are included(0.0565 for SCF and 0.0165 for
potential-energy surfaces is to weaken the excitation of thSDCI) Here we should note that the number of terms in the
“u” mode in the O 1s XPS of CQ. Interestingly, the value GS and ionic state surfaces’ expansions were changed
of f4 is larger in the case of SDCI than in that of the SCFconsistently.
spectrum. From Table IV it is seen that the anharmo@gQu term

We are now in a position to analyze the influence ofessentially compensates for the strong enhancement of the
different terms in the expansion of the diabatic potential-“g” mode excitation induced by the bilinear term. In con-
energy surfaces on the intensities of the vibrational linesrast to the “g” mode thef, value does not change dramati-
in the spectrum. Théy andf, values calculated numerically cally with the change of the number of terms in the expan-

9000
FIG. 4. Theoretical band shapes of the G 1
8000 €Oz OlsXPS XPS of the CQ molecule obtained by different
hy =581.8 eV @ methods in comparison to the experimental spec-
7000 a [ 1 trum [19]. The solid line represents the result of
the SDCI calculation, the dashed line represents
6000 | the result of the SCF calculation, and the experi-
mental spectrum is depicted by the center-pointed
% 5000 squares. The theoretical spectral band shape has
§ been obtained by broadening the discrete vibra-
© 4000 | tional lines with the experimental line profiles
[19]. The theoretical spectra have been normal-
3000 ized to the maximum of the intensity of the ex-
perimental spectrum and aligned with respect to
2000 F the position of the maximum of the firgtnost
intense line in the experimental spectrum. No
1000 + additional fitting has been used. The vertical lines
represents the energies and intensities of the dis-
0 crete vibrational lines obtained by the SDCI

39 39.5 40 40.5 41 41.5 42 method.
Kinetic energy (eV)
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TABLE IV. The f values and the vibrational frequencies for the efficientsa,q anda,, of the quadratic terms in the expansion
GS and O % ! states obtained from the numerical calculations onpf the ionic surface within the strict linear model are as-
the coupled anharmonic oscillators for different numbers of terms;med to be equal tey/2 andw,/2, respectively, wherey

in the polynomial expansion of the GS and ionic surfaces. Listedandw are the GS vibrational frequencies used for the con-
are the results of the SCF and SDCI calculations. The frequenciegtructil:)n of the dimensionless normal coordinates. Obvi-

are in ev. ously, these “strict” coefficients of the quadratic terms dif-
SCF fer from the actual onegsee Table . This immediately
3rd order ond order  'esults in different positions of the minima of the ionic sur-
without without the face in these two cases.
4th order 3rd order Q,Q%  2nd order bilinear term The minimum positions and thg, and f, values com-
o puted using these positioh&q. (11)] are presented in Table
wg- 01850 01833  0.1859  0.1872 0.1872 v for a sequence of expansions ranging from the complete

w;° 03132 03091 03179  0.3179 0.3179  4th-order expansion to the linear one. It is worth noting that
wg" 01772 0.1679  0.1885  0.1829 0.1831  the values off;(i=g,u) obtained from the quadratic expan-
o;" 03408  0.3401  0.3306  0.3267 0.3266  sion are related to thE"'"“! values of the strict linear model
fq 0.0042 0.0129 0.0989 0.1053 0.0565 by the following evident equation:

fu 0.7556 0.7709 0.7680 0.7911 0.7916

2

GS sbel fftriCt: ﬁ fi, i=g,u (14)
wg 0.1732  0.1708  0.1735  0.1748 0.1748 i
ogS 03011  0.2963  0.3051  0.3051 0.3051
wg" 01656 01560 01737  0.1708 0.1711
" 03178  0.3164  0.3131 0.3122 0.3120 wherea;; are the coefficients of the quadratic terms in the
fy 0.0109  0.0243 0.0426 0.0442 0.0165 polynomial expansion of the ionic surfa¢€able Il) and w;
f, 0.5762 0.5869  0.5931 0.5994 0.6012 are the GS vibrational frequencies. Thus, if only the qua-

dratic expansion is used, the method of calculatingf thel-
ues based on the geometry changes in the ionized state rela-
sions: the anharmonicity affects rather modestly the intensityive to the reference G$Eq. (11)] contains a hidden
of the “u” mode. renormalization of the linear coupling constants. We, there-
Because of the above one might expect the strict lineafore, refer to the approach based on Etl) as therenor-
model to give intensities for the “g” and “u” modes similar malized linear vibronic coupling modeBtrictly speaking,
to those obtained for the case of only quadratic expansion dbr potential-energy surfaces containing non-negligible bilin-
the surfaces. Using the latter expansion th@ndf, values ear and higher-order mixed terms one cannot explicitly de-
are 0.0565 and 0.7916 for SCF and 0.0165 and 0.6012 fdine renormalized linear coupling constants, but in many
SDCI, respectively. What actually happens is thatfthand  cases we nevertheless expect the renormalized linear model
f, values calculated using the strict linear model with theto serve as a good approximation. Comparing fthend f,
linear coupling constants taken from the 4th-order expansiomalues obtained at the SCF and SDCI levels using the renor-
of the ionic surface and the frequencies of the G8ble | malized linear modelTable V) with those calculated nu-
are 0.0537 and 0.926CH and 0.0156 and 0.684B5DCI). merically (Table IV) we see that for COthe renormalized
The reason for this discrepancy is very simple. The strictinear model works rather well despite considerable anhar-
linear model assumes that the vibrational frequencies of thenonicity in the potential-energy surfaces of both the ground
ionic states are equal to those of the GS. Therefore, the c@and ionized states.

TABLE V. The positionsAQg andAQ,, of the minimum of the O & ionic potential-energy surfaces of
the CGQ molecule relative to the GS reference configuration obtained by the SCF and SDCI methods for
different numbers of terms in the polynomial expansions. Listed are alsbuhkees obtained using these
minimum positions, see Eq11).

SCF
4th order  3rd order 3rd order 2nd order 2nd order Strict linear model
without Q,Q2 without the bilinear term
AQg —0.12953 —0.12722 —0.39342 —0.40978 —0.33442 —0.32770
AQ, —1.19126 —1.20676 —1.24540 —1.26123 —1.24818 —1.35720
fg 0.0083 0.0081 0.0774 0.0839 0.0559 0.0537
fu 0.7095 0.7280 0.775 0.795 0.7789 0.9210
SDCI
AQgy —0.02945 —0.02555 —0.24983 —0.25633 —0.18094 —0.17660
AQ, —1.06765 —1.08128 —1.09493 —1.09860 —1.08940 —1.16970
fg 0.0004 0.0003 0.0312 0.0328 0.0163 0.0156

fu 0.5699 0.5845 0.5994 0.6034 0.5934 0.6841
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D. The role of electron relaxation and correlation f, values presented in Table IV exhibit a marginally differ-
ent behavior from that obtained using the strict linear model:
jthe fy value slightly increases when going from SCF to

DCI. We surmise that this is related to the interaction
” and “u” modes in our case.

Although the strict linear model is not highly accurate for
CG, it is of sufficient quality to be used to trace out general
trends in the intensity changes when going from the froze ) ‘
orbital approximation, i.e., using derivatives of GS orbital (couPled oscillatorsof “g
energies, to the case of SDCI. It should be noted that the
SCF calculations of core ionized states cannot be considered V. DISCUSSION

to incorporate only electron relaxation. We use here a local- The vibrational structure of the OSIXPS of the sym-

ized orbital basis to (_:alculate the Os 1:_ore-|0n|z_ed _states_ metrical linear CQ molecule computed in the present paper
and, therefore, some important corre_latlon co_ntnbuﬂons Withs in a very good agreement with the experimental &€
respect to a symmetry-adapt@elocalized orbitalscalcula-  \ye nave shown that there is a strong excitation of the non-
tion are already incorporated into the calculati®—22. 45y symmetric vibrational stretching mode in the spec-
The fq and f, values calculated at the level of FOA are ., \yhereas the excitation of the totally symmetric mode is
0.4737 and 0.5065, respectively, see Table V1. Here, for the st completely suppressed. Qualitatively similar theoret-
construction of the dimensionless normal coordinates We.5| results were also reported in Refg,4,d.
used the frequenciesy and w, calculated for the SCF GS There is a point of view commonly accepted by the core-
(0.1850 and 0.3132 eV, respectivelyrhe values off; and  |evel spectroscopy community that the Gs ¢ore-hole cre-
f, reported in Ref[2] were 0.32 and 0.98, respectively, and ated upon ionization of CQis localized and, consequently,
have been computed using experimental GS frequencieghe symmetry of the final O dionized electronic states is
These values, when recalculated for the dimensionless nofower than the symmetry of the ground electronic state. In
mal coordinates used in the present paper, become 0.262 aggher words, a symmetry breaking occurs upon ionization of
0.784, respectively, and are very different from ours. Thisthe O 1s core levels of the highly symmetrical GGnol-
difference should be entirely related to the relatively smallecule. The physical mechanism driving the created core hole
basis set[(4s,2p]) used for the electronic structure calcula- to the localization is, however, very often misleadingly at-
tions in Ref.[2]. We note that the basis set dependence isributed to the ionization itself. Specifically, the core hole is
particularly strong for thef values calculated at the FOA thought of as localized due to the electronic relaxation ac-
level. The calculations performed in thes,3p,2d] basis set companying the creation of the core hole. This notion is
show thatf, is within 30% of its value obtained in the better- based on an observation that direct SCF core-hole-state cal-
quality cc-pVTZ basis set[@s,3p,2d,1f]) used in the culations of highly symmetrical molecules give a substantial
present paper. In contrast, thgvalues obtained in these two |owering of the total energy of the ionic state when the core
basis sets are almost identical. This different behavidi,of hole is forced to be localized by choosing a localized orbital
and f,, with respect to the extension of the basis set is nobasis [4,23-25. There is, however, no purely electronic
surprising. Within FOA the cut of the potential-energy sur- physical mechanism leading to a molecular symmetry break-
face along the totally symmetric stretching mode is calcuing upon ionization of highly symmetrical molecules. It has
lated in the basis of symmetry-adapted delocalized orbitaldheen conclusively shown in Refg20,21] that the energy
Obviously, such a delocalized description should be moréowering of the core-hole state obtained in the localized basis
sensitive to the basis set extension than a localized one. Qs due to the fact that an important fraction of the electron
the other hand, the cut along the nontotally symmetriccorrelation is effectively incorporated into the electron relax-
stretching mode is obtained in the basis of localized orbitalstion when the symmetry restrictions imposed on the orbital
as the symmetry of the molecule is lower in this asymmetri-basis set in a delocalized representation are abandoned. A
cally distorted case. The above finding means that our SCEonsistent many-body treatment of the problem immediately
and SDCI results should not exhibit a substantial dependenaeveals the complete equivalence of the localized and delo-
on the choice of basis set since in both these cases we usedalized representations. Recent x-ray emission investigations
basis of localized orbitals. Indeed, the valuesfgfand f,  of the O, molecule experimentally proved that the creation
calculated with the two basis sets are identical within 3%.of the core hole alone does not lead to the symmetry break-
Our calculations seem to have converged with respect to thiag in this symmetrical moleculg26]. The mechanism re-
basis set. sponsible for the symmetry breaking and core-hole localiza-
Comparing thef values calculated using the strict linear tion in CO, is the vibronic coupling mechanisf2]. There
model at the levels of FOA, SCF, and SDCI, one can see thaire actually two delocalized ionic electronic states of differ-
thef value dramatically decreases when going from FOA toent symmetry £, and %) that interact vibronically with
SCF and then slightly decreases again when going to SDCkach other via the nontotally symmetric stretching mode.
Thef, value, in contrast, increases when going from FOA toThis vibronic interaction intermixes the delocalized elec-
SCF and then decreases when going from SCF to SDCtronic states resulting in localized core holes. Thus, a prereg-
Thus, electronic relaxatiotwith the reservations discussed uisite to the symmetry breaking and localization in the ion-
in the beginning of this sectigrdecreased, but increases ized states of highly symmetrical molecules is the presence
f,. Electronic correlation, on the other hand, rather de-of several energetically closely placed electronic states of
creases bothfy and f,. To avoid misunderstanding we different symmetry that can vibronically interact via nonto-
should note that the above discussion was based on the really symmetric modes. These nearly degenerate electronic
sults of the strict linear model where the “g” and “u” states, in principle, can be observed directly in XPS experi-
modes do not interact with each other. The numerigaind  ments since the selection rules in this case allow for final



1998 N. V. DOBRODEY, H. KCPPEL, AND L. S. CEDERBAUM PRA 60

ionic states of different symmetries. For those moleculesvave functions of the ionized state to the right minimum
with equivalent atoms where the core states are not nearlgosition of the ionized state potential-energy surface relative
degenerate, for instance, 12] and GH, [11], dynamical to the GS one. Thus, in principle, the renormalized linear
localization is either not present gNor incomplete (GH,) model may be used in situations where the ground- and
and two individual states can be observed experimentallgxcited-state potential-energy surfaces are appreciably anhar-
[11]. This by itself already proves that core states cannot benonic but with one important reservation: the vibrational
considered localized. excitations should not be very strong. If the vibrational ex-
Dynamical localization in symmetrical systems manifestsCitations were very strong the renormalized linear model
itself differently in different experiments. In ionization and would give significantly wrong results. In such a case the
absorption experiments the pictures of localized and delocaregion of large overlaps between the vibrational wave func-
ized core states are essentially equivalent if core states at®ns covers that part of the ionic surface that is far away
nearly degeneratg/2]. Starting from the more basic from its minimum and where strong contributions of anhar-
symmetry-adapted formulation, a transformation of themonic terms are present. The wave functions of the vibra-
Hamiltonian to a localized representation can be given. Mostionally excited states that have the maximum amplitudes in
importantly, this transformation also transforms the expresthis region should also significantly deviate from the har-
sion for the observed spectrum to an expression for the spegionic wave functions. By inspection of our results one can
trum with a priori localized core stategf?]. The situation is  See that the larger the distance between the minima positions
different for emission spectra like Auger and x-ray emissionof the GS and O 4™ * potential-energy surfaces, the larger
spectra[27,28. Here, in particular, in x-ray emission, the the deviation between thg, values obtained from the renor-
above-mentioned transformation of the Hamiltonian does nomalized linear mode(Table V) and those of the full numeri-
bring the expression for the observed spectrum into the forneal anharmonic treatmeitTable 1V). The value ofAQ, is
of spectra ofa priori localized core states. The final result is —1.191 for the SCF calculations arig obtained from the
that the spectrum does depend on the details of the vibronikenormalized linear model is 0.709, whereas the respective
coupling between the nearly degenerate core states. In otheumerical value is 0.755. On the other hand, is smaller
words, there is some coherence of emission from the equivan the case of the SDCI calculations-(L.067) and the dif-
lent atoms and the strength of this coherence depends on tfierence betweeri, obtained from the renormalized linear
vibronic coupling constant as well as on temperature. Thisnodel and the numerical anharmonic treatm@hb69 and
leads to a violation of the usual optical selection rules and.576, respectivelyis smaller than that of the SCF. At the
this violation depends on the nuclear dynanizg]. This has end of this paragraph we would like to mention that in the
been confirmed experimentally and further discussed theazase of strong vibrational excitation there are arguments in
retically for CQ, [29] and not observed in £[26] where favor of the strict linear model as a good estimate of the
vibronic coupling cannot be present. intensity distribution[30]. While the renormalized linear
In our calculations we used a localized representation. Iimodel may be somewhat superior for weak excitations and
this representation the nuclear and electronic motions are déends to fail for strong excitation, the strict linear model re-
coupled(see Sec. )l This decoupling should not be con- tains its quality.
fused with the adiabatic or BO separation: in the adiabatic As we have already mentioned in Sec. IV B the anhar-
(delocalized in our cageepresentation the nuclear and elec-monic terms in the expansion of the ionic potential-energy
tronic motions are coupled. Obviously, one can use also theurface are very similar to those of the GS surface. This
delocalized representation but the localized one is evidentlfinding implies that the anharmonicity of the ionic surface,
more convenient in our case. which plays an important role in the correct description of
Our calculations on the vibrational structure of the @ 1 the intensity distribution of the O sLXPS of CG is rather
XPS of CGQ unequivocally show that the anharmonicity of ground-state-induced anharmonicity/e surmise that by in-
the potential-energy surfaces of the GS and ©idnized vestigating the ground-state potential-energy surface one can
states significantly affects the intensity distribution within get an idea whether or not it is possible to use the linear
the vibrational progression of the Os Bpectrum. model(strict or renormalizedor whether or not a calculation
On the other hand, the renormalized linear model pro-of the vibrational structure of a core-level spectrum should
vides rather good results on the intensities of the vibrationabe performed at a more sophisticated level. Here we should
lines in the spectrum. At first glance it would seem that therenote that this finding is not specific to GCbut is of rather
is some contradiction as the linear model deals with hargeneral importance for other symmetrical and nonsymmetri-
monic vibrational wave functions only. The reason that thecal molecules.
results of the renormalized linear model agree quite well To describe properly the vibrational structure of the @ 1
with those of our anharmonic numerical treatment is that theXPS of CG it is important to incorporate electron correla-
vibronic excitations in the case of OsIXPS of CQ are not  tion into the calculation of the potential-energy surfaces. The
very strong. The largest overlap between the vibrationaf values and the vibrational frequencies of the ground and
wave function of the GS and those of the G ibnized state ionic states become considerably closer to the respective ex-
is for states in the vicinity of the minimum of the potential perimental data when electron correlation is taken into ac-
surfaces where the anharmonic terms do not contribute sigsount(in our case, at the level of SDClInterestingly, elec-
nificantly to the surface polynomial expansion. In this caseron correlation affects thé, and f,, values in oppostite
the vibrational wave functions to a good accuracy can belirections. The value of calculated at the SDCI level in-
approximated by the harmonic oscillator wave functions.creases compared to the case of the SCF calculation, whereas
The renormalized linear model simply places the harmonid , decreases.
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TABLE VI. The f values obtained by different methods and comparison with the experimental data.
Listed are the results obtained by the FOA, SCF, and SDCI with and without using the ECA and MP2 with
the use of ECA. The theoretical literature valdasparenthesgshave been recalculated for the dimension-
less normal coordinates of the ground state used in the present(sapeiext Our SCF and SDCI results
with and without the use of ECA have been obtained from the numerical calculations on the coupled quartic
anharmonic oscillators.

FOA FOA?® SCF SCE ECA SCF ECA SCE ECA MPZ ECA SDCI SDCI Experimefit

fy 0.473 (0.262 0.004 (0.0 0.025 (0.005 (0.005 0.007 0.011 <0.02
f, 0.506 (0.784 0.755 (1.318 0.613 (0.716 (0.423 0.570 0.576 0.56

aReferencd?2].
bReferencd 4].
‘Referencd9].
YReferencd8].

It is worthwile to compare our results for the vibrational tion. The results obtained are also reported in Table VI. It is
line intensities with the data available in the literature. Suctseen that the SCF results are in reasonable agreement with
a comparison is presented in Table VI. Our results listedhe experimental data. Moreover, the inclusion of electron
have been obtained by solving numerically for the couplectorrelation in the calculations improves the agreement with
anharmonic quartic oscillators. Because the absolute valughe experiment. Thd values obtained by SDCI with and
of f4 and f, depend rather strongly on the respective fre-without using the equivalent core approximation are almost
quencies used for the construction of the dimensionless noidentical indicating that this approximation works rather well
mal coordinates, it is desirable for the sake of comparison tin the case of O 4 ionization of CQ. The individual ener-
have a unified normal coordinate scale for the values obgies and intensities of the vibrational lines in the spectrum
tained by similar methods. For this purpose we recalculatedomputed using ECA are slightly different from those ob-
thef values obtained in Ref§2,4,9 at the one-particle level tained from the direct core-hole calculatiofsee Table ).
using our GS frequencies for the “g” and “u” vibrational Here we should note that thg, value obtained at the SCF
modes calculated by the SCF method. The MPZalues level within ECA is closer to the experimental one than that
from Ref. [9] have been recalculated using our SDCI GSobtained from the direct core-hole SCF calculatighable
frequencies. The reason for the descrepancy between oWMil). Moreover, the difference betweémalues obtained with
FOA values and those reported in REZ] has already been and without ECA depends on the method used for the elec-
discussed in Sec. IV D. This is due to the small basis set uselonic structure calculationéSCF, MP2, and SDQI Appar-
for the electronic structure calculations in Rg2]. Thef  ently, there is an uncontrolled error compensation in ECA
values reported in Ref$4,9] were calculated using the ge- that makes this approach not robust. The quality of the re-
ometry change in the O slionized state relative to the ref- sults obtained using ECA depends also on the molecule stud-
erence GS nuclear configuration or, in our nomenclature, used [31].
ing the renormalized linear model. Surprisingly, thevalue Our analysis explains why the rather simple approach
calculated with the O-C bond length changes reported in Relused in Ref[9] gives reasonable results on the vibrational
[4] and our SCF vibrational frequencw(=0.3132 eV) de- structure of the O & ionization spectrum of the COmol-
viates drastically from that presented in Ref]. Thef, re-  ecule. First, the linear model used in REJ] works rather
ported in Ref[4] is 0.936, whereas the value calculated us-well in this particular case because it uses the geometry
ing the geometry change reported in Ref] and our SCF change as input data and, therefore, contains a hidden renor-
vibrational frequences is 1.318. This deviation cannot be agnalization of the coupling constanteemember that the vi-
sociated with the different frequencies singg used in Ref.  brational excitations are not very stronf<1). Second,

[4] is 0.32 eV(for the ionic statg which is very close to our there is an error compensation in ECA at the SCF level that
frequencyw,=0.3132 eV. The analogous value to that of decrease$, in this case. This is borne out by the numerical
Ref.[4] obtained from our SCF calculations using the renor-anharmonic oscillators’ calculations using the full 4th-order
malized linear modelsee Table Y f,=0.779 is rather simi- polynomial expansion of the potential-energy surface that are
lar to that listed in Table VI0.755. Thus, we assume that compared with and without ECA, in columns 3 and 5 of

there is a misprint in Ref4]. Table VI.
The f values reported in Ref9] are in reasonable agree-
ment with the respective (_axperlmental da_Ta_bIe VI). The_y VI. CONCLUSIONS
have been computed using the SCF within the equivalent
core approximation. The MP2 calculations of Rgf] have Our ab initio calculations of the vibrational structure of

also been performed within the equivalent core approximathe O 1s XPS of the CQ molecule confirm previously re-
tion. The results are in worse agreement with the experimentorted results that core-hole localization and symmetry
(Table VI). The reason for this is not clear. In an attempt tobreaking occurs upon ionization of the Gs &lectrons. The
clarify this point we have performed in addition to our cal- physical mechanism that drives the G ¢ore holes to lo-
culations discussed in the preceding sections SCF and SDC#lization is dynamical in its origifi2]: the two almost de-
calculations, but now using the equivalent core approximagenerate, and 2, electronic delocalized core-hole states
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interact vibronically via the nontotally symmetric stretching reason why this renormalized linear model gives rather good
mode, which leads to their intermixing and consequently taesults for the vibrational line intensities in the spectrum.
the localization of the core holes. The SCF and SDCI calcuAnother reason why the renormalized linear model works
lations show that electron reorganization and correlation efwell in the case of the O 4 XPS of CQ is that the vibra-
fects Strongly influence the vibrational intensity distribution tional excitations in the Spectrum are not very strong_ In this
of the O Is XPS of CQ. The vibrational structure of the case the largest overlaps between the vibrational wave func-
O 1s XPS of CG computed at the SDCI level is in very tions of the ground and ionic electronic states fall within the
good agreement with the respective high-resolution experiregion where the anharmonic terms do not significantly dis-
mental spectrum. tort the harmonic shape of the surfaces. As a consequence
The anharmonicity of the potential-energy surface of thehe vibrational wave functions, to a good accuracy, can be
O 1s ionized electronic states has been shown to play @pproximated by the harmonic ones. This explains why the
crucial role in a proper description of the vibrational struc-renormalized linear model employing the harmonic vibra-
ture of the XPS. This anharmonicity is mostly a replica oftional wave functions for the ground and ionic electronic
the ground-state anharmonicity. This ground-state-inducegtates gives rather good results in our case.
anharmonicity substantially affects the position of the mini- we have presented results with and without using the
mum of the ionic potential-energy surface relative to that ofequivalent core approximation. This approximation has been
the ground state. As a result, the linear vibronic couplingshown to be a good approach for calculating the vibrational
model in its strict formulation gives intensities of the “g” structure of the core-hole spectrum at the SDCI level. The
and “u” vibrational modes in the spectrum that strongly yalues for the O & core-hole states of CQpbtained within
deviate from their experimental values. The linear modelihis approximation at the SDCI level are almost identical to
which employs the geometry changes in the ionized statghose obtained at the same level of treatment of the electron

relative to the GS equilibrium configuration, is equivalent tocorrelation, but without using this approximation.
the strict linear model if the GS and ionic potential-energy

surfaces are harmonic in the vicinity of the GS reference

cqnflgurapon. Our analys.|s s_hows that the former mpdel con- ACKNOWLEDGMENTS
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