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Numerical simulation of high-order above-threshold-ionization enhancement in argon
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Resonant enhancement of high-order peaks in the photoelectron spectrum of argon at 800 nm is studied by
numerical precision integration of the time-dependent Stihger equation in the single-electron approxima-
tion. It is shown that electrons in the backscattering region of the spectrum are almost exclusively due to
resonances. Wave-function analysis shows that there are two types of resonant states: high-angular-momentum
states that stay away from the nucleus and mainly decay by emission of low-energy electrons, and states that
are located near the polarization axis. These latter states predominantly decay through violent collision with the
ionic core, and are responsible for the enhancement of high-energy photoele@0&0-294{©9)03708-7

PACS numbd(s): 32.80.Rm, 34.50.Rk

[. INTRODUCTION homogeneous distribution over the peaks in the allowed en-
ergy interval[9].

Photoionization of noble-gas atoms with optical or near- The situation is more interesting for high-order ATI. Clas-
infrared lasers requires so many photons that a measurakdécally, energies above 2 (“superponderomotive” or
rate can only be obtained when the field strength of the elec*hot” electrons) can only be acquired through an additional
tromagnetic wave approaches that of the Coulomb attractiomteraction of the photoelectron with its parent ion. Since the
to the nucleus. At such intensities, excited states and corguiver velocity is a unique function of time, all momentum
tinua are completely mixed. As a consequence ionizatiofiransfer during an instantaneous scattering eveet, one
usually goes accompanied by absorption of a large excess &st compared to the optical cygles taken up by the drift
photonsl a process known as above-threshold ioniza’[iomotion. ThUS, ESDECia"y Scattering in the backward direction
(ATI) [1]. can lead to a large change of the drift velocity, if it happens

High-sensitivity experiments with high repetition rate la- N€ar a Zero crossing of the electric field, when the electrons

sers[2,3] have made it possible to study ATl spectra to veryMOVe fast. The details of the electron-ion scattering interac-

high orders. Such studies have revealed that atoms can aien are expecteq to depend strongly on the atomic species,
sorb many times their ionization potential’s worth of pho- and indeed the high-order part of ATI spectra shows a lot of
element-specific structufd.0,11].

tons. As simple classical arguments have shown, the low-
order part of the ATI spectrum is essentially due to the The envelope of most ATI spectra does not dec_rease regu-
) . . larly, but shows regions where the peak magnitudes stay
acc.ele'ratlon of th.e gjgcted photoelectron in th'e electromagr-ou(‘:]th constant or even increase with peak org@r In
netic .f'eld of the |on|z‘!ng_lassz[r4], an accele_ranon that re- analogy with high-harmonic generatidt2], these regions
sults in an oscillatory “quiver” motion superimposed on the paye heen called plateaus. On closer examination, however,
cycle-average “drift” velocity. As such, the low-order ATl hese plateaus do not seem very flat, but look more like en-
spectrum is largely atom independent, the influence of thgancements of a couple of ATI peaks around a certain order.
atom being limited to the production mechanism of the free Recent high-resolution experiments have revealed sub-
electron. This “two-stage” approach, where the atom isstructure in the ATI peaks of plateaus in argf0] and
modeled as a source of monochromatic electrons, has don@non[11]. Such substructure in the ponderomotively broad-
rather well in explaining the shape of low-order ATI spectra.ened ATI peaks demonstrates that those plateaus are due to
The time-averaged kinetic energy of the electron due taesonant processes, i.e., the production of photoelectrons in
its quiver motion is known as the ponderomotive potentialthat energy region occurs at well defined light intensities,
Up, and it can exceed the photon enefgy many times. In  and drops by at least an order of magnitude for intensities
the two-stage mod€]l5], or other models that neglect the only a few percent different.
interaction of the photoelectron with its parent ion once ion-  ATI substructure is well known from resonance-enhanced
ization has been effecté@,7], the ATl spectra do not extend multiphoton ionizationMPI) at lower intensitie$13], where
much past energies abov&J2, the maximum drift energy it occurs because excited states are Stark shifted to an energy
that can be acquired by a photoelectron after its release in then integer number of photons above the ground state, to be
field by the original ionization eveiit]. The global shape of resonantly populated through a multiphoton transition. The
this low-order part of the spectra does depend on how thbound-bound transition is usually much stronger than direct
production of electrons in the source correlates with thdonization, and, once populated, the excited states ionize eas-
phase of the laser. Concentration of ionization near maximdy. Such behavior was, however, unexpected at the high in-
of the electric fieldE(t), as expected in the case of tunnel- tensity 70 TW/cr) used in the argon experiment. All ex-
ing, will (in the case of linear polarizatiptead to a domi-  cited states there lie very far above and outside the potential
nance of low-energy electrons8]. On the other hand, a barrier created by the combined action of the nuclear Cou-
steady production, such as Auger decay, will lead to a moréomb attraction and the laser fie[d4]. Under these circum-
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stances the electron cannot resist the laser and is driven into Since spin-orbit coupling in argon is a relatively minor
a full-blown quiver motion, which(at this intensity dis- effect even in the B ground state(178 me\}, the model
places it over a distancea=26 bohrs. Any resonant inter- neglects it completely, and describes the atom as a single
mediate state must thus be completely deformed by the lasenpn-relativistic electron in &three-dimensional potential
its quiver energy far exceeding its binding energy. Yet thewell
narrow width of the individual subpeaks suggests that the
involved states must have appreciable lifetirfieg]. V(r)=[1+Ae '+ (17-A)e “ir. @
In contrast, states involving inner-shell excitations of the
Ar* core, e.g., (3)(3p)° are at least as rigid as the Ar

ground state, and suggestions that such excitations mig:54 B=1, C=3.682 the eigenenergies of an electron

somehow be involved have been put fqi]. In the current bound in this potential faithfully reproduce the configuration

paper, however, two-electron effects are completely ne- f the bindi 4 £ the sinal .
glected. Instead we study the dynamic effects of the intera averages of the binding energies of the singly excited states

tion between photoelectrons and their parent ion in a singlg’LZl]’ but of course lack the splitting of levels within one

clecon picure. I prevous page) 1 v shoun tar’ (<TI0 0 10 UG Couping SHede) )
electron spectra calculated by numerical solution of the time- ~" " ' ' P
dependent Schdinger equation can show quantitative reproducgd corrgctly, andv(r) possesses the proper
agreement with the experimental results for the observed alqsymptotlc behavior for— e an.drl'o. Thus,V(r) can t_)e .
gon plateau. In this paper we present a more systematic Stuign&dered an excellent approximation to the electron-ion in-

of resonance enhancements in the ATI spectrum of argon ar:;a(;{é%r;(r:?cgdén?o %ghggg)e aité?::% Iasetlzlosre e>éc;|t§at|o_ns
800 nm by the same method. - DU PD lal w upporting inner

shells, however, Eq.l) cannot be used as such.
To obtain a potential suitable for the intended simulation,
use was made of the fact that the first radial node ofthe
Numerically solving the time-dependent Sotirger Wave and the second node of tkewave in the potential
equation to simulate the argon plateau at 800 nm is a comV(r) nearly coincide. Imposing a hard-core boundary condi-
putationally demanding problem. The laser frequency is lowtion [¥(R)=0] on the wave function near this “com-
on the atomic scaléhe duration of the optical cycle is about mon” nodal point therefore only induces a minor distortion
109 atomic time units and to allow resonance effects to of these waves, and eliminates teand L shells. Thed
develop takes many optical cycles. The photoelectrons ovave, however, still penetrates to this poinearr =0.47)
interest are rather high in energy, and to contain them on thand the quantum defect of tidestates turns out to be exquis-
grid during such a long time requires a grid with a largeitely sensitive to small distortions of the potentialproperty
radial dimension. To accurately represent these fast electroriBat the model shares with the real atom, as evidenced by the
requires small temporal and spatial grid spacings, driving uparge difference ird-quantum defect due to the minor differ-
the number of grid points even further. ence in charge distribution of thB,, and P4, core. In
To make the problem tractable at all, it is essential toaddition, the hard-core boundary condition is a little too
formulate it in the velocity gauge: At the large distances thehard: in the true eigenfunctions the nodes move slightly in-
electrons reach, instantaneous energies and angular momemtard with increasing energy, producing a marked depen-
would grow completely out of hand in the length ga(ig@].  dence of the quantum defects on enef@yain, especially for
On the other hand, in the acceleratigiramers-Henneberger thed states.
[18]) gauge the displaced nuclear potential would be angle Most of the problems withs- and d-quantum defects
dependent, causing a nonsparse coupling between the vadeuld be cured by using a soft repulsive civér) instead of
ous partial waves. a hard sphere. The outward push of this core ondtlstates
(for which no inner shells have to be eliminatezbuld be
A. The model atom compensated by providing an attractive tail to this core,

rg,tb\tomic units are used unless mentioned differentior A

II. NUMERICAL METHODS

The atom was treated in the single-active-electron ap-
proximation, as a simple potential well. In heavier atoms, the W(r)=F{[(Ry—1)/G]°—[(R—T)/G]*. 2)
presence of inner shells causes problems due to their rapid
time evolution. Using a pseudopotentid9] would solve
these problems by eliminating such shells, while exactly preThe s andd states are less sensitive to the presence of the
serving the scattering properties of the core for all energies iattractive tail, since their potential well is still quite deep at
the valence-shell range and above. Unfortunately, the conthe place where this tail occurs. The whole core modification
monly used pseudopotentials drelependent. Sincp, and  (chosen to be four times differentiable so as not to spoil the
thus I=rxp, is not a gauge-independent quantity, theaccuracy order of the numerical integration methisdcon-
pseudopotential cannot be transformed to the velocity gaugéned to the rangeR<r<R,. With R,=3, F=25, G
as a local(multiplicative) potential. In the present calcula- =2.017 85 this potential repaired the quantum defects of all
tions, this problem was solved by relaxing the requiremens andd states to within 0.01 of the original ones, that of the
that the scattering properties of the model electron-ion interp states to within 0.04, with an exact representation of the
action be exact up to infinite energy. Instead, highly accurat@p energy. Higher angular momenta do not penetrate signifi-
scattering behavior was only required in the energy range afantly within R, (the inner turning point of the threshofd
collisions that will occur in practice, i.e., up to 31g [20]. wave isr =6), and remain purely hydrogenic. In the relevant
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energy range{ 1 to +1 hartreg¢ the scattering behavior of resonance intensities, that, for optimal comparison with ex-
V(r) (as determined from the phase shifshardly affected periments, can be compensated by a shift in wavelength. The
by the repulsive core. photon energy used in all presented calculations was
The 3s state is not removed by the procedure sketched=0.057 73 { =789.3 nm), which makes the 12-photon reso-
above. Its binding energy, however, is of the order of thenance with ann=4 state(which seemed to be the most
energies that photoelectrons acquire anyway, and so the predsminant feature in experimental speg¢togcur at the same
ence of this state does not put an additional burden on thimtensity as such a resonance in the real atom would occur
step sizes. After propagation it was always confirmed thafor A =792.5 nm(the wavelength used in Rf10]).
the 3s population had remained negligible. To economize on computation time, first a number of op-
OutsideR, all eigenfunctions in the weN/(r)+W(r) are tical cycles were run on a small grid, just large enough to
identical to those inV(r), (also in normalization; the proper contain a(quivering atomic state. This “leader” provides
boundary condition guarantees thisut the differences for time for populating a prospective resonant excited state, and
r<R, would slightly alter the matrix elements &-r be-  for most turn-on transient effects to decay. After that the grid
tween those functions. In principle, this could be counterwas continually expanded so as to keep all electrons of in-
acted by adapting the laser potential inside the ¢maving terest emitted during the last ten cycles of the pulse on the
some scalar potential there after the gauge transformationgrid. This procedure also serves to avoid contamination of
For the treated intensities, this modification would be verythe electron spectra by electrons from the period during
small. It was found that small potentials inside the classicallywhich a resonance developed, and at the same time prevents
allowed region of the ground state, varying at the laser frebiasing the calculated spectra in favor of slow electrons that
qguency, in general have little or no effect on the ionizationtake longer to move off the grid.
process: the state simply adapts adiabatically to this through
a small perturbation. For this reason, the laser interaction

was not corrected at all for the presence of the repulsive core. C. Convergence
As discussed in Refl17], convergence of a numerical
B. Time evolution simulation is a highly nonuniform matter. Some guantities

converge more rapidly than others, and even the convergence
of one observable can depend strongly on its numerical
i 9,0 ={—1/2p?+p-A(t)+V(r)+ W(r)}¥, (3  value. In principle, the exact value of all calculated quantities
can be obtained by takingt andAr to 0 while keeping all
was integrated using a method that was fourth order in thether quantitiegsuch as the laser intensity, and the position
spatial grid spacingdr, and second order in the temporal of the absorbing wallfixed.
spacingAt. (The Appendix contains a brief overview of this  This procedure does not perform very satisfactorily in the
method; for an extensive description of the propagator, sepresence of very narrow resonances, because a tiny shift of
Ref. [23].) At the far end of the grid, an absorbing wall the resonance intensity might produce a completely different
removed photoelectrons that reached that point. The wallnonresonant versus resonaetectron spectruni32]. The
was implemented by multiplying after each time step with aelectron spectrum taken at the intensity that follows the peak
mask function + (d/60)*, whered is the penetration depth of a certain resonance converges much faster than that at a
into the absorber. No attempt was made to absorb the wavixed intensity near it.
function at thel boundary of the grid, since the numberlof This remark is important for understanding the accuracy
states could be chosen large enough to completely contawf the calculated results. lonization rates and instantaneous
the wave packet. dipole moments away from resonance are typically con-
An initial 3p state oriented along the laser polarizationverged to better than 0.1% of their typical valueAat=0.2
[24] was subjected to all-cycle laser flat-top laser pulse and At~0.1 (1000 steps per cycle This agrees well with
A(t)=Apzcoswt (0O<t<NT), preceded by a half-cycle turn expectations: the leading errors due to spatial and temporal
on A(t)=Apz(0.5coswt+0.125cos at+0.375) and fol- discretization on states with momentlkrand energyE are
lowed by a similar turn off25]. Switching times were kept 3;(kAr)* and % (EAt)?, respectively, so the mentioned
as short as possible, to minimize the loss of fast photoelecralues should work very well for energies up to 0.5 hartree,
trons at the end of the grid during it. The switching used isin which range the ground state and the dominantly popu-
four times differentiable both at=0 andt=—T/2 [and on lated excited states all lie. For a calculation without narrow
t=NT andt=(N+ 1/2)T], minimizing nonadiabatic shakeup features(e.g., with a temporal sfnenvelope on the laser
of the tightly bound ground state. Sinégt) returns to zero pulse, broadening ATI peaks and resonance profilesse
outside the pulse, the switching does not impart any velocityparameters would be completely satisfactory.
to free electrons(They suffer some displacement, though, The physics of the atomic system is thus very well repro-
but this does not affect energy spectrBinally, the maxi- duced; nevertheless, in the high part of the electron spectra
mum electric field during switching is only 65% df, the ATI peaks will be shifted a little in energy, although their
=wA, in the main part of the pulse, so that a negligible calculated magnitude is very good. Similarly, the resonances
amount of tunnel ionizatiofas compared to later cyches will occur at a slightly different intensity, although the spec-
takes place during the switching interval. trum at a particular resonance is well represented. Getting the
Due to the absence of spin-orbit splitting, the ionizationhigh-order ATI peaks exactl§i.e., to within a small fraction
potential of the model atom is slightly different from that of of their width) in the right place might easily drive up the
the real atom. As a consequence, there is a small shift inequired amount of work by a factor 5, mostly wasted effort,

The time-dependent Schiimger equation,
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since the peak spacing is knovanpriori to be equal to the 102 . . . T : T
photon energy. In fact these energy shifts are a well under- i
stood effect of the finite time stg26], that can largely be 1034
corrected for, and so we did not try to obtain this correction - i
by purely numerical means. § 107 |
Due to the velocity-gauge formulatidt 7,27, only 20 to g
30 partial waves were needed to obtain convergence. This isg 10?®
in accordance with a rough estimate:E=0.07 tunneling 2
results in a wave packet with a transverse momentum spreacs 10
Ap=E3®=0.37, assuming that tunneling is dominated by § E

the lowest transverse mode of theearly harmonig saddle- 107

point potential. The quiver motion displaces this packet with

respect to the point from which angular momentum is mea- 10'% o ' 05 10 15 ' 20

sured by 2v,=42, for a total angular momentum 15. The ' " Eestron e';ergy @u)

maximum drift momentum perpendicular to the polarization

of a rescattered electron can be around 1 a.u., and the quiver FIG. 1. Calculated ATl spectrum of argon from the last ten

motion displaces the line on which such an electron movesycles of a 19-cycle flat-top pulse with peak field 0.044 a.u. at 800

by «, to either side, so angular momentum is expected to rumm, along the polarization vector. At this intensity there is maxi-

up to 20 for electrons escaping in this direction. mum enhancement of the ATI peaks around 25 eV, leading to a
At selected intensities convergence was tested by makingery pronounced plateau in this logarithmic plot.

runs with 40 angular momenta and up to 4000 time steps peF1

cycle. This confirmed that the electron spectra would nofn€ turn off, orthogonalize o, and then run the turn off
change visibly on the scale of the plots by going to smalle ackwards. This is equivalent to orthogonalizing on the state

time steps or including more angular momenta. Only in thehat evolves fromb, in the turn on, which, due to the high
wing of very narrow resonances was the spectrum at ﬁxe&hfferentlablllty and_ low |_on|zat|0n loss of this turn on, is
intensity sensitive to the temporal step size, but in thos/®'Y close to what is desired.

cases the changes could be undone by slightly shifting the

intensity. A comparison with high-precision experimental Il RESULTS AND DISCUSSION

spectra confirms that the calculated electron spectra are es-
sentially exac{28].

A. Electron spectra

Simulations were run with a 19-cycle pulse, i.e., a 9-cycle
leader with the absorber starting at a distance of 60 bohrs,
followed by a collection period during which the absorber

After the pulse the wave function that remained on thewas gradually moved out to a distance of 1540 bohrs. This
grid was energy analyzed for each angular-momentum chanyas done for intensities corresponding to peak electric fields
nel | with a fourth-order energy window29] Q(E)  E, ranging from 0.02 to 0.075. At this latter intensity, the
= y*I[y*+(E—-H*?], using the same atomic Hamiltonian tunneling yield has increased to about 3% per cy8l&, so
H® as was used in the propagation. At each endfgihis  that significant depletion already takes place during the 19-
gives the yield in the energy band with half-widtharound  cycle pulse. For still higher intensities, it therefore seems that
it as (¥|Q(E)|¥). The angle-integrated electron spectrumpulse-shape effects would start to dominate the results, and
was obtained by adding the spectra obtained from the indithe analysis of the results as an intensity-dependent ioniza-
viduall waves. The spectrum along the polarization axis wasion rate will become questionable. At the very low intensi-
calculated by adding the components of the filtered wave ties, ionization is expected to be dominated by very narrow
functions with the phase and amplitude prescribed by thelong-lived Rydberg resonances, requiring much longer
corresponding spherical harmonic, respectively, before calpulses before a steady ionization rate is reached.
culating their norm. In addition, the electron spectrum of the  Figure 1 shows a typical electron spectrum resulting from
highestl component was calculated, to check that it wasthe simulation procedure, containing peaks up to 45 eV
insignificant not only in terms of total population, but also at (faster electrons are at least partly absorbed at the far end of
any energy separately. the grid. For the intensity showt68 TWi/cn?), the spectrum

For some of the analysis, it was necessary to remove theisplays a pronounced plateau around 25 eV. At 5% higher
ground-state population during the pulse. This had to ber lower intensities, the corresponding peaks shrink an order
done with extreme care, because at the intensities studied tlo¢ magnitude, showing that the plateau is due to a resonance.
amount of ionization can be as low as 1 part irf J#r  This behavior closely resembles high-order enhancements
optical cycle, and any shakeup due to imperfect ground-statéHOES9 observed in experimen{d0,16]. At low intensities,
removal must be kept small compared to that. Orthogonalizthe width of the calculated ATI peaks is completely due to
ing on the(properly gauge transformgdnperturbed ground the short(10-cycle interval over which the electron produc-
stated, fell short of this criterion by several orders of mag- tion is analyzedand to the width of the analysis filter, which
nitude, even if it was done at a zero crossing of the electri¢s adapted to thjs the natural width can be deduced from the
field E(t) where one would expect minimum polarization of rate of decrease of the ground-state population, and would be
the state. A convenient method that performed satisfactorilgeveral orders of magnitude smaller. This rate roughly be-
(at these zero crossingwas to run the time propagation for haved as exp(2Z),), and thus increases by nearly four or-

D. Final-state analysis
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FIG. 2. lonization rate in a 19-cycle laser pulse, divided by the 1 M
average trend??® to make representation on a linear scale pos-

sible. Expected positions of various resonances are indicated, but

their effect on the total rate seems to be limited to an enhancement w

of about a factor 2.

Loy J_/\,/I\'J\M" L L,.;_MJ\N 0.0
ders of magnitude over the studied intensity range. This 0.03 0.04 0.05 0.06 0.07
behavior is qualitatively different from, and greatly Electric fisld amplitude (a.u.)
exc_eoegs the ~ Ammosov-Delone-Krainov  rate[31] FIG. 3. Partial yield of the individual ATI channels as a function
6EO_ ' exp(—0.8_3Eo), Wh'Ch IS not SUrprising SINCe We are ¢ e field amplitude, divided bg?? to take out the huge overall
not in the tunneling regime. From the total ionization rate aspcrease of rates with intensity, and thus make representation on a
a function of intensity(Fig. 2), it can be seen that resonancesjinear scale possible. The curves are offset from each other for
only have a minor effect on the total decay rédefactor 2 is  cjarity; in reality they all approximately hit zero at their lowest
already exceptiongl although they do cause pronounced point. In (a) the lower-order channels are plotted, from 13-photon
variation in the production of high-energy electrons. ionization (top) to 25-photon ionizatiorfbottom. In (b) the higher

The ponderomotive energy increases over the intensitgrders, from the 23-photaftop) to 37-photon(bottorm) channel, are
range studied from 0.5 to 7 photon energies. In an experiplotted. Note the different vertical scales @ and (b). Especially
ment, this would make the order of a specific resonance peak the high-order spectrum the signal is almost exclusively due to
(i.e., the number of photons absorbed to create those eleoarrow resonances, each resonance enhancing a comparatively
trons ambiguous. Since each simulation employs a uniquemall range of neighboring channels.
intensity, it is possible to monitor the ionization process of a
given order as it scans through resonances at several diffeten absorption, these resonances should be caused by even-
ent numbers of photons, without contamination from producyparity states. The absence of a peak at ilve4 position
tion of other orders at different intensities. The partial ATl suggests that these resonances are causegdshstes, rather
yields of some representative peaks, obtained by integratinghans or d states. In fact, the apparent absence of resonances
the ATI peaks in a 0%Bw-wide interval around their nominal due to these lower angular-momentum stdteisich should
position, are shown in Fig. 3. The higher-order peaks shovbe distiguishable by their quantum defe& conspicuous.
several high-contrast resonance enhancements. The enhancement caused by thetates is very prominent in

The procedure sketched above is not able to bring out ththe first few ATI orders, but hardly visible at higher electron
Rydberg resonances that dominate the low-energy part of thenergies.
ATI spectrum, because the leader is too short to develop Inthe 12-photon region, the situation is more diverse. The
them. In addition, the higher Rydberg stateboven=6), low-order ATI spectrum shows a number of very narrow
are too large to fit on the initial grid. To study such reso-resonances, which do not seem to correlated sometimes
nances in detail, another series of simulations was done, iaven anticorrelajewith a series of broader resonances in the
which a leader of 30 cycles was used and the initial positiorhigh-order part. For instance, Bt=0.041 a very pronounced
of the absorber was moved out to 140 bohrs. This is enougbnhancement in the 15-photon signal coincides with a mini-
to contain states up to=8. With these parameters, the in- mum in the 28-photon peak. At the slightly higher intensity,
tensity was varied around the 11-, 12-, and 13-photon rescE=0.044, the situation is reversed. Apparently this resonant
nance with the threshold, in steps small enough to resolve thstate mainly decays by backscattering, producing a pro-
expected Rydberg resonances. nounced plateau.

This procedure indeed nicely reveals a set of very narrow In an earlier papef16] we compared our numerical re-
resonances, shown in Fig.4. The 11-photon resonant regiasults with the experimental spectra of Hertleinal.[10], by
is rather uneventful, and shows a single series of resonancatirectly adding the(low-resolution electron spectra calcu-
at the positions expected for ponderomotively shifting,lated at different intensities, weighted by a factor resembling
quantum-defectless Rydberg states of principal quanturthe intensity distribution in a three-dimensional Gaussian fo-
numbersn=>5 and higher. Based on selection rules for pho-cus. A much higher resolution can be extracted from the
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FIG. 4. Partial yield of various ATI channels as a function of FIG. 5. Secti f the high-order AT d
field amplitudeE, divided bye?*®. From top to bottom we see the 1G. 5. Section of the high-order spectrum averaged over
hannels d tl 12-18 2$twi. ). and (partially showd 30 the intensity distribution in a Gaussian focus, for focal peak fieds,
channels due 1o ~o-2o, ¢€), and (partially sno " intensities(a) 0.053 a.u., 99 TW/cf (b) 0.046 a.u., 74 TW/ch

photon !onlzatlon. The Iatte_r two are magnified vertically by a fac\-/\sc) 0.044 a.u., 68 TW/cA (d) 0.0425 a.u., 63 TW/c and(e) 0.04
tor 8 with respect to the first seven. The low-order traces sho L U 56 TW/cr

enhancement by resonances with Rydberg series at the 11- an
12-photon level, as well as a broad structure in between. The 28-
photon channel, representative for the primary plateau region, is
dominated by the enhancementEat0.044; its low-intensity part To investigate the difference between resonances that lead
is further enlarged to show the the two weaker enhancements. Not® enhancements in the low-order part of the spectrum, and
that the high-order enhancements do not line up very well with thghose that cause plateaus, we plotted the wave functions in
strongest peaks in the low-order spectrum. The peak marked 4hea steady state that developed after the leader 88k
seems a barely resolvable doublet in low order. The doublet CO&Figure 7b) shows that the low-order enhancement at a field
lesces into a single narrower structure in the plateau, although onlys"5 9410 a.u. is caused by a state that circulates around the
the right member of the doublet seems to contribute at the 30%t0m with a high angular momentum. Judging from the num-
photon level, ber of angular nodes it can be classified ahatate. Due to

this high angular momentum it is apparently able to stay
same simulation runs by realizing that the yield vs field

B. Wave-function analysis

curves in Fig. 3 can be translated into an electron spectrum 50 : . . : r
(yield vs energy by making use of the ponderomotive shift 40 ]
of the ionization potential, which makes electrons of a single 30 ]
order appear at an intensity-dependent energy. In this case
the resolution is determined by the total pulse duration, in- 20 ]
cluding the leader, and not limited by the duration of the 10 | M“ 11 ]
collection period or the size of the spatial grid. To turnthe £ © Ll Lot
yield curves into a spectrum, one thus simply multipliesthe g 4 ]
yield by the focal intensity distribution function, and relabels % 3 ]
the horizontal axidin an order-dependent way =N7% w 2 ° ]
—Uo—Uy(l)]. The total electron spectrum is then obtained s :
by adding the single-order electron spectra for all orders. § ! dJ Hj Hll ]

w 0 I A.l A Lo 1

0.0

Figure 5 shows the result at a number of selected focal peak
intensities. It can be seen that the high-order enhancement
observed by Hertleiret al. actually stays prominent over a
wide range of intensities, the growth of the volume in which  F|G. 6. Single-intensity ATI spectra at electric field amplitudes

it is excited making up for the much higher total ionization of (a) 0.065 andb) 0.044 a.u., intensities for which strong enhance-
yield of the later HOEs. Typically HOEs have ATI spectra ments in the high-order spectrum occur. The upper graph features a
that are sharply delimited in ordéthe plateaus sometimes  plateau with a double hump. Note that both traces are represented
even with a double-hump structufeig. 6). on a linear scale.

0.5 1.0 1.5 2.0
Electron energy (a.u.)
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FIG. 8. Wave functions of resonances in the high-order ATI

FIG. 7. The wave function after a steady state develops, for aspectrum, ata) E=0.044 andb) E=0.065 a.u. The charge density
electric field of (a) 0.0315 a.u. andb) 0.041 a.u., 30° after the consists of a number of bunches on the polarizatirakis, which
electric field peaks. Note the ring of population encircling the fly through the nucleus on each cycle, and cause plateaus on back-
(strongly saturatedground-state population. The population lobes scattering. These snapshots are taken near the time of maximum
in this ring are clearly visible where the plotting box cuts the wavequiver displacement to the left; half a cycle earlier most of the
function. The lobes might seem insignificant, but due to the cylin-population is on the right-hand side. Upon passing the nucleus part
drical volume element they contain about as much population as thef it reflected, forming the high-momentum ripples visible on the
on-axis lobes. Foufa) or five (b) nodal planes radiate out from the right. Note that for these states there is only little population off
nucleus to separate the lobes, identifying the statesgaaral anh axis. The ground-state population near the origin does not quiver,
state, respectively. and strongly saturates on this scale.

away from the nucleus well enough to avoid collisions thatharrier, and this greatly enhances the amount of population
result in large momentum transféhe inner turning point  transfer through the barrier.

of 6h lies atr=21>a,.) A similar situation occurs for the  Figure 8 shows two resonant wave functions that cause a
11-photon resonances with tigeRydberg serie$Fig. 7(@)],  plateau; the population buildup around the atom here is
which also causes enhancement only in the low-order chang,iniy confined near the axis, and the regions of enhanced
nels. Their inner turnln_g point Is (?Ioser _to the ”L%C'e“’s ( electron density pass through the nucleus in the course of
%.14 for 59) but at their reson_ant Ir;tensny the quiver am- their quiver motion. Their multilobed structures are reminis-
plitude aq is also srr:ja!ler ﬁO_E/w.mg'?])’ SO lthat :[Phe .cent of Kramers-HennebergefKH) eigenstates in the
quiver motion cannot drive them against the nucleus. This I%lressedtime—average)jatomic potentia[34]. This situation

no longer true at the 13-photon resonance of the same Statf?ssfavorable for rescattering, and in the direction of polariza-
(for 5¢g this occurs neaE=0.05, i.e.,ag~15), and indeed 9. P

this resonance can be seen as a strong narrow spike in tﬁign this is necessarily bacKscattering, leading to high mo-
high-order ATI peakgFig. 4(b)]. mentum t_ransfgr. The multilobe nature of the KH.states
Wave packets tunneling out from under the saddle poinfWhich in itself is a consequence of the sidaxia)) orbital
are quite narrow in the direction perpendicular to the polarmotion of the electron within this state setting up a standing
ization vector. Due to the uncertainty relation this endowsave favors some impact energies, and eliminates others,
them with significant transverse momentum, which, at thec@using the modulations in the envelope of the high-order
distance at which they emerge out of the tunf@bund 12 ATl spectrum characteristic of plateaus.
bohrg translates into a significant angular momentum. The The overlap between the quivering KH states and the
position where the packets emerge also is at a good radig@merging tunneling packets is in general quite poor, since the
distance to overlap with Rydberg states of such angular moguiver motion tends to move the KH states to the other side
mentum. If the phase of the emerging wave padiein- as where the packet is pulled die quiver motion is 180°
trolled by the intensity-dependent energy of the ground stateout of phase with the electric fieldA complicated mecha-
is favorable, it interferes constructively with the wave func-nism of bunching and focusind 6] seems to be responsible
tion of the Rydberg population already present outside thdor the population transfer in this case.
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Wave functions like those in Fig. 8 are in general difficult
to interpret, since the population that builds up due to the
resonance is overlapped by the outward moving wave pack-
ets due to tunneling just before the field maximum. These
wave packets also move along the polarization axis, and the
overlap with the resonant population causes all kinds of rap-
idly moving interference structures. An attempt was made to
get a better look at the quasistationary resonance charge dis-
tribution by removing the ground state somewhere during the
pulse. The atom then stops emitting new wave packets. After
a few cycles, earlier packets have moved off the grid, and
this exposes the resonance population better, provided that it
did not decay too much by ionization in the mean time.

This procedure only meets with limited success; some
resonances decay very fast after the ground state has been
removed, much faster than expected on the basis of their
width as a function of intensity, so that hardly any population
is left after the nonresonant packets are gone. This is remark-
able in itself, and hints at the possibility that some reso-
nances are stabilized by the presence of the ground state
through destructive interference of their common decay
channelgin a way similar to light-induced continuum struc-
ture [35]). Such a common decay could be the emission of ) _
low-energy electrons along the polarization axis; from the FIG..9. Change in character of the resonant charge density on
ground state such electrons appear from under the barri€ther side of the kresonance profile, as reve_aled after removal of
near the field maxima, just at the same time as a quiverinfé;e ground state and 2.5 cycles of propagation. The snapshots are

excited state might be driven agairand reflect from this ken near the time of the electric field maximum. At this time the
barrier from the outside, at very low energy guasistationary charge density is driven to one side of the nucleus,

while backscattered decay products are escaping on the other side.
eThis keeps the two components well separated, which facilitates

have in a quasistationary way. Sometimes, this could be a?ﬁterpretation of the plots. Functidb) is for E=0.0433 and shows

cribed to excitation of two resonances with nearly |dent|cala p-like state(the left lobe still in contact with the nucleyswhile

energy, the remaining difference leading to wave-functiony,) js for £=0.0444 and has morecharacter, based on the off-axis
beats. The excitation process forces the phase of SuqBpes at p,z)=(12,—20) and (14-2). These lobes are actually
slightly off-resonant states to stay in lockstep with theyings due to the cylinder symmetry, and carry significant population
ground state, but after removal of the latter they start tqcompare Fig. ¥ Although (b) has some density off axis, this den-
evolve at their natural eigenfrequencies. In particular, thissity is not stationary with respect to the quivering on-axis lobes, and
seems to occur for the strong high-order enhancemeBt at does not show the pattern of nodal planes radiating out from the
=0.044. The wave function seems to be built out of an on-nucleus. Note that the two cases are viewed from opposing sides, in
axis component with two lobes, and a component with morerder to expose the relevant details optimally.
off-axis activity. By slightly detuning the intensity, their
relative importance can be tunélthough they will never be the origin of the Kramers-Henneberger frame, where high-
completely pure, since the resonance profiles overBased  energy impacts on the nucleus are possible, and this is a
on the number of “angular’ nodal planes, the former com-completely different place than where the state couples to the
ponent could be called p state[36], and its excitation is ground state. Apparently, the relative phase of the two reso-
favored in the high-intensity wing of the profileE( nant wave functions there has flipped 180° compared to the
=0.0444). The latter then is ahstate, better excited &  point where they were initially excited, so that the interfer-
=0.0433. At both these frequencies an approximately quaence in those high-energy ionization channels is now con-
siperiodic situation(with a population decay of about a fac- structive. This then leads to an enhancement in between the
tor 2.5 per cyclgis maintained for several cyclébig. 9). resonances that is stronger than that of the individual reso-
The schizophrenic nature of this resonance is already innances for those ATI orders to which they both would con-
dicated from the ATI spectra: low-order peaks seem to beribute. The accidental near degeneracy of two suitable reso-
split into two components. It is long since known that exci- nances might thus be the reason why the plateau in argon is
tation in between two resonances might lead to destructiveo much stronger than what has been observed in other noble
interference of their ionization, producing a deep notch ingases.
between them. At perturbative intensities this is quite com- Most features of the wave functions are only apparent on
mon [37], since both excitation and ionization tend to bestudying their full time history; this enables one to judge
generated from the same spatial region of the wave functiowhich features of the charge density are permanent, and
(near the nucleysand the opposite detuning causes a relawhich features are transient interferences due to overlap be-
tive phase difference of 180°. The novel effect in this case isween wave packets of very different momentum. Such mov-
that this notch turns into a strong maximum in the high-orderies, together with a discussion on their interpretation, will be
spectrum. High-energy electrons can be generated only nepublished elsewher38].
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IV. CONCLUSIONS at most two neighbors is possible, the velocity-gauge Hamil-

It that st h t localized tonian must split intqat least four such matrices.
seems that strong resonance enhancement localized In Apart from the atomic HamiltoniaH® (purely radial

the high-order part of the ATI spectrum is a quite COMMON, 4 the purely angular couplig®™ due to 1¥ sin 94, we

phenomenon, even at intensities where excited states af@  se to use the two mixed couplings andH - (both due

completely dynamic and the electron orbits are dominated by, cosd4,) that couple each odd angular momentum to the
the quiver motion. In fact, virtually all superponderomotive naxt [ower even angular momentum, or the next higher one,
electrons are due to such resonance processes. Resongf¥pectively. In other words, the operator dogs decom-
states can be classified into on-axis states that fly through ﬂ}%sed ad "+L~, whereL" raises the angular momentum

core at high speed each cycle, and high-angular-momentugf event states, and lowers that of oddstates, and. ~ does
states that orbit around the core and are only nudged slighthihe reverse. Thehl“=A(t)L "4, .

by it at their point of closest approach. The first class leads to For the propagation we used the scheme
the occurrence of plateaus in the high-order ATI spectrum, an - - 1 o
the envelope of which is an image of the on-axis probabilityl 1 ~1H*n)(1—iH " 7/2)(1+iH " 7/2)"(1~iH " 7/2)
density of the resonant state. The second class predominantly s (14 jH~7/2)~(1—iH37)(1+iH37)
causes enhancement in the low-order ATI spectrum.
X(1—iH ™ #/2)(1+iH #/2) " Y(1—iH " 7/2)
ACKNOWLEDGMENT X (1+iH*7/2) " L(1+iHa%) 1, (A2)
This work was supported by the FOKMFoundation for
Research on Mattgrwhich is subsidized by NW@Nether-
lands Organization for the Advancement of Research

which provides absolutely stable propagation, since, after the
last factor combines with the first one of the next time step,
it consists entirely of unitary pairs.
The radial derivative operators occurring it and H*
were approximated by amplicit finite-difference scheme
The calculation is performed in the Ve|ocity gauge. Be_(the Numerov and Simpson rule for the second and first de-
cause the laser interaction in this gauge, rivative, respectively which boosts the spatial order of the
method to four, without significantly increasing the compu-
. sind tational load per grid pointin particular, they preserve the
A(t)p=—IiA(1)| costd— ——dy |, (A1) tridiagonal nature of the required matrix-vector operations
Compared to the more commonly used length-gauge propa-
contains a radial derivative as well as dbslependence, it gator[39], Eq. (A2) includes three times as many factors.
couples each grid point to eight neighbors. For efficiencyThe additional factors, due t8*, can be implemented quite
reasons, only operations involving tridiagonal matrices areefficiently, though, since they are real and, being Toeplitz
acceptable, and we use a Peaceman-Rachford-inspired spiitratrices, their factorizing into lower and upper triangular
operator scheme. Since in a tridiagonal matrix coupling withmatrices for inversion can be done analyticd®a].
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