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Numerical simulation of high-order above-threshold-ionization enhancement in argon

H. G. Muller
FOM Institute for Atomic and Molecular Physics, Postbus 41883, 1009 DB Amsterdam, The Netherlands

~Received 19 March 1999!

Resonant enhancement of high-order peaks in the photoelectron spectrum of argon at 800 nm is studied by
numerical precision integration of the time-dependent Schro¨dinger equation in the single-electron approxima-
tion. It is shown that electrons in the backscattering region of the spectrum are almost exclusively due to
resonances. Wave-function analysis shows that there are two types of resonant states: high-angular-momentum
states that stay away from the nucleus and mainly decay by emission of low-energy electrons, and states that
are located near the polarization axis. These latter states predominantly decay through violent collision with the
ionic core, and are responsible for the enhancement of high-energy photoelectrons.@S1050-2947~99!03708-7#

PACS number~s!: 32.80.Rm, 34.50.Rk
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I. INTRODUCTION

Photoionization of noble-gas atoms with optical or ne
infrared lasers requires so many photons that a measu
rate can only be obtained when the field strength of the e
tromagnetic wave approaches that of the Coulomb attrac
to the nucleus. At such intensities, excited states and c
tinua are completely mixed. As a consequence ioniza
usually goes accompanied by absorption of a large exces
photons, a process known as above-threshold ioniza
~ATI ! @1#.

High-sensitivity experiments with high repetition rate l
sers@2,3# have made it possible to study ATI spectra to ve
high orders. Such studies have revealed that atoms can
sorb many times their ionization potential’s worth of ph
tons. As simple classical arguments have shown, the l
order part of the ATI spectrum is essentially due to t
acceleration of the ejected photoelectron in the electrom
netic field of the ionizing laser@4#, an acceleration that re
sults in an oscillatory ‘‘quiver’’ motion superimposed on th
cycle-average ‘‘drift’’ velocity. As such, the low-order AT
spectrum is largely atom independent, the influence of
atom being limited to the production mechanism of the f
electron. This ‘‘two-stage’’ approach, where the atom
modeled as a source of monochromatic electrons, has d
rather well in explaining the shape of low-order ATI spect

The time-averaged kinetic energy of the electron due
its quiver motion is known as the ponderomotive poten
UP , and it can exceed the photon energy\v many times. In
the two-stage model@5#, or other models that neglect th
interaction of the photoelectron with its parent ion once io
ization has been effected@6,7#, the ATI spectra do not exten
much past energies above 2UP , the maximum drift energy
that can be acquired by a photoelectron after its release in
field by the original ionization event@4#. The global shape o
this low-order part of the spectra does depend on how
production of electrons in the source correlates with
phase of the laser. Concentration of ionization near max
of the electric fieldE(t), as expected in the case of tunne
ing, will ~in the case of linear polarization! lead to a domi-
nance of low-energy electrons@8#. On the other hand, a
steady production, such as Auger decay, will lead to a m
PRA 601050-2947/99/60~2!/1341~10!/$15.00
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homogeneous distribution over the peaks in the allowed
ergy interval@9#.

The situation is more interesting for high-order ATI. Cla
sically, energies above 2UP ~‘‘superponderomotive’’ or
‘‘hot’’ electrons! can only be acquired through an addition
interaction of the photoelectron with its parent ion. Since
quiver velocity is a unique function of time, all momentu
transfer during an instantaneous scattering event~i.e., one
fast compared to the optical cycle! is taken up by the drift
motion. Thus, especially scattering in the backward direct
can lead to a large change of the drift velocity, if it happe
near a zero crossing of the electric field, when the electr
move fast. The details of the electron-ion scattering inter
tion are expected to depend strongly on the atomic spec
and indeed the high-order part of ATI spectra shows a lo
element-specific structure@10,11#.

The envelope of most ATI spectra does not decrease re
larly, but shows regions where the peak magnitudes s
roughly constant or even increase with peak order@3#. In
analogy with high-harmonic generation@12#, these regions
have been called plateaus. On closer examination, howe
these plateaus do not seem very flat, but look more like
hancements of a couple of ATI peaks around a certain or

Recent high-resolution experiments have revealed s
structure in the ATI peaks of plateaus in argon@10# and
xenon@11#. Such substructure in the ponderomotively broa
ened ATI peaks demonstrates that those plateaus are d
resonant processes, i.e., the production of photoelectron
that energy region occurs at well defined light intensiti
and drops by at least an order of magnitude for intensi
only a few percent different.

ATI substructure is well known from resonance-enhanc
multiphoton ionization~MPI! at lower intensities@13#, where
it occurs because excited states are Stark shifted to an en
an integer number of photons above the ground state, to
resonantly populated through a multiphoton transition. T
bound-bound transition is usually much stronger than dir
ionization, and, once populated, the excited states ionize
ily. Such behavior was, however, unexpected at the high
tensity 70 TW/cm2! used in the argon experiment. All ex
cited states there lie very far above and outside the pote
barrier created by the combined action of the nuclear C
lomb attraction and the laser field@14#. Under these circum-
1341 ©1999 The American Physical Society
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1342 PRA 60H. G. MULLER
stances the electron cannot resist the laser and is driven
a full-blown quiver motion, which~at this intensity! dis-
places it over a distance 2a0>26 bohrs. Any resonant inter
mediate state must thus be completely deformed by the la
its quiver energy far exceeding its binding energy. Yet
narrow width of the individual subpeaks suggests that
involved states must have appreciable lifetimes@10#.

In contrast, states involving inner-shell excitations of t
Ar1 core, e.g., (3s)(3p)5 are at least as rigid as the A
ground state, and suggestions that such excitations m
somehow be involved have been put forth@15#. In the current
paper, however, two-electron effects are completely
glected. Instead we study the dynamic effects of the inte
tion between photoelectrons and their parent ion in a sin
electron picture. In a previous paper@16# it was shown that
electron spectra calculated by numerical solution of the tim
dependent Schro¨dinger equation can show quantitativ
agreement with the experimental results for the observed
gon plateau. In this paper we present a more systematic s
of resonance enhancements in the ATI spectrum of argo
800 nm by the same method.

II. NUMERICAL METHODS

Numerically solving the time-dependent Schro¨dinger
equation to simulate the argon plateau at 800 nm is a c
putationally demanding problem. The laser frequency is l
on the atomic scale~the duration of the optical cycle is abou
109 atomic time units!, and to allow resonance effects
develop takes many optical cycles. The photoelectrons
interest are rather high in energy, and to contain them on
grid during such a long time requires a grid with a lar
radial dimension. To accurately represent these fast elect
requires small temporal and spatial grid spacings, driving
the number of grid points even further.

To make the problem tractable at all, it is essential
formulate it in the velocity gauge: At the large distances
electrons reach, instantaneous energies and angular mom
would grow completely out of hand in the length gauge@17#.
On the other hand, in the acceleration~Kramers-Henneberge
@18#! gauge the displaced nuclear potential would be an
dependent, causing a nonsparse coupling between the
ous partial waves.

A. The model atom

The atom was treated in the single-active-electron
proximation, as a simple potential well. In heavier atoms,
presence of inner shells causes problems due to their r
time evolution. Using a pseudopotential@19# would solve
these problems by eliminating such shells, while exactly p
serving the scattering properties of the core for all energie
the valence-shell range and above. Unfortunately, the c
monly used pseudopotentials arel dependent. Sincep, and
thus l 5r 3p, is not a gauge-independent quantity, t
pseudopotential cannot be transformed to the velocity ga
as a local~multiplicative! potential. In the present calcula
tions, this problem was solved by relaxing the requirem
that the scattering properties of the model electron-ion in
action be exact up to infinite energy. Instead, highly accu
scattering behavior was only required in the energy rang
collisions that will occur in practice, i.e., up to 3.17UP @20#.
to
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Since spin-orbit coupling in argon is a relatively min
effect even in the 3p ground state~178 meV!, the model
neglects it completely, and describes the atom as a si
non-relativistic electron in a~three-dimensional! potential
well

V~r !5@11Ae2Br1~172A!e2Cr#/r . ~1!

~Atomic units are used unless mentioned differently.! For A
55.4, B51, C53.682 the eigenenergies of an electr
bound in this potential faithfully reproduce the configurati
averages of the binding energies of the singly excited st
@21#, but of course lack the splitting of levels within on
configuration due to angular coupling effects@22#. In addi-
tion, the K-shell, L-shell, and 3s ionization potentials are
reproduced correctly, andV(r ) possesses the prope
asymptotic behavior forr˜` and r↓0. Thus,V(r ) can be
considered an excellent approximation to the electron-ion
teraction ~including exchange!, as long as core excitation
are absent. Due to the deep potential well supporting in
shells, however, Eq.~1! cannot be used as such.

To obtain a potential suitable for the intended simulatio
use was made of the fact that the first radial node of thp
wave and the second node of thes wave in the potential
V(r ) nearly coincide. Imposing a hard-core boundary con
tion @C(R)50# on the wave functionC near this ‘‘com-
mon’’ nodal point therefore only induces a minor distortio
of these waves, and eliminates theK and L shells. Thed
wave, however, still penetrates to this point~near r 50.47)
and the quantum defect of thed states turns out to be exquis
itely sensitive to small distortions of the potential~a property
that the model shares with the real atom, as evidenced by
large difference ind-quantum defect due to the minor diffe
ence in charge distribution of theP1/2 and P3/2 core!. In
addition, the hard-core boundary condition is a little t
hard: in the true eigenfunctions the nodes move slightly
ward with increasing energy, producing a marked dep
dence of the quantum defects on energy~again, especially for
the d states!.

Most of the problems withs- and d-quantum defects
could be cured by using a soft repulsive coreW(r ) instead of
a hard sphere. The outward push of this core on thed states
~for which no inner shells have to be eliminated! could be
compensated by providing an attractive tail to this core,

W~r !5F$@~Rx2r !/G#52@~Rx2r !/G#4%. ~2!

The s and d states are less sensitive to the presence of
attractive tail, since their potential well is still quite deep
the place where this tail occurs. The whole core modificat
~chosen to be four times differentiable so as not to spoil
accuracy order of the numerical integration method! is con-
fined to the rangeR,r ,Rx . With Rx53, F52.5, G
52.017 85 this potential repaired the quantum defects of
s andd states to within 0.01 of the original ones, that of t
p states to within 0.04, with an exact representation of
3p energy. Higher angular momenta do not penetrate sign
cantly within Rx ~the inner turning point of the thresholdf
wave isr 56), and remain purely hydrogenic. In the releva
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PRA 60 1343NUMERICAL SIMULATION OF HIGH-ORDER ABOVE- . . .
energy range (21 to 11 hartree! the scattering behavior o
V(r ) ~as determined from the phase shifts! is hardly affected
by the repulsive core.

The 3s state is not removed by the procedure sketch
above. Its binding energy, however, is of the order of
energies that photoelectrons acquire anyway, and so the
ence of this state does not put an additional burden on
step sizes. After propagation it was always confirmed t
the 3s population had remained negligible.

OutsideRx all eigenfunctions in the wellV(r )1W(r ) are
identical to those inV(r ), ~also in normalization; the prope
boundary condition guarantees this! but the differences for
r ,Rx would slightly alter the matrix elements ofE–r be-
tween those functions. In principle, this could be count
acted by adapting the laser potential inside the core~leaving
some scalar potential there after the gauge transformat!.
For the treated intensities, this modification would be ve
small. It was found that small potentials inside the classica
allowed region of the ground state, varying at the laser
quency, in general have little or no effect on the ionizati
process: the state simply adapts adiabatically to this thro
a small perturbation. For this reason, the laser interac
was not corrected at all for the presence of the repulsive c

B. Time evolution

The time-dependent Schro¨dinger equation,

i ] tC5$21/2p21p•A~ t !1V~r !1W~r !%C, ~3!

was integrated using a method that was fourth order in
spatial grid spacingDr , and second order in the tempor
spacingDt. ~The Appendix contains a brief overview of th
method; for an extensive description of the propagator,
Ref. @23#.! At the far end of the grid, an absorbing wa
removed photoelectrons that reached that point. The w
was implemented by multiplying after each time step with
mask function 12(d/60)4, whered is the penetration depth
into the absorber. No attempt was made to absorb the w
function at thel boundary of the grid, since the number ofl
states could be chosen large enough to completely con
the wave packet.

An initial 3p state oriented along the laser polarizati
@24# was subjected to anN-cycle laser flat-top laser puls
A(t)5A0ẑ cosvt (0,t,NT), preceded by a half-cycle tur
on A(t)5A0ẑ(0.5 cosvt10.125 cos 2vt10.375) and fol-
lowed by a similar turn off@25#. Switching times were kep
as short as possible, to minimize the loss of fast photoe
trons at the end of the grid during it. The switching used
four times differentiable both att50 andt52T/2 @and on
t5NT andt5(N11/2)T#, minimizing nonadiabatic shakeu
of the tightly bound ground state. SinceA(t) returns to zero
outside the pulse, the switching does not impart any velo
to free electrons.~They suffer some displacement, thoug
but this does not affect energy spectra.! Finally, the maxi-
mum electric field during switching is only 65% ofE0
5vA0 in the main part of the pulse, so that a negligib
amount of tunnel ionization~as compared to later cycles!
takes place during the switching interval.

Due to the absence of spin-orbit splitting, the ionizati
potential of the model atom is slightly different from that
the real atom. As a consequence, there is a small shi
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resonance intensities, that, for optimal comparison with
periments, can be compensated by a shift in wavelength.
photon energy used in all presented calculations wasv
50.057 73 (l5789.3 nm), which makes the 12-photon res
nance with ann54 state ~which seemed to be the mos
dominant feature in experimental spectra! occur at the same
intensity as such a resonance in the real atom would oc
for l5792.5 nm~the wavelength used in Ref.@10#!.

To economize on computation time, first a number of o
tical cycles were run on a small grid, just large enough
contain a~quivering! atomic state. This ‘‘leader’’ provides
time for populating a prospective resonant excited state,
for most turn-on transient effects to decay. After that the g
was continually expanded so as to keep all electrons of
terest emitted during the last ten cycles of the pulse on
grid. This procedure also serves to avoid contamination
the electron spectra by electrons from the period dur
which a resonance developed, and at the same time prev
biasing the calculated spectra in favor of slow electrons t
take longer to move off the grid.

C. Convergence

As discussed in Ref.@17#, convergence of a numerica
simulation is a highly nonuniform matter. Some quantiti
converge more rapidly than others, and even the converge
of one observable can depend strongly on its numer
value. In principle, the exact value of all calculated quantit
can be obtained by takingDt andDr to 0 while keeping all
other quantities~such as the laser intensity, and the positi
of the absorbing wall! fixed.

This procedure does not perform very satisfactorily in t
presence of very narrow resonances, because a tiny sh
the resonance intensity might produce a completely differ
~nonresonant versus resonant! electron spectrum@32#. The
electron spectrum taken at the intensity that follows the p
of a certain resonance converges much faster than that
fixed intensity near it.

This remark is important for understanding the accura
of the calculated results. Ionization rates and instantane
dipole moments away from resonance are typically c
verged to better than 0.1% of their typical value atDr 50.2
and Dt'0.1 ~1000 steps per cycle!. This agrees well with
expectations: the leading errors due to spatial and temp
discretization on states with momentumk and energyE are

1
240(kDr )4 and 1

12 (EDt)2, respectively, so the mentione
values should work very well for energies up to 0.5 hartr
in which range the ground state and the dominantly po
lated excited states all lie. For a calculation without narr
features~e.g., with a temporal sin2 envelope on the lase
pulse, broadening ATI peaks and resonance profiles! these
parameters would be completely satisfactory.

The physics of the atomic system is thus very well rep
duced; nevertheless, in the high part of the electron spe
the ATI peaks will be shifted a little in energy, although the
calculated magnitude is very good. Similarly, the resonan
will occur at a slightly different intensity, although the spe
trum at a particular resonance is well represented. Getting
high-order ATI peaks exactly~i.e., to within a small fraction
of their width! in the right place might easily drive up th
required amount of work by a factor 5, mostly wasted effo
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1344 PRA 60H. G. MULLER
since the peak spacing is knowna priori to be equal to the
photon energy. In fact these energy shifts are a well und
stood effect of the finite time step@26#, that can largely be
corrected for, and so we did not try to obtain this correct
by purely numerical means.

Due to the velocity-gauge formulation@17,27#, only 20 to
30 partial waves were needed to obtain convergence. Th
in accordance with a rough estimate: atE050.07 tunneling
results in a wave packet with a transverse momentum sp
Dp5E0

3/850.37, assuming that tunneling is dominated
the lowest transverse mode of the~nearly harmonic! saddle-
point potential. The quiver motion displaces this packet w
respect to the point from which angular momentum is m
sured by 2a0542, for a total angular momentum 15. Th
maximum drift momentum perpendicular to the polarizati
of a rescattered electron can be around 1 a.u., and the q
motion displaces the line on which such an electron mo
by a0 to either side, so angular momentum is expected to
up to 20 for electrons escaping in this direction.

At selected intensities convergence was tested by ma
runs with 40 angular momenta and up to 4000 time steps
cycle. This confirmed that the electron spectra would
change visibly on the scale of the plots by going to sma
time steps or including more angular momenta. Only in
wing of very narrow resonances was the spectrum at fi
intensity sensitive to the temporal step size, but in th
cases the changes could be undone by slightly shifting
intensity. A comparison with high-precision experimen
spectra confirms that the calculated electron spectra are
sentially exact@28#.

D. Final-state analysis

After the pulse the wave function that remained on
grid was energy analyzed for each angular-momentum ch
nel l with a fourth-order energy window@29# V(E)
5g4/@g41(E2Hat)4#, using the same atomic Hamiltonia
Hat as was used in the propagation. At each energyE this
gives the yield in the energy band with half-widthg around
it as ^CuV(E)uC&. The angle-integrated electron spectru
was obtained by adding the spectra obtained from the i
vidual l waves. The spectrum along the polarization axis w
calculated by adding thel components of the filtered wav
functions with the phase and amplitude prescribed by
corresponding spherical harmonic, respectively, before
culating their norm. In addition, the electron spectrum of
highest l component was calculated, to check that it w
insignificant not only in terms of total population, but also
any energy separately.

For some of the analysis, it was necessary to remove
ground-state population during the pulse. This had to
done with extreme care, because at the intensities studie
amount of ionization can be as low as 1 part in 104 per
optical cycle, and any shakeup due to imperfect ground-s
removal must be kept small compared to that. Orthogona
ing on the~properly gauge transformed! unperturbed ground
stateF0 fell short of this criterion by several orders of ma
nitude, even if it was done at a zero crossing of the elec
field E(t) where one would expect minimum polarization
the state. A convenient method that performed satisfacto
~at these zero crossings! was to run the time propagation fo
r-
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the turn off, orthogonalize onF0 , and then run the turn off
backwards. This is equivalent to orthogonalizing on the st
that evolves fromF0 in the turn on, which, due to the hig
differentiability and low ionization loss of this turn on, i
very close to what is desired.

III. RESULTS AND DISCUSSION

A. Electron spectra

Simulations were run with a 19-cycle pulse, i.e., a 9-cy
leader with the absorber starting at a distance of 60 bo
followed by a collection period during which the absorb
was gradually moved out to a distance of 1540 bohrs. T
was done for intensities corresponding to peak electric fie
E0 ranging from 0.02 to 0.075. At this latter intensity, th
tunneling yield has increased to about 3% per cycle@30#, so
that significant depletion already takes place during the
cycle pulse. For still higher intensities, it therefore seems t
pulse-shape effects would start to dominate the results,
the analysis of the results as an intensity-dependent ion
tion rate will become questionable. At the very low inten
ties, ionization is expected to be dominated by very narr
~long-lived! Rydberg resonances, requiring much long
pulses before a steady ionization rate is reached.

Figure 1 shows a typical electron spectrum resulting fr
the simulation procedure, containing peaks up to 45
~faster electrons are at least partly absorbed at the far en
the grid!. For the intensity shown~68 TW/cm2!, the spectrum
displays a pronounced plateau around 25 eV. At 5% hig
or lower intensities, the corresponding peaks shrink an or
of magnitude, showing that the plateau is due to a resona
This behavior closely resembles high-order enhancem
~HOEs! observed in experiments@10,16#. At low intensities,
the width of the calculated ATI peaks is completely due
the short~10-cycle! interval over which the electron produc
tion is analyzed~and to the width of the analysis filter, whic
is adapted to this!: the natural width can be deduced from th
rate of decrease of the ground-state population, and woul
several orders of magnitude smaller. This rate roughly
haved as exp(220E0), and thus increases by nearly four o

FIG. 1. Calculated ATI spectrum of argon from the last t
cycles of a 19-cycle flat-top pulse with peak field 0.044 a.u. at 8
nm, along the polarization vector. At this intensity there is ma
mum enhancement of the ATI peaks around 25 eV, leading t
very pronounced plateau in this logarithmic plot.
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PRA 60 1345NUMERICAL SIMULATION OF HIGH-ORDER ABOVE- . . .
ders of magnitude over the studied intensity range. T
behavior is qualitatively different from, and great
exceeds the Ammosov-Delone-Krainov rate@31#
6E0

20.35exp(20.83/E0), which is not surprising since we ar
not in the tunneling regime. From the total ionization rate
a function of intensity~Fig. 2!, it can be seen that resonanc
only have a minor effect on the total decay rate~a factor 2 is
already exceptional!, although they do cause pronounc
variation in the production of high-energy electrons.

The ponderomotive energy increases over the inten
range studied from 0.5 to 7 photon energies. In an exp
ment, this would make the order of a specific resonance p
~i.e., the number of photons absorbed to create those e
trons! ambiguous. Since each simulation employs a uniq
intensity, it is possible to monitor the ionization process o
given order as it scans through resonances at several d
ent numbers of photons, without contamination from prod
tion of other orders at different intensities. The partial A
yields of some representative peaks, obtained by integra
the ATI peaks in a 0.3\v-wide interval around their nomina
position, are shown in Fig. 3. The higher-order peaks sh
several high-contrast resonance enhancements.

The procedure sketched above is not able to bring out
Rydberg resonances that dominate the low-energy part o
ATI spectrum, because the leader is too short to deve
them. In addition, the higher Rydberg states~aboven56),
are too large to fit on the initial grid. To study such res
nances in detail, another series of simulations was done
which a leader of 30 cycles was used and the initial posit
of the absorber was moved out to 140 bohrs. This is eno
to contain states up ton58. With these parameters, the in
tensity was varied around the 11-, 12-, and 13-photon re
nance with the threshold, in steps small enough to resolve
expected Rydberg resonances.

This procedure indeed nicely reveals a set of very nar
resonances, shown in Fig.4. The 11-photon resonant re
is rather uneventful, and shows a single series of resonan
at the positions expected for ponderomotively shiftin
quantum-defectless Rydberg states of principal quan
numbersn55 and higher. Based on selection rules for ph

FIG. 2. Ionization rate in a 19-cycle laser pulse, divided by
average trende220E to make representation on a linear scale p
sible. Expected positions of various resonances are indicated
their effect on the total rate seems to be limited to an enhancem
of about a factor 2.
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ton absorption, these resonances should be caused by e
parity states. The absence of a peak at then54 position
suggests that these resonances are caused byg states, rather
thans or d states. In fact, the apparent absence of resona
due to these lower angular-momentum states~which should
be distiguishable by their quantum defect! is conspicuous.
The enhancement caused by theg states is very prominent in
the first few ATI orders, but hardly visible at higher electro
energies.

In the 12-photon region, the situation is more diverse. T
low-order ATI spectrum shows a number of very narro
resonances, which do not seem to correlate~and sometimes
even anticorrelate! with a series of broader resonances in t
high-order part. For instance, atE50.041 a very pronounced
enhancement in the 15-photon signal coincides with a m
mum in the 28-photon peak. At the slightly higher intensi
E50.044, the situation is reversed. Apparently this reson
state mainly decays by backscattering, producing a p
nounced plateau.

In an earlier paper@16# we compared our numerical re
sults with the experimental spectra of Hertleinet al. @10#, by
directly adding the~low-resolution! electron spectra calcu
lated at different intensities, weighted by a factor resembl
the intensity distribution in a three-dimensional Gaussian
cus. A much higher resolution can be extracted from
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nt

FIG. 3. Partial yield of the individual ATI channels as a functio
of the field amplitude, divided bye220E to take out the huge overal
increase of rates with intensity, and thus make representation
linear scale possible. The curves are offset from each other
clarity; in reality they all approximately hit zero at their lowe
point. In ~a! the lower-order channels are plotted, from 13-phot
ionization ~top! to 25-photon ionization~bottom!. In ~b! the higher
orders, from the 23-photon~top! to 37-photon~bottom! channel, are
plotted. Note the different vertical scales of~a! and ~b!. Especially
in the high-order spectrum the signal is almost exclusively due
narrow resonances, each resonance enhancing a compara
small range of neighboring channels.
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1346 PRA 60H. G. MULLER
same simulation runs by realizing that the yield vs fie
curves in Fig. 3 can be translated into an electron spect
~yield vs energy! by making use of the ponderomotive sh
of the ionization potential, which makes electrons of a sin
order appear at an intensity-dependent energy. In this
the resolution is determined by the total pulse duration,
cluding the leader, and not limited by the duration of t
collection period or the size of the spatial grid. To turn t
yield curves into a spectrum, one thus simply multiplies
yield by the focal intensity distribution function, and relabe
the horizontal axis@in an order-dependent way:U5N\v
2U02Up(I )#. The total electron spectrum is then obtain
by adding the single-order electron spectra for all orde
Figure 5 shows the result at a number of selected focal p
intensities. It can be seen that the high-order enhancem
observed by Hertleinet al. actually stays prominent over
wide range of intensities, the growth of the volume in whi
it is excited making up for the much higher total ionizatio
yield of the later HOEs. Typically HOEs have ATI spect
that are sharply delimited in order~the plateaus!, sometimes
even with a double-hump structure~Fig. 6!.

FIG. 4. Partial yield of various ATI channels as a function
field amplitudeE, divided bye220E. From top to bottom we see th
channels due to 12–18-, 28-~twice!, and ~partially shown! 30-
photon ionization. The latter two are magnified vertically by a fa
tor 8 with respect to the first seven. The low-order traces sh
enhancement by resonances with Rydberg series at the 11-
12-photon level, as well as a broad structure in between. The
photon channel, representative for the primary plateau region
dominated by the enhancement atE50.044; its low-intensity part
is further enlarged to show the the two weaker enhancements.
that the high-order enhancements do not line up very well with
strongest peaks in the low-order spectrum. The peak markel
seems a barely resolvable doublet in low order. The doublet c
lesces into a single narrower structure in the plateau, although
the right member of the doublet seems to contribute at the
photon level.
m
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B. Wave-function analysis

To investigate the difference between resonances that
to enhancements in the low-order part of the spectrum,
those that cause plateaus, we plotted the wave function
the steady state that developed after the leader pulse@33#.
Figure 7~b! shows that the low-order enhancement at a fi
of 0.0410 a.u. is caused by a state that circulates around
atom with a high angular momentum. Judging from the nu
ber of angular nodes it can be classified as anh state. Due to
this high angular momentum it is apparently able to s
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FIG. 5. Section of the high-order ATI spectrum averaged o
the intensity distribution in a Gaussian focus, for focal peak fie
intensities~a! 0.053 a.u., 99 TW/cm2, ~b! 0.046 a.u., 74 TW/cm2,
~c! 0.044 a.u., 68 TW/cm2, ~d! 0.0425 a.u., 63 TW/cm2, and~e! 0.04
a.u., 56 TW/cm2.

FIG. 6. Single-intensity ATI spectra at electric field amplitud
of ~a! 0.065 and~b! 0.044 a.u., intensities for which strong enhanc
ments in the high-order spectrum occur. The upper graph featur
plateau with a double hump. Note that both traces are represe
on a linear scale.
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away from the nucleus well enough to avoid collisions th
result in large momentum transfer.~The inner turning point
of 6h lies at r 521.a0 .) A similar situation occurs for the
11-photon resonances with theg Rydberg series@Fig. 7~a!#,
which also causes enhancement only in the low-order ch
nels. Their inner turning point is closer to the nucleusr
'14 for 5g), but at their resonant intensity the quiver am
plitude a0 is also smaller (a05E/v2'9.5), so that the
quiver motion cannot drive them against the nucleus. Thi
no longer true at the 13-photon resonance of the same s
~for 5g this occurs nearE50.05, i.e.,a0'15), and indeed
this resonance can be seen as a strong narrow spike in
high-order ATI peaks@Fig. 4~b!#.

Wave packets tunneling out from under the saddle po
are quite narrow in the direction perpendicular to the po
ization vector. Due to the uncertainty relation this endo
them with significant transverse momentum, which, at
distance at which they emerge out of the tunnel~around 12
bohrs! translates into a significant angular momentum. T
position where the packets emerge also is at a good ra
distance to overlap with Rydberg states of such angular
mentum. If the phase of the emerging wave packet~con-
trolled by the intensity-dependent energy of the ground st!
is favorable, it interferes constructively with the wave fun
tion of the Rydberg population already present outside

FIG. 7. The wave function after a steady state develops, fo
electric field of ~a! 0.0315 a.u. and~b! 0.041 a.u., 30° after the
electric field peaks. Note the ring of population encircling t
~strongly saturated! ground-state population. The population lob
in this ring are clearly visible where the plotting box cuts the wa
function. The lobes might seem insignificant, but due to the cy
drical volume element they contain about as much population as
on-axis lobes. Four~a! or five ~b! nodal planes radiate out from th
nucleus to separate the lobes, identifying the states as ag and anh
state, respectively.
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barrier, and this greatly enhances the amount of popula
transfer through the barrier.

Figure 8 shows two resonant wave functions that caus
plateau; the population buildup around the atom here
mainly confined near thez axis, and the regions of enhance
electron density pass through the nucleus in the cours
their quiver motion. Their multilobed structures are remin
cent of Kramers-Henneberger~KH! eigenstates in the
dressed~time-averaged! atomic potential@34#. This situation
is favorable for rescattering, and in the direction of polariz
tion this is necessarily backscattering, leading to high m
mentum transfer. The multilobe nature of the KH sta
~which in itself is a consequence of the slow~axial! orbital
motion of the electron within this state setting up a stand
wave! favors some impact energies, and eliminates oth
causing the modulations in the envelope of the high-or
ATI spectrum characteristic of plateaus.

The overlap between the quivering KH states and
emerging tunneling packets is in general quite poor, since
quiver motion tends to move the KH states to the other s
as where the packet is pulled out~the quiver motion is 180°
out of phase with the electric field!. A complicated mecha-
nism of bunching and focusing@16# seems to be responsibl
for the population transfer in this case.

n

-
he

FIG. 8. Wave functions of resonances in the high-order A
spectrum, at~a! E50.044 and~b! E50.065 a.u. The charge densit
consists of a number of bunches on the polarization (z) axis, which
fly through the nucleus on each cycle, and cause plateaus on b
scattering. These snapshots are taken near the time of maxi
quiver displacement to the left; half a cycle earlier most of t
population is on the right-hand side. Upon passing the nucleus
of it reflected, forming the high-momentum ripples visible on t
right. Note that for these states there is only little population
axis. The ground-state population near the origin does not qui
and strongly saturates on this scale.
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1348 PRA 60H. G. MULLER
Wave functions like those in Fig. 8 are in general difficu
to interpret, since the population that builds up due to
resonance is overlapped by the outward moving wave pa
ets due to tunneling just before the field maximum. The
wave packets also move along the polarization axis, and
overlap with the resonant population causes all kinds of r
idly moving interference structures. An attempt was made
get a better look at the quasistationary resonance charge
tribution by removing the ground state somewhere during
pulse. The atom then stops emitting new wave packets. A
a few cycles, earlier packets have moved off the grid, a
this exposes the resonance population better, provided th
did not decay too much by ionization in the mean time.

This procedure only meets with limited success; so
resonances decay very fast after the ground state has
removed, much faster than expected on the basis of t
width as a function of intensity, so that hardly any populati
is left after the nonresonant packets are gone. This is rem
able in itself, and hints at the possibility that some re
nances are stabilized by the presence of the ground
through destructive interference of their common dec
channels~in a way similar to light-induced continuum struc
ture @35#!. Such a common decay could be the emission
low-energy electrons along the polarization axis; from
ground state such electrons appear from under the ba
near the field maxima, just at the same time as a quive
excited state might be driven against~and reflect from! this
barrier from the outside, at very low energy.

In other cases, the remaining wave function does not
have in a quasistationary way. Sometimes, this could be
cribed to excitation of two resonances with nearly identi
energy, the remaining difference leading to wave-funct
beats. The excitation process forces the phase of s
slightly off-resonant states to stay in lockstep with t
ground state, but after removal of the latter they start
evolve at their natural eigenfrequencies. In particular, t
seems to occur for the strong high-order enhancementE
50.044. The wave function seems to be built out of an
axis component with two lobes, and a component with m
off-axis activity. By slightly detuning the intensity, the
relative importance can be tuned~although they will never be
completely pure, since the resonance profiles overlap!. Based
on the number of ‘‘angular’’ nodal planes, the former com
ponent could be called ap state@36#, and its excitation is
favored in the high-intensity wing of the profile (E
50.0444). The latter then is anf state, better excited atE
50.0433. At both these frequencies an approximately q
siperiodic situation~with a population decay of about a fac
tor 2.5 per cycle! is maintained for several cycles~Fig. 9!.

The schizophrenic nature of this resonance is already
dicated from the ATI spectra: low-order peaks seem to
split into two components. It is long since known that ex
tation in between two resonances might lead to destruc
interference of their ionization, producing a deep notch
between them. At perturbative intensities this is quite co
mon @37#, since both excitation and ionization tend to
generated from the same spatial region of the wave func
~near the nucleus!, and the opposite detuning causes a re
tive phase difference of 180°. The novel effect in this cas
that this notch turns into a strong maximum in the high-or
spectrum. High-energy electrons can be generated only
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the origin of the Kramers-Henneberger frame, where hi
energy impacts on the nucleus are possible, and this
completely different place than where the state couples to
ground state. Apparently, the relative phase of the two re
nant wave functions there has flipped 180° compared to
point where they were initially excited, so that the interfe
ence in those high-energy ionization channels is now c
structive. This then leads to an enhancement in between
resonances that is stronger than that of the individual re
nances for those ATI orders to which they both would co
tribute. The accidental near degeneracy of two suitable re
nances might thus be the reason why the plateau in argo
so much stronger than what has been observed in other n
gases.

Most features of the wave functions are only apparent
studying their full time history; this enables one to jud
which features of the charge density are permanent,
which features are transient interferences due to overlap
tween wave packets of very different momentum. Such m
ies, together with a discussion on their interpretation, will
published elsewhere@38#.

FIG. 9. Change in character of the resonant charge density
either side of the 4l -resonance profile, as revealed after removal
the ground state and 2.5 cycles of propagation. The snapshot
taken near the time of the electric field maximum. At this time t
quasistationary charge density is driven to one side of the nucl
while backscattered decay products are escaping on the other
This keeps the two components well separated, which facilita
interpretation of the plots. Function~b! is for E50.0433 and shows
a p-like state~the left lobe still in contact with the nucleus!, while
~a! is for E50.0444 and has moref character, based on the off-ax
lobes at (r,z)5(12,220) and (14,22). These lobes are actuall
rings due to the cylinder symmetry, and carry significant populat
~compare Fig. 7!. Although ~b! has some density off axis, this den
sity is not stationary with respect to the quivering on-axis lobes,
does not show the pattern of nodal planes radiating out from
nucleus. Note that the two cases are viewed from opposing side
order to expose the relevant details optimally.
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IV. CONCLUSIONS

It seems that strong resonance enhancement localize
the high-order part of the ATI spectrum is a quite comm
phenomenon, even at intensities where excited states
completely dynamic and the electron orbits are dominated
the quiver motion. In fact, virtually all superponderomoti
electrons are due to such resonance processes. Res
states can be classified into on-axis states that fly through
core at high speed each cycle, and high-angular-momen
states that orbit around the core and are only nudged slig
by it at their point of closest approach. The first class lead
the occurrence of plateaus in the high-order ATI spectru
the envelope of which is an image of the on-axis probabi
density of the resonant state. The second class predomin
causes enhancement in the low-order ATI spectrum.
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APPENDIX: THE PROPAGATION ALGORITHM

The calculation is performed in the velocity gauge. B
cause the laser interaction in this gauge,

A~ t !p52 iA~ t !S cosq] r2
sinq

r
]qD , ~A1!

contains a radial derivative as well as cosq dependence, it
couples each grid point to eight neighbors. For efficien
reasons, only operations involving tridiagonal matrices
acceptable, and we use a Peaceman-Rachford-inspired
operator scheme. Since in a tridiagonal matrix coupling w
h
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at most two neighbors is possible, the velocity-gauge Ham
tonian must split into~at least! four such matrices.

Apart from the atomic HamiltonianHat ~purely radial!
and the purely angular couplingHang due to 1/r sinq]q , we
chose to use the two mixed couplingsH1 andH2 ~both due
to cosq]r) that couple each odd angular momentum to
next lower even angular momentum, or the next higher o
respectively. In other words, the operator cosq is decom-
posed asL11L2, whereL1 raises the angular momentum
of even-l states, and lowers that of odd-l states, andL2 does
the reverse. ThenH65A(t)L6] r .

For the propagation we used the scheme

~12 iH angt!~12 iH 1t/2!~11 iH 1t/2!21~12 iH 2t/2!

3~11 iH 2t/2!21~12 iH att!~11 iH att!21

3~12 iH 2t/2!~11 iH 2t/2!21~12 iH 1t/2!

3~11 iH 1t/2!21~11 iH angt!21, ~A2!

which provides absolutely stable propagation, since, after
last factor combines with the first one of the next time st
it consists entirely of unitary pairs.

The radial derivative operators occurring inHat and H6

were approximated by animplicit finite-difference scheme
~the Numerov and Simpson rule for the second and first
rivative, respectively!, which boosts the spatial order of th
method to four, without significantly increasing the comp
tational load per grid point~in particular, they preserve th
tridiagonal nature of the required matrix-vector operation!.
Compared to the more commonly used length-gauge pro
gator @39#, Eq. ~A2! includes three times as many factor
The additional factors, due toH6, can be implemented quite
efficiently, though, since they are real and, being Toep
matrices, their factorizing into lower and upper triangu
matrices for inversion can be done analytically@23#.
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