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D. B. Reisenfeld;, L. D. Gardner, P. H. Janzen, D. W. Saviand J. L. Kohl
Harvard-Smithsonian Center for Astrophysics, Cambridge, Massachusetts 02138
(Received 26 October 1998

We have measured the absolute cross section for electron-impact excititigh of Si°*(3s? 'S
—3s3p 'P) from energies below threshold to 11 eV above. A beams modulation technique with inclined
electron and ion beams was used. Radiation at 120.7 nm from the excited ions was detected using an absolutely
calibrated optical system. The fractional population of ttfe @s3p P°) metastable state in the incident ion
beam was determined to be 0.210.018 (1.6%). The data have been corrected for contributions to the signal
from radiative decay following excitation from the metastable states@p3P and 32 3P, and excitation
from the ground state to levels above the3p P level. The experimental 0.560.08-eV energy spread
allowed us to resolve complex resonance structure throughout the studied energy range. At the rept¥ted
total experimental uncertainty level (165 the measured structure and absolute scale of the cross section are
in good agreement with 12-state close-couplRqatrix calculations[S1050-294{®9)06008-4

PACS numbes): 34.80.Kw, 34.80.Dp

[. INTRODUCTION dominated by autoionizing resonan¢és Theoretical calcu-
lations for such ions are particularly difficult because the size
Over the past 25 years, electron-impact excitatigtE)  of an individual resonance is extremely sensitive to the
has been the subject of intense study, both experimentallitrength of the coupling to neighboring resonande.
and theoretically, as it is the dominant mechanism for the Absolute measurements resolving resonance structure
formation of emission lines in many laboratory and astro-have been performed for the ions*LiTi*®*, Kr®*, Ar®*,
physical plasmas. Absolute intensities of spectral lines exand Sf* [12-16. In many cases, theory and experiment
cited by electron-impact excitation and their ratios can pro-have disagreed. In the case of’i, theory and experiment
vide diagnostics of the temperature and density of arwere brought into agreement once the need to include
emitting plasma, and the abundances of the elements withifadiative-damping channels was recognized in the theoretical
the plasmd1,2]. In astrophysics, such emission lines haveformulation for EIE of highly charged iongl7]. In other
been observed through the use of ground-based observateases, a satisfactory treatment is yet to be found. F8f Kr
ries, and more recently, from space-based observatories tbeory was brought into agreement with experiment only by
determine the physical conditions in myriad astrophysicakrbitrarily positioning resonances on the energy s¢agj.
sources ranging from the Sun to distant objects such as qu&or the %% 'S—3s3p 3P° transition in AP*, the measured
sars and active galactic nuclei. strength of the large resonance at threshold was found to be
Modern space observatories such as the Hubble Spadégher by a factor of 2 than the theoretical predict[d5)].
Telescopd3,4], the Solar Heliospheric Observatdi], and  (Discussion of a previous Si EIE measurementl6] is de-
the upcoming Chandra X-ray ObservatdB] measure UV ferred to Sec. I\). Evidently much more work is needed both
and x-ray line intensities with detectors calibrated to a hightheoretically and experimentally before the contribution of
degree of accurac}y7,8,6), placing more demand than ever such complex structures to the excitation cross section can be
on the atomic physics community to provide accurate atomieinderstood.
data. Theoretical calculations can provide the vast numbers Until recently, fluorescence yield measurements have
of atomic rates used for the interpretation of emission linebeen hampered by=10 * detection efficiencies and wide
measurements, but experimental benchmark measuremersergy spreads. To overcome the low detection efficiency
are required to guide the development of the calculatiorproblem, Yound 19| developed an optical system having an
methodg9,10]. ~10 2 detection efficiency which was used to measure ab-
To date, the great majority of experimental measurementsolute C*(2s—2p) EIE and dielectronic recombination
of EIE have been for systems homologous with hydrogeri20—22. We have further refined the optical system, and
(i.e., one electron outside a closed shdiixcitation in these have also improved the energy resolution of the apparatus by
systems is the most straightforward to calculate, as the croswearly threefold. These improvements have allowed us to use
section is dominated by direct excitation channels. Howeverthe fluorescence technique to measure the electron-impact
many of the relevant ions for astrophysics, particularly ionsexcitation cross section for thes3'S—3s3p 1P transition
used for density diagnostics, have EIE cross sections that aie Si#*, and resolve its resonance structure. We are not
aware of any other fluoresence techniqgue measurements in a
multiply-charged ion.
*Present address: Los Alamos National Laboratory, M/S-D466, Si** was chosen for study because of its astrophysical

Los Alamos, NM 87545. importance. The 120.7-nm emission line arising from the
"Present address: Columbia Astrophysics Laboratory, ColumbidS—!P excitation has been extensively observed in both
University, New York, NY 10027. solar and stellar plasmd4,23,24. Formed primarily at a
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Il. EXPERIMENTAL METHODS
3s3d D

20 - A. General

The experiment was performed by measuring the fluores-
cence yield of ions excited by electron impact. This tech-
3P nigue has been used by this and other laboratories to measure
a number of excitation cross sectiof29-31,2Q. In Ref.
[20], our laboratory reported a measurement 8f EIE us-
w0k 130 nm ing an optical collection system having an efficiency of
1x 10 2. For the present work we have increased the detec-
tion efficiency by a factor of 2 by using a custom designed
383p P microchannel-platdMCP) photodetectof32] rather than a
commercial photomultiplier tubéPMT). Details of the ex-
perimental technique have been discussed in previous publi-
1892 nm cations[33,34,2(Q. Presented here is a brief overview of the
basic technique, followed by a more detailed description of
recent improvements to the apparatus and of the methods
ot 35218 used to overcome challenges specific to EIE measurements
Energy (eV) of SP*.
lons are created in an electron cyclotron resondB&R)
ion source, accelerated across a 10-kV potential, and charge
to mass separated by a 90° deflection magnet to selétt Si
ions. The 20-keV $i" ions are then transported to a scatter-
temperature of 60 000—-80 000 K, the 120.7-nm line is a kE)mg chamber where the pressure is maintained(2at3
diagnostic for the solar transition regipy. It also has been x1071° torr. Although the chamber has been subjected to
observed recently in coronal mass ejectifi?]. Excitations  hard bakeouts in the past, it was not baked for this experi-
to and from the low-lying 33p ®P° metastable state give mental run. Immediately after entering the scattering cham-
rise to many emission lines that, when measured in comparber (see Fig. 2, the S ions pass through a final electro-
son to the 120.7-nm line, have made*'Sian extensively —static charge-state preanalyzer which removes afya8id
utilized density diagnostif26—28. neutrals created by surface scattering or by charge transfer
A partial energy-level diagram for i is given in Fig. 1. off residual background gas in the beam transport system.
The 3s2!S—3s3p!P excitation cross section reported After exiting the preanalyzer, the ion beam travels 10 cm and
herein was measured by detecting radiation at 120.7 nrorosses an electron beam inclined at an angle of nominally
given off when ions excited by electron impact decay to the45° relative to the ion beam. The beams’ intersection volume
ground state. Because the?S(3s3p 3P°) metastable state is the region where EIE and other electron-ion collisions oc-
is readily populated by the ion source, not alf Sions are  cur. A magnetic field of 10 G is applied coaxially with the
available to participate in excitation from the ground stateelectron beam to collimate it and increase its density. The
Additionally, excitation of metastable ions can lead to emis-electron beam is collected in a Faraday cup after it crosses
sion of photons in the bandpass of the optical system. Tehe ion beam. The ion beam continues into an electrostatic
produce reliable excitation data, a careful analysis of theharge-state post-analyzer, and its total current is measured
metastable beam content and its contribution to the detectaslith a Faraday cup or by using a Galileo 4039 channel elec-
signal has been performed. tron multiplier (CEM) as a Faraday cup. A computer-

131.2 nm

FIG. 1. Partial term diagram for 5i.
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controlled beam probe is used to determine the spatial derenergy spread is required to resolve the resonance structure

sity profiles of each beam. of the EIE cross section, the use of magnetic shielding is
Below the beam intersection volume is a mirror which unacceptable. Using a MCP photodetector eliminates this

collects# steradians of the radiation emitted from the colli- concern.

sion volume and concentrates it into the aperture of the MCP F'UOVGSCGHQG detection measurement technique; deter-

photodetector located above the collision volume. Some ofine the partial cross section for photon emission into a

the emitted photons are seen directly by the MCP, whicisPecific solid angle. The theoretically predicted partial EIE

subtends 0.32 sr. A MgFwindow isolates the scattering energy-averaged cross sectigdo/dQ), for such fluores-

chamber from the MCP photodetector, which can be reS€nce EIE experiments can be expressed as follows:

moved to perform optical alignments. The MCP face is do

coated with KBr, which was measured and found to increase <E(E)> ZJ Yo(E',0,)0(E")P(E,E")dE", ()

the photoemission quantum efficien¢@E) at 120.7 nm

from the bare-plate value of 1% to ~32%. The achieved

enhancement of the QE is comparable to the highest valueghere the angular distribution of the emitted photons is taken

reported in the literaturg35,36. The wavelength selectivity into account by the factolo(E’,6,/); E is the electron

of the optical system is determined by the short-wavelengti@nergy in the ion rest fram@vhich is essentially equivalent

cutoff of the Mgk window (~110 nm) and the long- to the center-of-mass framed, is the angle the detected

wavelength cutoff of the KBr coating{160 nm). photon makes with respect to the electron-ion relative veloc-
Two components, the ECR ion source and the MCP phoity vector which defines the’ axis; o(E") is the theoretical

todetector, represent significant upgrades of the instrumeriotal EIE cross section at enerdy; and P(E,E’) is the

and warrant more detailed description. Over the past decadelectron energy distribution function in the ion rest frame.

ECR ion sources have almost become the standard for use in Integrating Eq.(1) over the solid angle collected by the

ion collision studies. These sources are noted for their abilitgxperiment gives the predicted EIE energy-averaged cross

to generate large currents of multiply charged ions, and tsection

run continuously for weeks at a time with a high degree of

stability [37—39. The ion source used for this work is based

on the design of a source constructed at the University of (U(E)>=f Yo(E")o(E")P(E,E")dE’, 2

Giesser{40]. The source is notable in that it is powered by a

300-W 2.45-GHz magnetro¢similar to that used in house-

hold microwave ovens and in that the confinement field is Where Yo (E’) is the anisotropy factor averaged over the

provided So|e|y by permanent magnets, thus pro\/iding a |0Wcollected solid angle and for electric dipole transitions is

cost alternative to ECR ion sources operating at higher fregiven[44,49 by (dropping the prime notation fror&)

qguencies and employing electromagnets. Silane (Siid

used as the source gas for producing silicon ions, and the 3(1-P(E){cogb,)q)

source is able to typically provide 30 nA of usablé'Sions o(B)= 3—P(E) : ©)

on a continuous basis. Over a six month period of almost

continuous operation, the source required no maintenance.

This resulted in over a hundredfold increase in the effectivéere(cos'6, ), is an average over the solid angle collected

data collection rate from previous experiment runs in whichby the optical system, an®(E) is the polarization of the

a Penning ion source was used. emitted light as a function of electron energy. The polariza-
A MCP photodetector was incorporated into the apparatu§on of the emitted radiation is customar([i4,46 defined as

for two reasons. First, photodetectors utilizing MCP’s usu-

ally have a higher detected-quantum efficietBDQE) than L(E)=1.(E)

their PMT counterpart§41,47. The MCP photodetector P(E)Im, (4)

constructed for the present work was measured to have a I -

DQE at 121.6 nm of 21%, a factor of 2 higher than a typical

commercially available PMT. Second, MCP operation is in-wherel|(E) and|, (E) are both measured & =90° and

sensitive to magnetic fields of the strength used to collimat@re, respectively, the intensities of emitted light polarized

the electron bear85,36. Other UV photodetectors such as parallel to and perpendicular to the beams’ relative velocity

PMT's must be magnetically shielded to operate properly, asector. For work in the vacuum UV, low signal rates and

fields of only a few Gauss are sulfficient to severely disturbtechnical limitations often prevent an experimental determi-

the electrostatic focusing properties of a PMT's internal dyn-nation of Yo(E). In such cases theoretical calculations are

ode chair{43]. We desire the photodetector to be as close asometimes used to specify,(E). For the present work it

possible to the collision volume so as to have the largestvas not possible experimentally to determig(E), but the

possible acceptance angle. Magnetic shielding in close proxarge collecting solid angle of the optical system is expected

imity to the collision volume would significantly disturb the to average out some of the anisotropy effects. The effects of

magnetic-field homogeneity there, causing a spread in thpolarization are discussed in more detail in Sec. Ill.

trajectories of the individual electrons within the electron In the case where only one EIE transition contributes to

beam. This would in turn widen the distribution of collision the detected signal, the EIE energy-averaged cross section

angles between electrons and ions, broadening the energgan be related to the experimentally determined parameters

distribution in the center-of-mass frame. Because a narrovy
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<a>=R—_9 ! (5) <7r>—§j &Bi(o)

Vr f N, (X)ne(X) 7(x, 7)d3x ()= a : 9

e

HereRq4 is the EIE signal rate into the solid angle collected The term(E) and the weighting factors; and 3, are pure

by the experiment¢ is the fraction of the ion beam in the experimental quantitiego;) can be determined either from
initial state of the excitation process under stuty S**,  theory or by independent experiments. A theoretical value
either the 3% 'S ground state or the sBp °P° metastable  for (¢;) can be used to determir{er;) when the fractional

statg; v, is the average relative velocityy;(X) andne(x),  contribution of(c;) to (o) is sufficiently small that the as-
respectively, are the particle densities of the ion and electroggciated uncertainty ifo;) is negligible compared to the
beams at a location in the intersection volume denoted by thgyperimental uncertaintieéo;) can be experimentally deter-
spatial coordinates; and 7(x,7) is the spatially varying de- mined if there is some means of measuring the signal from
tection efficiency of the optical system, wherés the life-  transitioni separately. This can be done for some transitions
time of the excited state. The dependencen¢k,7) on 7 if for example, filters are obtainable which can block radia-
accounts for the fact that an ion excited at locatiomay  tjon from all other transitions except that from transition
radiate downstream of because of the finite lifetime of the For this work, both methods are used and will be further
excited state. Ifr is a significant fraction of the ion travel detailed in Sec. III.
time through the region imaged by the optical system, the ion
may radiate at a point where the detection efficiency is sig-
nificantly different than it is at locatiow.

For the present work, more than one excitation transition The local particle densitiedl;(x) and ny(x) are deter-
contributes to the detected signal. We define a new quantitynined by scanning small Faraday cups across the electron

related to Eq(5) called theweightedcross Sec[ior{‘b‘-), re- and ion beams in the collision volume. The method is de-

B. Determination of local particle densities

lated to the experimentally determined parameters by scribed in detail elsewhelf80,47. Particle beam densities
are derived by dividing the local current measurements by
~. Ryg 1 the area of the respective Faraday cup’s circular aperture

(o)== , (6) (=~0.25-mm diametgrand by the respective beam’s velocity
Vr f N, (X)ng(X) (X, 7)d3x and charge. The total electron-beam current is determined by

integrating the current density. The electron Faraday cup is
] o biased positively to minimize secondary electron loss from
whereRgjq now refers to the signal rate originating from all the cup. The ion Faraday cup is biased for the same reason.
contributing EIE processed|(x), ne(x), and 7(x,7) are  However, secondary electrons liberated from the surface of
defined as above, except thatis now the spatially varying the probe face by ion impact can be drawn through the Far-
detection efficiency for the dominant contributor Ry  aday cup aperture by the bias field. Thus the total integrated
which, in this case, is théS— P transition.(c) is related to  ion current cannot be used as an absolute current measure-
the cross section for the individual contributing processes bynent. The total ion current is therefore determined from the
current measured in the beam dump Faraday cup or in the
~\_ CEM used as a Faraday cup. Typical ion beams have cur-
(@—Z &iBi(o). ™ rents of 25—30 nA and a roughly circular cross sectional
diameter of~2-mm full width at half maximum(FWHM).
Here(o) is the energy-averaged cross section for transitior’T0P€s of the ion beam upstream and downstream of the
i, & is the fraction of the beam in the initial state for transi- OPtical center show that the beam is very well collimated.
tion i, and 8; is a scale factor to account for differences in TYPical electron beams have currents of 2R and a

detection efficiency, roughly circular cross section 6¢3 mm diameter FWHM.
Upstream and downstream probes of the electron beam show
7 that at certain energies the beam has a slight divergence but
ﬁiZ;, ) is otherwise uniform. For the sake of efficiency the overlap

integral[Egs.(5) and(6)] is calculated assuming that the ion

h is the detect ffici for t oA ; and electron beams are perfectly collimated. The divergence
wherez; IS the detection etficiency Tor ransiionAccount- ¢ ypa glectron beam leads to at most a 3% error in the
ing for differences in detection efficiency through the use Ofdetermination of the overlap integral

the scale factors; is strictly valid only when the spatial

dependences of and %; are identical. In practice, the dif-

ference in spatial dependence is sufficiently small that the

use of a simple scale factor introduces a negligible error. The optical detection efficiency(x,y,z,7) can be written
As we are interested in determining the measured crosas

section for the!S—1P transition, corrections must be made 1 (e 72— 7'

to (o) to remove the contributions from competing pro- n(XaszaT)ZTwianilFobsRmirEf EXF{ ~

cesses. The experimentally derived cross section for a spe- z

cific transition; is related to{o) by XQ(x,y,z")dzZ . (10

C. Determination of the optical detection efficiency
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TABLE I. Processes contributing to the measured signal. Ener- D. Determination of ion-beam state populations
gies are taken from Ref61], and lifetimes are taken from Refs. The parametet takes into account the charge purity and
(4849, the metastable content of the ion beam. The beam-steering
Excitation Transition EnergieV) &8 (N9 apparatus purifies the beam so that only particlesnid
=14 propagate to the interaction chamber. Therefore s\
3s*'S —  3s3p'P 10.28 0.781 038  expected to be the only significant contaminant of the ion
- 3p*'D 15.15 0.095 110 peam. Two methods were used to determine the level of
- 3p®'s 19.03 1.33 15 nitrogen contamination. The first method takes advantage of
—  3s4s’S 19.72 140 49 the two isotopes of silicor?®Si and 2°Si, that have sufficient
—  3s3d'D 20.55 156 098  natural abundance to give rise to measurable beam currents
3s3p°P®  —  3s3p'P 3.72 0.209 038 of each. By comparing the natural abundance r&2:4.7
- 3p”°P 9.54 0190 40 [50] to the ratio measured in the beam currents, one can hope

to determine the degree of contamination. Ideally, we wish to
compare the ratio oféSi?* to 2°Si?*, but this is complicated
Twin is the transmittance of the MgRvindow on the scatter- by the presence of significant quantities 8SiH?* ions
ing chamberTy; is the transmittance of any filters used to which mask the?®Si?* ions. However, we can make an ap-
narrow the bandpasB,is the obscuration from the various propriate comparison for i ions (which are aliased by
baffles and screens in the optical systdRy; is the reflec- N2%). The ratio of 2Si** +N?* current to 2°Si** current
tance of the mirrory is the ion velocity; andQ(x,y,z’) is ~ was 1.5: 0.073 nA, which allows us to set an upper limit of
the absolute photon detection efficiency for light emitted at0.06 nA on the R* content. When running pure nitrogen,
(x,y,z'), wherez’ is now defined to lie along the ion-beam the source typically produces™vs N°* in the ratio 10:1 or
axis. The integral over’ accounts for the possibility that an less, from which we can argue for an upper limit ori N
ion may drift downstream in the ion beam before it radia-contamination of 0.6 nA, or-2% of the typical totaim/q
tively decays. The optical elements are calibrated at multiple= 14 beam current30 nA). Because it is possible tha?N
wavelengths. As indicated by Fig. 1, the possibility exists forand N" will not be produced in the same ratio when the
the excitation of a number of levels giving rise to contribu- principal gas is not nitrogen, we performed additional tests
tions to Ry at not only 120.7 nm, but also at 189.2, 131.2,with a variety of gases not having ions that alias,Mnd
and 141.7 nm, and from a multiplet radiating near 130 nmmeasured the Nyield. Care was taken to ensure that the gas
To cover this range, transmittance, reflectances, and detedelivery system was in an identical state as when running
tion efficiencies were measured at 119.9, 121.6, 130.5, angilane. From these tests, we observed Melds ranging
189.8 nm for all optical elements individually. These wave-from ~0 to 0.75 nA. Based on these results, we set the level
lengths correspond to bright line-radiation sources readilyof N* contamination fraction at 0.G10.01.
generated by the gas-discharge lamp used for calibrations. Beyond the issue of beam species purity, we expectéhat
The obscuration from the baffles and screens was determinedll differ significantly from 1.0 because of the existence of
from the measured geometry. The ion-beam velocity washe S?*(3s3p 2P°) low-lying metastable state. lon sources
derived from the ion source extraction potential. Calculatecare known to populate metastable levels reafi#$,51,52,
values ofr [48,49 are given in Table | for the transitions and if the lifetime of such a level is comparable to the ion
considered in the present work. Excitations to some of thdravel time to the collision region, a significant metastable
high-lying states decay via cascade to the ground state. F@opulation will be present in the interaction region. Of the
these, total cascade lifetimes are given. threeJ sublevels of Si*(3s3p 3P°), theJ=1 level has the
Q(x,y,z'), the spatially varying photon detection effi- shortest lifetime (60us) [53,54. This is much longer than
ciency, was calculated with a fully three-dimensional ray-the ~10-us flight time from the ion source. The=2 level
tracing code. This code takes into account the experimentallizas a lifetime on the order of 1 min, and the 0 lifetime is
determined imaging properties of the mirror, the componentonger still, as it must undergo a strongly forbidden 0-0 tran-
of light emitted directly onto the MCP, any measured asym-sition to decay[55].
metry in the location of baffles and apertures, and multiple We have studied the metastable state population in detail
reflections between any partially reflective elements. Thaising two methods: th8uorescence methoand thebeam
code also takes into account the contributionQ(x,y,z’) attenuation methadrhe beam attenuation methg6,52,57
from the experimentally determined variation of the MCPinvolves filling a section of the beamline with gas that at-
photodetector DQE as a function of the incidence angle ofenuates the ion beam, and measuring the transmitted ion
photons to the front MCP surface. Photons which strikebeam current as a function of gas pressure. The metastable
within the channels of the MCP have a much lower probabil-state will usually have a significantly higher charge exchange
ity of detection than photons striking the MCP webbing. Ascross section than the ground state. Thus one will observe an
the channels are biased 13° to the plate normal, this leads ftoitial steep drop inlog) transmitted current versus pressure
an asymmetric angular DQE dependence. The variation icorresponding to attenuation of both states, followed by a
the DQE of the MCP photodetector was therefore carefullymore gradual drop at higher pressure due to attenuation of
mapped as a function of angle. The absolute DQE was dehe remaining ground-state beam. Extrapolation of the high-
termined by comparing the MCP to a CsTe photodiode calipressurgground-state attenuatipslope to zero gas pressure
brated by the National Institute of Standards and Technologyields the metastable fraction of the be&see Fig. 3. We
(NIST). applied this technique by using both, ldnd Ar as attenua-
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1.0 ‘\@ ' ' ' ' ' ] TABLE Il. Typical operating conditions.
§ I \%Q?% S'2+
5 [ % 1 i“" current 30 nA
2 s ] Electron current 30uA
g LN J Photon backgrounds
e %5\ from electrons 200 &
% 0.1F RN 1 from SP* 80 st
E I e ] dark rate 3 st
2 AN ] EIE signal rate 18 ¢

Lo Chopping pattern frequency 16.7 kHz
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Pressure (0.1 miorr) Pressurdionization gauge reading 2x107 10 torr

FIG. 3. Transmitted $i" ion current vs H ion gauge pressure.
The dotted curve is a fit to the initially steep portion of the attenu-
ation curve, corresponding to attenuation of both ground-state an
metastable $i". The dashed curve is a fit to the high-pressure por- o
tion of the curve, corresponding to attenuation of the remaining E. Determination of the EIE event rate
ground-state 3i. Extrapolation of the high-pressure slope to zero  The measured EIE signBl;, was determined using beam
gas pressure yields the metastable fraction of the beam. The metghopping and synchronous detection techniques which have
stable fraction determined using this procedure is 0:2224025.  peen discussed in detail elsewhei20,58—6Q. For the
Use of the fluorescence methéske text yields a metastable frac- present measurement the beam chopping pattern was as fol-
tion of 0.195-0.025. As neither method is necessarily superior tolows: (1) electrons and ions turned off) electrons and ions
the other, the value adopted for this work is the average of the twotumed on,(3) ions only turned on, and4) electrons only
0.210=0.018. turned on. The total chopping pattern was modulated at a
ij;equency of 16.7 kHz to minimize any effects the modula-
IIion of the beams might have on the background gas in the
collision chamber, and thus on the measured EIE signal
5[58,41 Photons were detected in delayed coincidence with

and Kohl[33], makes use of the radiation emitted by decayan e_Ielct:_tronlchpuIs.e Wh'? S'grlﬁied t:]]et end of t.r:je dda;:\a—
of the metastable state. We observed the absolute intensity SFqu',s," lon chopping pattern. 1he photons provide €
189.2-nm light radiated as metastablé'Sions traverse the = St pulse for a_tlme-to-a‘r‘nplmide converter and the elec-
region imaged by the optical system. A PMThorne EMI tromc_pulse prowde_d the stop pulse. T’?‘b'e Il lists the
9413 operating in the pulse counting mode was calibrateqexPe”mental operating conditions for a typical data run.

for this wavelength by comparing it to a photodiode cali- T\Tﬁ E[I)E r;jr]ataEle\ée(rje tcoIIe”cte?i avctarr] th? th;uLS(ta) ofmtr:/:/ee
brated by NIST. Using a variant of the raytrace code used gghonths. buring ata cotlection, the electron bea as
determine the detection efficiency for EIE runs, we deter-sw'tcheOI between two energies with a typical _perlod of 50 s.
mined the absolute number of 189.2-nm photons being emi{-n this way data were collected, nearly simultaneously,

ted by ions in the beam. To determine the metastable fractioﬁt two energiess1 eV apart, which allowed each set of mea- .
from the number of photons observed radiatifpgr unit surements to be referenced to another measurement. This

length, it is necessary to know the lifetime of the metastableenergy'SWitChing technique allowed the stability over time of

se. The) =1 Iovel as a measured Iftime of 500 % APPAAIL fc be moriore, Mo, cata ports taken cary
+3.6 ws[53], which is in excellent agreement with recent P

sophisticated quantal calculatiof®!]. Because the lifetimes Zzearn izcsidg'Orgaeldcr\)v(?&:?nogtsatt?st;'i!% Qr”rc()jrat?eta;r%rlleztstief ?/\‘/’ihrgﬁ
of theJ=2 and 0 levels are so much longer than that of the 9 9 » €9

J=1 level, essentially all of the radiation comes from the;hey were taken, confirming the long-term stability of the
B : - etection apparatus.

J=1 level. Therefore, we are in fact determining the popu-

lation solely of theJ=1 state. We can estimate the total

metastable population by specifying how the metastable ions

are distributed among the fine-structure levels. In the present Experimental uncertainties fall into two categories: rela-

case, it is likely that the electron density and temperature itive uncertainties which vary from point to point, and sys-

the ion source are sufficiently high that the metastable levelsematic uncertainties which do not affect the shape of the

should be equilibrated to their statistical populatigiVe  data but only the overall scale. The relative uncertainties are

then account for the slight depopulation of the1 state dominated by counting statistics, but also include run-to-run

after traveling the~10 us to the collision chamberBy use  variations in the overlap integral arising from minor shifts in

of this method, we arrived at a total metastable fraction otbeam densities and positions. Total relative uncertainties, re-

0.195+0.025. The quoted uncertainties reflect the statisticaported at the 90% confidence limit (1&p are typically

uncertainty in the photon rate and the uncertainties in the-5% of the above-threshold cross section.

lifetime measurement and radiometric calibration. Neither A summary of the known sources of systematic uncer-

the fluorescence technique nor the beam attenuation teckainty for the present measurement, reported at the same

nigue is necessarily superior to the other; thus the valu€d0%) confidence limit, is given in Table Ill. The single

adopted in this work for the total metastable fraction is
8.210t 0.018.

tion gases, and determined a metastable fraction of 0.2

in the measured slopes among the different runs.
The fluorescence method, originally proposed by Lafyati

F. Uncertainties
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TABLE IIl. Summary of uncertainties. All uncertainties are quoted at a confidence level considered to be

equivalent to a statistical 90% confidence level.

Sources of uncertainty

Uncertainty

Uncertainty in beam densities
ion beam current measurement
current measurement in electron beam Faraday cup
electron beam probe biasing procedure
correction factor for N contamination
uncertainty in ground state population due to metastable state
Uncertainties in beams’ geometric-overlap/detection-efficiency factor
spatial coordinates of the collision volume
computational error in the overlap determination
assumption that electron beam is perfectly collimated
radiometric calibration
NIST standard photodiode accuracy
photodiode calibration variation
MCP angular variation map
calibration of filters used in MCP calibration
variation in MCP QE
mirror reflectance
MgF, window transmittance
computational error in raytracing program
Uncertainty due to excitation from metastable state

5%
1%
5%
1%
3%

3%
1%
3%

8%
1%
1%
2%

2%
3%
2%

1%

3%

Total quadrature surh 13%

Total experimental uncertainiyn %) is equal tof 137+ (90% statistical uncertainyg] 2.

largest uncertainty in the EIE measurement arises from theepresent the relative uncertainty at the 90% confidence level
NIST photodiode calibration £8%) to which the MCP (1.65s). The total (systematic plus relativeexperimental
photodetector is compared. The photodiode was calibratedncertainty ¢- 14%) is shown by the thin error bars on the
by NIST before and after the MCP calibration. The photodi-10.8- and 17.2-eV data points. Excitation of th8— P

ode efficiency was shown to have dropped b2%. The  transition is the dominant but not sole contributorRg.
MCP DQE was measured before and after the experiment@ome fraction oR,4 results from excitation from the meta-
run, and the efficiency at 120.7 nm was found to havesiaple 33p 3P° state to either theBp 'P level, which has
dropped by 4%. Average numbers for both the photodiode, hreshold of 3.72 eVleading to a nonzero signal below the
and the MCP efficiencies are incorporated into the datag ,1p threshold, or to higher states which then cascade.
analysis. The uncertainty associated with the drop in efﬁ'ln addition, above an energy of 15.15 eV, excitation from the
ciencies is taken to be half of the percentage drop. Great car: ' Y

was taken in the radiometric calibrations of other elements inf'S ground state to h.|gher states gives off photons W'th'.n the
andpass of the optical system via cascades. Table | lists all

the optical system to assure that they introduce only smal . ) L
P y y y IE transitions expected to contribute significantlyRgy,

additions to the total experimental uncertainty. An error of ) : -
3% is introduced into the determination of the overlap inte-2Nd their threshold energi¢81]. Other transitions are ener-

gral by the uncertainty in the location of the beams’ intersecd€tically possible, but have not been included because they

tion volume in the object space of the optical system. are expected either to have negligible cross sections, or to
All of the experimental uncertainties listed in Table 11l are have cascade times sufficiently long that the excited ions will

treated as independent, and are added in quadrature to yield'@ve traveled beyond the field of view of the optical system

+13% absolute uncertainty in the experimental scale. Th&€fore they radiate. .

total uncertainty for each EIE data point is given by adding The EIE cross sections for all of the transitions in Table |

in quadrature the relative uncertainty for that data point withWere calculated by Griffin, Pindzola, and Badrjei], using
the absolute scale uncertainty of the experiment. a 12-state close-coupling12CQO R-matrix calculation
method. Apart from the primaryS—*P transition, theory

indicates these transitions are expected to make small contri-

butions toRg;y across most of the covered energy range. The
Our measurement of the weighted EIE cross secfign ~ Single largest contributor is theP°— 3P t'ransition, which is

is presented in Fig. 4. The data poirfspen circles were exlpected to account for 10% of the signal above théS

determined from the measured valuesRaf, as defined by —P threshold. _

Eq. (6). Data were collected across a range of collision en- The heavy curve in Fig. 4 represents the theoretical value

ergies from 8.5 to 21.5 eV. The heavy error bars in Fig. 4of (5) incorporating the theory of Ref48] and the mea-

IIl. ANALYSIS AND RESULTS
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8 ‘ — T T experimental cross section for EIE of th&—'P transition,
| ] the weighted cross section must be corrected by the proce-
dure enumerated in EQ). As mentioned above, the largest

correction to{o) will result from subtraction of the contri-
bution toRgy from the 3p°_,3p transition. As we desire to
] present as pure an experimental quantity as possible, we car-
- ried out a separate measurement of the EIE cross section for
1 this transition. This was possible because tp@ % multip-
let radiates at wavelengths near 130 nm. By placing a CaF
cutoff filter that rejects radiation below 125 nm in front of
the MCP housing, we can uniquely resolve radiation from
these levels. The EIE cross section for this transition was
measured at four collision energies to verify the overall ac-
e curacy of the theoretical calculation. The shape of the cross
10 collision }{:ier (o7) 20 section is relatively free of resonances; thus a sparse sam-
gy te pling is considered sufficient for the purpose of adjusting

(o). The measured absolute cross section is determined to be

16 .
S+ which, in addition to 32 15—3s3p P excitation, includes (o0~ 1-2)X 10 cnt* (1.650) for the two points above
weighted contributions from cascades from higher levels and fron]fhreShOId_' F'Qure 4 shows the data points for this measure-
excitation of the metastablepd P level. The dataopen circles ~ Ment (solid circles scaled by the factog;8;=0.190. The
were determined from the measured values of the eventRge ~ lowest theoretical curve is also for this transition, so a direct
The heavy error bars represent the relative uncertainty at the 90%omparison can be made. There is good agreement between
confidence level, and the thin error bars on the 10.8- and 17.2-e¥heory and experiment, but the total absolute uncertainty of
data points represent the total experimental uncertainty. The heawye measurement is rather large. We can subtract out the

curve represents the theoretical value (@f) incorporating the  contribution to(E) from the 33p 3P°—3p? 3P transition
theory of Ref.[48], and the measured detection efficiencies andby scaling the theory for this transition to match the experi-
population fractiongused to determine the weighting for the theo- mental data points. This procedure adds an uncertainty of
retical contributions The thin curves show the cumulative buildup +0.23x10° % cn? to the determination of the'S—1p
of contributions to{o) from each termé; 8;(o;) of Eq. (7). Data : ; _
were also collectedsolid circleg with a CaF cutoff filter in place, cross section, _computed b); apaplylng the fac_ggs, 0.190

to the uncertainty in the’P°—3P cross-section measure-

isolating the 2 3P multiplet radiation near 130 nm. These data are . . .
scaled by a factor£;3;=0.190 to indicate the contribution of ment(see Table)l Ih's uncertam}y is about 3% of the mea-
sured averagéS— 1P cross section.

3p? 3P —3s3p 3P° radiation to(), and are to be compared to the _
lowest curve. To subtract out the contributions {@) from other tran-
sitions, we rely on the theoretical values for the cross sec-
tions. Across most of the energy range, the uncertainty in
sured detection efficiencies and population fractions. Thepig procedure is expected to be minimal, as the remaining
thin curves show the cumulative buildup of contributions tocontributors are smaller than the contribution from #i°
(o) from each term¢; B;(a;) of Eq. (7). The cross sections — 3P transition, except at the highest energies. It is difficult
(o) are determined by convolving the theoretical cross secto estimate the accuracy of calculations, but even if they are
tion with a Gaussian having a FWHM of 0.56 eV, represent-assumed to be accurate to only a factor of 2, the introduced
ing the energy resolution of the experiment. The faéols  uncertainty is still less than a few percent.
taken to be the ground-state population of the ion beam for We present the absolute energy-averaged cross section
transitions out of the ground state, and the metastable popye) for EIE of the 1S—!P transition in Fig. 5. The data
lation for transitions out of the metastable state. The scal@resented here have been corrected to account for the contri-
factor B; takes into account differences in detection effi- butions discussed above. As in Fig. 4, the heavy error bars
ciency. For example, after being excited from the groundrepresent the relative uncertainty, and the thin error bars on
state, the 84s!S level radiates to 8pP at 131.2 nm, the 10.8- and 17.2-eV data points represent the total experi-
which then radiates to the ground state at 120.7 nm. The totahental uncertaintytypically 14% for points above thresh-
cascade lifetime is 4.9 ng48], which is not quite rapid old).
enough for all 34s'S excitation to radiate within the optical As mentioned in Sec. Il, although the experiment is sen-
system; only 91.8% of the excited ions radiate in time to besitive to the angular distribution of emitted photons, we
detected. The detection efficiency of the optical system fomake no attempt to measure this distribution. Thus some
131.2-nm radiation is 95.1% of the efficiency for 120.7-nmuncertainty will be introduced when comparing our measure-
radiation. The population fractio; is the ground-state ment to theory. We can, however, attempt to place bounds on
population fraction of 0.781¢;3; for this contribution is the possible values of,, and consequently on the error
therefore 0.78%0.918<(0.951+1.00)=1.40. Values for introduced by setting/o=1. The most extreme values for
& Bi and 7; are given in Table | for each of the transitions the anisotropy arise from assuming that the excitation pro-
[48,49. cess results in light polarized parallel to the collision axis
Because the primary goal of this work is to determine the(P= +1), or perpendicular to it=—1). Y, can then be

Weighted Cross Section (10-18 cm?)

FIG. 4. Measured energy-averaged EIE cross sec{t'ﬁ:))nfor
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10 ' — T which was then incorporated into E@) to derive the theo-

I ] retical energy-averaged cross section. Simple inspection of
the raw data strongly suggests that the energy spread must be
somewhere between 0.45 and 0.65 eV. The sharpness of the
rise of the measured cross section at threshold makes values
i of the energy spread outside this range unlikely. It can be
1 argued that establishing the energy spread to this level of
accuracy is all that is necessary. This is because regardless of
B what value for the energy spread is chosen within this range,

] the conclusions drawn from a comparison of the data to
theory are essentially unchanged. Nevertheless, it is still nec-
essary to determine the energy spread and scale by quantita-
tive statistical analysis in order to establish the range of un-

[e5)

Si2* Cross Section (10-1¢ cm?)

0L certainty.
1‘0 — 1'5 e 2‘0 The energy spread and offset potential are statistically
Collision Energy (eV) evaluated by making two comparisons. First, the data points

for the energy-averaged cross sectign) are fit using a
FIG. 5. Absolute energy-averaged EIE cross section for thex,-minimization procedure to a Gaussian of variable width
Si?*(3s2 15-3s3p 1P) transition. The data presented here haveconvolved with a step function at 10.28 eV, the threshold for
been corrected to account for the contributions from excitation of- S— P excitation. Only data 0.5 eV above threshold and
the metastable state and cascades from higher levels. The heabglow are used in the fit. Points higher than this begin to
error bars on the solid points represent the relative uncertainty, anceflect the expected above-threshold resonance structure, and
the thin error bars on the 10.8- and 17.2-eV data points represemmannot be compared to a step function. This procedure yields
the total experimental uncertainfyypically 14% for points above a value for the FWHM energy spreddof 0.51+0.11 eV,
threshold. The solid curve represents the valdes) as defined by  and an offset potential, of 2.72+0.03 eV. For this ﬁtX,Z,
Eq. (9) for 'S—'P excitation. Note that if the anisotropy factéy, — —1 59
differs significantly from 1, it will have the effect of shiftings;) in The data are also fit to the convolution of a Gaussian with
the sense that a positiv@egative polarization will raise(lower) the theoretical 12CC cross section for tHe— 1P transition
the curve. [48]. The data points for collision energies up to 13.5 eV are
used, as points higher than this are not relevant for determin-
ing the energy spread. For this case, the best-fit valdéisf
calculated from Eq(3), yielding a value of 1.21 for the first 0.61+0.08 eV, and that o¥/, is 2.77-0.02 eV. For this fit
case or 0.90 for the second. X§=2.01, which is not only a reflection of the uncertainty in
It is unclear what degree of polarization to expect. Forthe fitting procedure, but also of the discrepancy between the
neutral Mg (isoelectronic with S$i"), the polarization of theoretical calculation and the experimental measurement of
1p—1s radiation following electron impact has been ob- the cross section.
served to approach 1 at threshold, and fall rapidly thereaf- For both methods, the fitting procedure is iterative, as the

ter (at twice thresholdP=+0.5) [62]. Unfortunately, no  data points are derived fromio) by making corrections
polarization measurements or calculations exist for Mg-likewhich in turn require implicit knowledge of the energy
ions. In fact, the only polarization investigations for EIE in spread. The difference in the results of the two methods is an
an isoelectronic system involvingP—'S radiation have indication of the accuracy of the procedures. The adopted
been for He-like systems. For neutral He, as in the case Gfalues for the energy spread and offset potential are the av-
Mg, the threshold value of approachest1 at threshold erage of the above parameters, [o+0.56+0.08 eV and
[63]; for He-like ions, however, measurements and calculay =2.75+0.02 eV. The solid line in Figs. 4 and 5 is the
tions show the threshold polarization to be significantly lessenergy-averaged 12CC theoretical cross section based on
on the order ofP=+0.6, across the entire isoelectronic se-these parameters. Note that the conclusions drawn from the
quence[64,65. For other ions, EIE experiments that mea- comparison of theory to experiment are insensitive to the

sure the polarization of radiation have generally found fat choice of energy spread within the range of uncertainty.
is positive at threshold, and never greater than abau®5

[66.,43. Baspd on these observatipns, ﬁt is unlikely that'the IV. DISCUSSION

radiation will be completely polarized in the case of 'Si

EIE; beyond that, little can be said. It should also be pointed The comparison of theor}48,68 and experiment in Fig.

out that in cases where autoionizing resonances contributefshows excellent agreement for the overall magnitude of the

large part of the total cross section, the degree of polarizatiodS—'P excitation cross section. The theoretical cross sec-

can vary rapidly as a function of collision enerf§7]. We tion lies well within the absolute error bars of the data points.

do not include in the experimental uncertainty the error in-The measurement also generally confirms the shape of the

troduced in the comparison to theory by not accounting fopredicted resonance structure. For the resonance grouping

the radiation anisotropy. between 11 and 13 eV there are some statistically significant
In order to make the comparisons to theory, we detervariations, although the deviation may be explained by the

mined the energy spread of the electron beam in the ion restrror in assuming’=1. At the highest energies, above 20

frame (and the offset potential of the electron gun cathpde eV, there is also a departure from agreement. This most
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10 — ' ‘ T — 11.1 eV. This is a consequence of their inability to detect
I ] electrons which backscatter in the laboratory frame. The sig-
nal rates for collision energies above 10.6 eV are all cor-
rected for the loss of backscattered electrons. Above 11.7 eV
the backscatter correction grows to more than a factor of 2;
thus no more measurements were made above the point. The
correction factors were determined from a trajectory model-
ing program and theoretical calculations of the differential
cross section as a function of the electron scattering angle.
They also detected a persistent signal below threshold
equivalent to a cross section of (1.316.036)
X 10" 1® cm?, which they subtract from the cross sections
shown in Fig. 6. They attribute part of this signal to the
collection of inelastically scattered electrons from the
0 ' — 3s3p3P°—3p23P transition. The assumption that this
Collision Energy (eV) background may be subtracted is not included in their total
uncertainty.

FIG. 6. Absolute energy-averaged EIE cross section for the FOr comparison to our measurement, the portion of Fig. 5
S+ (3s? 1S—3s3p 1P) transition, comparing our measurement to COVering the energy range from 9.5 to 12.5 eV is reproduced
the measurement of Wallbarek al. (filled circles [16]. The error  in Fig. 6. A direct comparison between the experiments is
bars on their data points represent the relative uncertainty of theiiot possible because of the significant difference in energy
measurement, and the thin error bar on the 10.7-eV data point repread. We can, however, comment on how each experiment
resents the total experimental uncertainty quoted at the 90% confcompares with theory. The data of Wallbaekal. show a
dence level. The dashed line shows the 12CC calcul@tiBhcon-  somewhat higher cross section than theory at threshold,
volved with a Gaussian representing their experimental energwhile theory is significantly higher at the upper end of their
spread of 0.24-eV FWHM. The portion of Fig. 5 covering the en-energy coverage, growing to about 50% above their mea-
ergy range from 9.5 to 12.5 eV is reproduced here, showing ousured cross section. Our data, which have a significantly
data(open circles and the 12CC calculation reflecting our energy smaller total uncertainty, are in much closer agreement with
spread of 0.56 eV(solid line). theory across this energy range.

It is worthwhile to place our measurement in the context

of resonance-resolving measurements of other systems. Ab-
likely suggests an overestimation of the cascade correctiorplute measurements of the resonance structure have recently
from excitation of the 84s'S and 33d!D states, whose been performed for the multiply-charged ions’Ki{14] and
excitation thresholds are near 20 eV. Taken together, thegd®" [15]. In both cases, comparison to theory has been
states are expected to make a statistically significant contrinixed. For KP*(4s? 'S—4s4p 3P°), theory could only be
bution t0<5> (see Fig. 4 Experience with close-coupling brc_>ught into convergence with experiment by arbit.rarily
calculations of cascade contributions in other systems suié::t'”g the energy position of key resonances. For this sys-
gests that the calculated values of the cross section for thed@M. Where the cross section is totally dominated by reso-
states will be too high unless coupling with yet higher-lying "ance structure, shifts in resonance position of more than 0.5
states is include@67,69,70. eV would not be surprising, and resog]ance_strgngths can

Despite the variations, agreement between experimetfa’y by more than 30% as a result. In Ar which is iso-
and theory is remarkable when considered in light of thetlectronic with ng , EIE has been measured for two transi-
theoretical complications involved in performing calcula- tions: for the %*'S—3s3p*P dipole-allowed excitation
tions of the resonance structure. Grif al. [11] showed and the 32!S—3s3p°P° intercombination excitation.
that the strength of a given resonance is governed by intef300d agreement was found for thé—*P excitation, as in
ference between neighboring resonances, and that the intér case; however, for thés— *P° excitation the resonance
ference is extremely sensitive to the exact energies of that threshold was measured to have twice its predicted
resonances. Shifts in resonance positions by less than 1% 8#ength.

the excitation energy can more than double the strength of a The measurement presented here demonstrates that, at
given resonance. least for this case, atomic scattering theory is capable of

Excitation of the Si* 1S— P transition for energies near Predicting accurate EIE cross sections when resonance con-

threshold has been measured by Wallbatlal. [16] using ~ tributions are significant. Nevertheless, so few systems have
the electron-energy-loss method. Their results are shown 4xen studied, and with such mixed results, that a good deal
the filled circles in Fig. 6. The error bars on the data pointsof work remains to be done.

represent the relative uncertainty of their measurement, and

the large error bar on the data point at 10.7 eV represents the V. SUMMARY

total experimental uncertainty quoted at the 90% confidence

level. The dashed line shows the 12CC calculation con- We have determined the absolute cross section for
volved with a Gaussian representing their reported energglectron-impact excitatiofEIE) of Si?*(3s? 1S—3s3p 'P)
spread of 0.24-eV FWHM. The data of Wallbaekal. show  for energies in the range 8.5 to 21.5 eV. The population of
a rapid growth in statistical uncertainty for energies abovehe Sf*(3s3p3P°) metastable state in the incident ion

[e9)

Si2* Cross Section (10-1¢ cm?)
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