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Ionization cross sections of forty gases have been measured for electrons of kinetic ener-
gies 0.1-2.7 MeV. The measurements are absolute and extensive precautions have been
taken to minimize systematic and accidental errors. The energy dependence of the mea-
sured cross sections is accurately described by the Bethe asymptotic formula involving two
parameters that represent important atomic properties. Comparisons have been made be-
tween H2 and D2 and between CH4 and CD4, the observed differences are of the order of 1 jp

and too small to be resolved with certainty. A close comparison has been made between
positrons and electrons in Ar at 0.67 and 1.1 MeV; the cross sections are observed to be
equal within a probable error of 0.5/p.

I. INTRODUCTION

Although primary ionization cross sections' for
high-energy (MeV) electrons are of practical im-
portance and have a behavior that theoretically is
simple and well understood, very few absolute
values have been available from either experiment
or theory. The earliest measurements ' con-
sisted in counting primary ionization events along
cloud-chamber tracks. The method we have em-
ployed is based on the determination of the effi-
ciency of a gas-filled counter in responding to
monoenergetic P rays That me. thod was first
used by Graf in measurements of air and later
by McClure, ' who made measurements of H~, He,
Ne, and Ar over the energy range 0. 2-1, 6 MeV.
Elaborating upon McClure's experiments, we have
constructed an improved apparatus and studied a
larger variety of gases over a somewhat wider
range of energies. Throughout, we have endeav-
ored to minimize systematic errors. The present
paper is a comprehensive summary of our work,
which has been described in part in the form of
preliminary reports.

To systematize the results, the Bethe theory'
is employed. McClure found (and we have con-
firmed) that for each gas the measured cross sec-
tions are described accurately by the following re-
lation, which he extracted from the Bethe theory,

v =Axe+ Bx2, (1)
where

xg=P ln[P~/(1 —P2)] —1, xq —p
~

P = (velocity or primary electron)/(velocity of light),
and A and B are empirical constants characteristic
of gas.

Bethe carried out the theory in detail, with a
quantum-mechanical evaluation of the constants,
for hydrogenic systems only. ' The theoretical
definition of McClure's constants A and B for the
general case was given by Fano. ' Explicit formu-
las and a discussion of the approximations that
they involve are given also in Ref. 12. As ex-
plained in Sec. 4. 1 of that reference, the cross
section a„ for a fast electron to excite a target
atom (or molecule) from the ground state to a,

state n is given by

a„=4m(5/mc) (M„x&+ C„xz),
where 4w(h/mc) =1.874&&10 cm and M„and C„
are expressed in terms of the generalized oscil-
lator strength for the transition involved. By sum-
mation over the appropriate transitions (integra-
tion for states in the continuum), Eq. (1) is ob-
tained in the form

o = 4w (a/mc) (M x, + Cxz),

which we shall use in reporting our results.
The quantity M may be called the total dipole-

matrix element squared for ionization, measured
in units of ao= (a /me ), the Bohr radius squared.
In general, the M for each atom or molecule in-
cludes contributions from different electron shells
that are roughly proportional to the square of shell
radii. Major contributions thus should stem from
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outermost valence shells, and minor contributions
from inner shells. Notice that most of the systems
we have studied possess inner electrons only in the
formof E electrons, which contribute little to the M .

In applying our results or in comparing them
with values obtained in other types of experiment
or from theory, some qualifications should be kept
in mind. A total cross section 0 for ionization
may be considered to be a weighted sum of cross
sections a„ for excitation from the ground state to
state n:

where integration over the continuum is implied.
In the ideal case of isolated atoms, one may usually
assume that the total cross section for primary
ionization is defined by the condition that the weight
q„ is unity for all states above the ionization limit
and zero for all states below. What we report are
counting cross sections, which correspond closely,
but not exactly, to the definition of primary ioniza-
tion. ' In the case of molecules, q„may be less
than unity for some states above the first ioniza-
tion threshold because of the presence of rapid
processes leading to neutral products, e. g. , dis-
sociation. ' At nonvanishing pressure, r]„can be
nonzero for states below the ionization limit in
consequence of the following types of processes:
(a) collisions of the second kind (Penning ionization),

A*+8 -A+B'+ e

which may occur in mixtures when the excitation
energy of A exceeds the ionization energy of B;
(b) associative ionization,

A +B -AB'+ e

which may occur when the excitation energy of A*
plus the binding energy of AB' exceeds the ioniza-
tion energy of AB. The entities A and B may or
may not be identical, so (b) may occur in pure
gases as well as in mixtures.

For these reactions to influence our results,
they must proceed so rapidly that ionization follows
passage of the primary electron within a few mi-
croseconds, for otherwise a coincidence will not
be registered. Thus, neither (a) nor (b) is likely
to be of consequence if B is a trace impurity, but
both must be considered in the case of gross mix-
tures. For example, when the pressure of B is
30 torr, a specific rate constant for (a) or (b) of
10 cm /sec gives a decay rate of 10 sec ' for
A, and the specific rate constant must be as
large as 10 cm /sec to give the same decay rate
when the pressure of B is only 0. 03 torr.

II. METHOD

The method of measurement is based upon the
following considerations. Primary electrons tra-

Were it not for wall effects in G, p could be iden-

G
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FIG. 1. Schematic diagram of the apparatus. The
double-focusing magnetic analyzer M selects electrons
(or positrons) of a definite momentum in the P rays
from the source J. An electron hitting the silicon
detector D causes a pulse in channel d. An ionization
event in the gas counter G causes a pulse in channel g,
and after the "stretch", apulse inchannelg, . The num-
ber of counts in channel d g, i.e. , "d and g, " is u,
and that in channel d g~, i.e. , "d and not g~,

" is sv.

verse a path of length L in a gas at concentration
p; if the cross section for primary ionization is
o, the average number z of primary ionizations
per electron is given by

z= pLo,

and the probability 6) that the transit of an electron
produces no ionization is given by

6)=e '. .

Thus, by measuring 6), with p and L known, one
can determine 0.

The apparatus is illustrated schematically in
Fig. 1. Electrons from a P emitter J are selected
for energy by the magnetic analyzer M, pass
through the thin-window gas-filled counter 6, and
fall upon the silicon barrier-layer detector D. A

pulse in channel d g indicates that a primary elec-
tron has passed through G and resulted in ioniza-
tion; a pulse in channel d g, indicates that a pri-
mary has passed through without producing any
ionization. The "stretch" is introduced in order
to exclude from channel d g, pulses from D that
occur within the dead time during which G is al-
lowed to recover its full sensitivity after having
responded to ionization. If in an observation pe-
riod u counts accumulate from channel d g and se

counts from d g, , the probability Q that the tran-
sit of a primary through G does not give rise to a
count from G is given by

p = ge/(u+ m)

with a relative standard deviation 5Q/P given by
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tified with 6 of Eq. (6).
Wall effects may be expected, however, both

because some of the electrons liberated from the
gas in close proximity to either window of G are
lost by diffusion to the window, and because there
is some secondary emission of electrons by the
windows into the gas. The probability that all of
the electrons liberated in a primary ionization that
occurs at a distance x from a window diffuse to the
window must be a function of (px); when this prob-
ability is averaged over x the result is inversely
proportional to p. Thus the effective number of
primary ionizations per primary electron is the
z of Eq. (5) multiplied by (1 —X/p), where X is an
undetermined constant characteristic of the gas.
Secondary emission by the windows will, for each
primary, on the average give rise to z, electrons
that reach the sensitive volume of G. When both
the above effects are taken into account, the prob-
ability that the transit of a primary electron leads
to no response from G is exp[ —pLo(1 —X/p) —z,],
which may be equated to the Q of Eq. (7) to ob-
tain the relation

y —= —in[u/(u+ w)]= IN~vp+yo,

where N~ is I oschmidt's number, P is the gas
pressure reduced to O'C, and yp= —I.A.O+z a
function of primary energy.

By measuringy at a series of pressures, 0 can
be derived from the best straight-line fit of y
plotted against P. In turn, to make connection with
Eq. (3), values of o'/x~ obtained for a series of
primary energies may be plotted against xq/x2, as
suggested by Fano'; the points should fall on a
straight line with slope M and intercept C, apart
from the universal constant 4m(h/mc) . This pro-
cedure was carried out for several gases; the
results showed that the energy dependence of the
cross sections followed Eq. (3) within experimen-
tal error. Vfe then abandoned the successive curve
fittings in favor of a single least-squares solution
to determine M and C directly from the entire col-
lection of experimental points [y, p, x&(p), xa(p)] ob-
tained for each gas. To make a least-squares solution
feasible, yo (a smooth function of primary energy)
is represented as a linear combination of x, and

xa, Eqs. (3) and (9) are then combined into

y/[4m(h/inc) LNi]=M xp+ Cx~p+ cixi+c2xq. (10)

(The quantity yo is sufficiently small that arbi-
trarily setting it equal to zero would lead to values.
of M and C within 10%%d of those we obtain. )

III. EXPERIMENTAL DETAILS

Referring to Fig. 1, the source of electrons J
is Pr' in equilibrium with Ce', which emits a
continuous spectrum of P rays with upper limit 3
MeV. The double-focusing magnetic analyzer M

has a resolution of 1 %%d in momentum; its calibra-
tion, momentum vs magnet current, is based on

the Cs conversion line and is extended to higher
and lower energies by means of gaussmeter read-
ings. The gas-filled counter G is designed to ful-
fill the following requirements: The path of the
primary electrons between entrance and exit win-

dows should have a well-defined length; the entire
path of every primary should be contained within

the sensitive volume of the counter with none being
intercepted by the center wire; and the potential
distribution about the center wire should be sym-.

metrical. As constructed, it has a 1.27-cm-
square bore with wire centered in the bore. The
windows, of 0. 006-mm gold-coated Mylar, are
flush with opposing walls and are so placed that
the axis of the primary beam passes midway be-
tween the center wire and one wall. The walls
are of brass with gold coating.

The most critical factor in the accuracy of the
results is the reliability of the gas-filled counter
and its associated electronics, which should reg-
ister a count unfailingly whenever one or more
primary ionizations occur within the gas. Inas-
much as single-electron events are the ones most
likely to be missed, the problem is primarily that
of detecting such events. Because the gas under
investigation must serve as the counting gas, it
is necessary to establish satisfactory counting
conditions for each gas at each of the pressures
used.

The detection of single slow electrons in a gas
is accomplished through amplification by electron
avalanche. The gases more or less fall into two

classes, In one class a moderately large ava-
lanche gain leads reliably to successive ava-
lanches (avalanche breeding); such gases lend

themselves to a breakdown (GM) mode of counting.
In the other class, avalanche breeding occurs
reluctantly and unreliably even with a very large
average single-avalanche gain; these cases lend
themselves to proportional counting (PC) or, more
descriptively, prebreakdown counting.

Our experience with PC closely parallels that
described by Gold and Bennett. " For single-elec-
tron events the pulse-height spectrum is very
broad and obviously extends below the discrimina-
tor level that excludes amplifier noise. A cor-
rection for lost small pulses can be estimated by
extrapolating the spectrum below the discriminator
level, but the correction is large and uncertain
unless the average avalanche gain is very large.
We have employed PC only for those gases that
permit a large avalanche gain and we operated the
counter at voltages near the point where a con-

tinuous discharge tended to occur. (That under

such conditions many pulses saturate the amplifier
is of no consequence in our measurements, which
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depend only upon detection and not at all upon
pulse-height linearity. ) In consequence, the cor-
rections for lost small pulses usually contributed
less than 5% to the total, and the values of y that
resulted were insensitive to variations in counter
voltage.

The following considerations apply to GM

counting. The gases under investigation do not
provide self-quenching action and the addition of
a quenching agent would increase considerably
the uncertainty in the measured cross section;
therefore external quenching must be used. For
single-electron events, the plateau curve rises
comparatively slowly as the voltage is raised above
threshold, so the counter must be operated far
above threshold if such events» to be detected
reliably. As the overvoltage is raised, however,
the self-generated background of the counter in-
creases. A fairly large background can be toler-
ated, since the coincidence arrangement discrim-
inates strongly against random counts from the
gas-filled counter, but the random counts increase
the deadtime and thus slow down the accumulation
of data. The rate of generation of false counts de-
creases with time after a discharge, and stable
operation is possible only with a long quench pulse.
In some cases it is necessary to hold the voltage
below threshold for as long as &- sec in order to
allow complete recovery from the preceding dis-
charge, The quenching circuit used is described
in the Appendix.

Pressures in the gas cell were measured with a
wallace 5 Tiernan gauge that was calibrated
against a Texas Instrument Co. fused-quartz
Bourdon gauge. %'e estimate the error in the
pressure measurement to be 0. 05 torr or less.
Because of distortion of the thin windows, the path
length depends, to a small degree, upon the gas
pressure. The distortion has been measured and

allowed for in the calculations by adding small cor-
rections to the observed pressures. The path
length has also been corrected to take into account
scattering of the primary electrons by the entrance
window. Calculations showed that at 0. 1 MeV the
average path of the primaries between entrance
and exit windows is 1. 5% greater than the distance
between windows; the difference becomes negli-
gible for energies above 0. 5 MeV.

The materials studied were usually the purest
available commercially. The Hz and D2 samples
were purified by diffusion through palladium, and
all liquids were degassed under vacuum in order to
remove dissolved permanent gases. The He, Ne,
Kr, Xe, and N& samples were research grade from
Air Products and Chemicals, Inc, , while the CH4,

CqH6, C3HS n -butane, neopentane, CzH4, propene,
and C6H6 samples were research grade from the
Phillips Petroleum Company. The Matheson Com-

pany supplied the Ar and CO2 samples (research
grade), the CO, HzS, BF~, and i-butane samples
(cp grade), and the NO, NHs, PH„CF4, (CN)2,
cyclopropane, C3H2, and (CHq)20 samples. The

Matheson, Coleman, and Bell Company supplied
the cyclohexane, CH3QH, and acetone samples
(chromatoquality), as well as the n-pentane, n-hex-
ane, and n-heptane samples (spectroquality re-
agent). The 02 sample was research grade from the

Air Reduction Company, the CD4 sample was from
the Volk Radiochemical Company, and the C&H5OH

sample was reagent grade from the U. S. Industrial
Chemicals Company. The mercury sample was
triple distilled and distilled water was used.

The measurements on mercury vapor were made

using a different counting chamber constructed of
stainless steel with seals made with silicon rubber
or Teflon and windows of Mylar with additional
nickel windows to define the path length. The mer-
cury vapor pressure was calculated from tempera-
ture measurements at a mercury cold-f inger res-
ervoir that was maintained at a regulated tempera-
ture. The temperature was measured with a plat-
inum resistance thermometer and the vapor pres-
sure of mercury was calculated using Eq. (19)
given by Carlson, Gilles, and Thorn 6 to apply to
data by Busey and Giauque. ' It was especially
difficult to obtain reliable counting characteristics
with mercury vapor, so these results are subject
to greater uncertainty than for most of the other
gases.

IV. ERROR ANALYSIS

Errors may best be discussed in relation to the

Bethe formula. This formula is expected to de-
scribe accurately the energy dependence of cross
sections throughout and well beyond the range of

our measurements; within their limits, the mea-
surements conform to this expectation and an illus-
tration of this is given in Sec. V. Equation (3) may
be rewritten in the form

o'= (1.874&&10 cm ) C[(M /C )xq+xz].

Its form is illustrated in Fig. 2, where o/C is
plotted against log&OE for the values of M2/C = 0. 08,
0. 10, and 0. 12. Among our results, the values
of C range from 7 to 250, while M2/C is confined

to the limits 0.086-0. 123. The quantity C may be
regarded as the scale factor and M'/C as the

shape parameter for the curve.
Generally speaking, C represents an average

over all data points, and its value is rather insen-
sitive to errors in individual points. On the other
hand, M~/C is determined by the ratio (cross sec-
tion at high energy)/(cross section at low energy).
Taking cross sections at the two limits of our en-
ergy range, the ratio is 0. 453 for Ma/C=0. 092
and 0. 502 for M~/C=0. 123. From these numbers
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FIG. 2. Bethe formula g/C as a function of primary
kinetic energy E, with M2/C as a parameter. The
vertical scale on the left applies to lower E, and that on
the right to higher E.

it is evident that Ma/C is very sensitive to errors
toward either end of the energy range and can be
determined only with a much lower relative pre-
cision than can C. Conversely, given an accurate
value of C, cross sections can be computed quite
accurately and extrapolated over a wide energy
range in spite of a relatively large uncertainty in
M'/C.

For each gas studied, values of M~ and C are
derived from a collection of usually thirty or more
data points. A quantitative estimate of the limits
of errors is necessarily rather complicated and
tedious; the method will be sketched only briefly.

For an analysis of errors it is convenient to re-
cast Etl. (10) in the form

y/[4v(ri/mc) (LN )(l —e)]
= C,P „[(M'/C, )x, +(C/C, )x,](P/P „)

+po(0. lxi+ xa), (12)

where p represents the probability that the count-
ing mechanism fails to register a valid ionization
act. Further, Co is a "standard" C value and p „
is the smallest pressure value used in a run of
measurements. Finally, the last term Po(0. 1xq +

xz) approximates the cqx~+ cax2 in Eq. (10), po
being a constant with the dimension of pressure.
This approximation is permissible because that
term is always small and M~/C is never very dif-
ferent from 0. 1.

Suppose that during the measurements the actu-
al values of P and p differ from those given by the
meter readings and calibrations by hp and hp, and
that q is finite though small. When the observed
values are put into a least-squares solution for M~

Systematic errors are those that result from
errors of calibration for L, g, and p, and from
nonideal counting conditions for q.

The case of L is trivial; the uncertainty in the
path length is not greater than 1/2%%uo, it contributes
0. 005 to aC//C and virtually 0 to 6(M3/C).

The systematic errors in 8 may be different for
different values of P, but do not vary from data
point to data point taken at the same 8. We esti-
mate the maximum magnitude b,a/p to be 0.01.
Similarly for p, we estimate the error in calibra-
tion of the Walla, ce @ Tiernan gauge to be not
greater than 0.05 torr, and the estimated uncer-
tainty in the pressure determination for mercury
is less than 1%. Counting conditions vary from
gas to gas and from pressure to pressure for the
same gas. Conditions are tested for each com-
bination of gas and pressure by observing y at suc-
cessively higher counter voltages with p near the
value for minimum ionization. Conditions are
considered satisfactory when the variation with
voltage does not exceed the statistical uncertainty
in y, counting is continued until the standard devi-
ation (absolute, not relative, deviation) in y,
based on counted numbers, is 0.01. We conclude
that q must lie between zero and 0. 02 except per-
haps in a few difficult cases.

The effects of systematic errors must depend
on the values of g and p/p „and the actual distri-
bution was simulated in a calculation. "

By partial differentiation of Eq. (12), dy can be
computed for any combination of dP/8, de/s, and

dp/p for the individual points. One can then re-
late the values of d C/C and d(M'/C) to any small
variations of g, q, and p. Because of the correla-
tions of the errors, it is convenient to label the
y's with indices i, j to represent momentum i,
pressure j. Because q is correlated with p, it
also carries the index j.

The least-squares method expresses M~ and C
as linear functions of the y, &'.

C ~]gA])$ ]g p M —~]y B]gp)y p

. where A, &
and 8,&

are independent of the y, &. Thus,
A,.&. and B,.&. can be evaluated by comparing two
least-squares solutions that are exactly the same
except for a variation in y, ,&. . The numerical
work was carried out for M~0/CO=0. 105, a median
value, and LCD' „so chosen to yield a typical
range of y„. (The range tends to be much the
same for all experiments)

From the expression

dC/C= C K,)& C/&yg~[8)(&ygg/sp()(dp, /p, )
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+Pg(s3 u/sf j)(de/Py) 3-s ey 1 (»)
one can compute the error b, C/C that results from
any combination of errors ag, /8» a8, /pq, ..., ap, /
p» ape/p2, ..., e» qz .... A relation analogous to
Eq. (13) for dM can be written, and from

d(M~/C)= C (dM —M dC/C),

b. (M~/C) can be evaluated.
The results show that the contribution to hC/C

from errors in P, p, and e is a 0.0053, a (0.0221/
p „), and + 0. 0043 or —0. 0244, respectively,
while the contribution to 6(M2/C) from these
sources is + 0.0041, + (0. 0058/p „), and + 0. 0046,
respectively. The limit of systematic error is
then found by choosing the combination of signs
that maximize the error after including the contri-
bution from the error in L. These limits are
given in Table I.

Random Errors

The term random errors is usually applied to
errors that arise from truly cayricious aspects
of an experiment such as noise, statistical errors
in counting, and chance errors in reading instru-
ments. According to the theory of the method of
least squares, the uncertainty in our values for
M ~ and C should be given by multiplying the root-
mean-square deviation of the individual y's by cer-
tain coefficients that come out of the least-squares
solution. The uncertainty due to random errors
should then be added to that due to systematic er-
rors. Such a procedure in our case, however, is
not completely valid, inasmuch as some of the er-
rors we have treated as systematic can also con-
tribute to the root-mean-square deviation of the
data points.

Our standard practice has been to accumulate
counts until y has been determined with a statisti-
cal accuracy of 0.01. Points of that or better ac-
curacy are given unit weight in the least-squares
solution; points of less accuracy are given appro-
priately smaller weight. In some cases, the root-
mean-square deviation turns out to be very nearly
0.01; in others, as much as 2. 8 times as great.
The difference cannot be attributed to genuinely
random effects; we attribute it to variations in q,
which have been treated as systematic error. We
conclude that the true random error in our experi-
ments can be estimated reasonably well by multi-
plying the coefficients from the least-squares solu-
tion by 0.01. It is the random error so obtained
that should be added to the systematic errors indi-
cated in Table I. The coefficients vary from ex-
periment to experiment because they depend upon
the number and distribution of the data points. For
most gases, a C/C range from 0.002 to 0. 012 and
b, (M ~/C) range from 0. 0015 to 0.004.

V. RESULTS

TABLE I. Limits of systematic errors.

1 torr
10 torr or more

sc/c
Max.

0.04
0.02

—0.06
—0.04

+ 0.015
+0.009

The values of M~ and C for the various gases
studied are given in Table II. With the aid of these
values and Fig. 2, the ionization cross section at
any energy where the Bethe formula is applicable
can be obtained by simple multiplication.

The data in Table II represent final and compre-
hensive results of our series of measurements,
and thus supersede all the yreliminary data re-
ported in Refs. 6-9.

Figures 3 and 4 exemplify the fit of our data to
the Bethe formula, Eq. (3). In these figures, the
ordinate represents x~ o/1. 874&&10 cm =8 o/
1.874&&10 ~0 cm~ and the abscissa x,/xs=ln[PR/(1
—P~)] —P~. The straight line is drawnwiththe slope
M and the intercept C at x&/x~ = 0, both deter-
mined from the least-squares solutions described
in Sec. IV. The data for isobutane in Fig. 3

closely follow the straight line. The data for xe-
non in Fig. 4 show somewhat larger scatter, but

no significant trend of a departure from the
straight-line behavior. (For an atom as heavy as
xenon, binding energies of electrons in inner shells
are appreciable compared to the incident energies
of the electrons used in our experiment, so that a
departure from the Bethe formula might be ex-
pected).

In some cases it was necessary to add a few

torr of H, or CH4 to achieve GMcounting. In these
cases the cross section includes contributions
from excitation to excited states, caused by ex-
cited states that transfer their energy to produce
Penning ionization of the additive. Also, we have

found that in highly pure helium the GM discharge
is much delayed, so that coincidences do not oc-
cur within the 5 p,sec allowed by the coincidence
circuit. Addition of a very small amount (0. 01
torr) of impurity, such as hydrogen or argon, elim-
inates the delay. We have interpreted '"this be-
havior to mean that photoionization in the gas is
necessary for rapid avalanche breeding, and that

a very small amount of a component that can be
photoionized by helium resonance radiation is ef-
fective. The small amount of argon, however,

may be ionized to some extent via energy transfer
from helium excited states, as discussed at the
end of Sec. I.
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TABLE II. Values of M2 and C for all the gases studied.

1513

Gas

Additive~
Pressure

(torr) Gas
Pressure range

{torr)

No. of
data

points
rms

residual"
M2

Value s.d. '
C Quality

Value s.d. ' estimate

He'
He'
He~

Ne'
Nee
Ar'
Ar'
Kr
Xe
Xe'
Hg"'
H, +D,'
H2+ D2'~

Oe
co
NO

HO

CP h

NH e

PH e

BF
CF4e

(cN),
CH4+ CD4"

CH4+CD4 '"
C2H6"

c,H8"

n-butane h

i-butane"
n-pentane h

neopentane"
n-hexane
n-heptane"
cyclopropane"
cyclohexane"
C,H,"
C,H4"

propene"
C6H6

CH3OH"
C)H5OH"
acetone"
(cH,),o"

0.01
4.6
3.8
0.01
3.8
1.05

a
~ ~ ~

3.8
3.8

H2

CH4

H2

H2

H2

H2

Hg

3.8 H2

~ ~ ~

0.9

CH4

CH4

3.8 H2

19 -110
14 —86
15 —70

9 —64
10 —51
4.6- 38
7.4- 32
3.7- 38
3.6- 16
2.4- 13,7
0.3- 6.7'

36 -183
36 -128
7.4- 28
5 —23
9 —18
4 —18
4 —12
2 —11
7 — 21
7.4- 23

8
2 —12
4.4- 13
1.3- 11
3.3- 7.4
5 —87
5 —28
4 —27
3 —14
3 ~ 7

2.3- 9.2

1.9- 8.3
1.1- 8.3
1.9- 5.8

5.5

2.9- 12.1
1.5— 9.3
9.2- 27.4
4.2- 18.5
5 —11
1.0- 4.4
4.7- 20
4.2- 12
3.0- 9.8
3 ~ 1 13 ~ 7

50
43
47
45
32
37
31
41
35
57
23f

242
46
52
57
44
26
51
34
44
47
33
48
39
31
31

129
42
35
48
35
45
45

41
44
47
55
47
39
40
58
54

48
42

0.012
0.008
0.011
0.008
0.014
0.014
0.009
0. 018
0.012
0.013
0.015
0.013
0.019
0.013
0.024
0.011
0.016
0.012
0.016
0.012
0.011
0.010
0.010
0.012
0.023
0.013
0.016
0.015
0.018
0.012
0.010
0.012
0.014
0.028
0.015
0.015
0.012
0.017
0.014
0.011
0.024
0.009
0.023
0.020
0.015
0.012

0.774
0.745
0.738
2.02
2.11
3.69
4.22
6.09
8.53
8.04
5.69'
0.695
0.48
3.74
4. 20
3.70
4.31
3.24
5.03
5.75
5.75
3.58
4.57
7.04

10.26
7.27
4.28
3.69
6.80

11.93
16.80
14.19
18.41
19.61
23.0
25.1
10.61
21.97
5.21
6.75
9.85

17.54
6.22
9.94

11.89
10.17

0.030
0.025
0.032
0.05
0.11
0.12
0.15
0.16
0.35
0. 15
0.94'
0.015
0.15
0.14
0.18
0.15
0.48
0.15
0.27
0.10
0.073
0.35
0.18
0.48
0 ~ 77
1.12
0.13
0.74
0.36
0.43
0.45
0.20
0.33
0.61
0.40
0.46
0.17
0.36
0.086
0.10
0.66
0.37
0.18
0.27
0.24
0.14

7.658
8.005
7.056

18.17
18.41
38.14
37.93
52. 38
74. 17
72. 35
63.S'
8.115
8.148

34.84
38.84
35.14
42. 26
32.26
42. 19
55.92
57.91
34.86
45. 90
64. 29
84.05
72. 16
41.85
43.88
68.98

114.10
152.5
141.9
184.8
182.9
228. 4
256. 2
106.2
213.2
53.76
68. 82
87.23

162.4
66.40
97.66

118.0
105.2

0.087
0.032
0.040
0.06
0.15
0.19
0.19
0.22
0.51
0.40
2.0
0.021
0.061
0.20
0.47
0.19
0.57
0.47
0.58
0.40
0.27
0.44
0.42
0.54
1.47
1.35
0.20
0.25
0.55
0.66
0.58
0.63
1.00
1.65
1.6
1.6
0.57
1.13
0.36
0.33
0.83
1.1
0.64
0.99
0.80
0.47

A
A
A
A'
B
8
A
A
B
A
C
A
8+

A
C
B"
8
8
8
A
A
C
A

A-8
C
8
A
8
8
A
A
A
A
8
8
B
A
8+

A-8
A
C
A
8
A
A
A

No entry in this column means that the pure gas was
used with no additive.

"Root-mean-square deviation, discussed in text.
Standard deviation estimated from least-squares

analysis.
Fhe experimentalists' estimate of the reliability of the

data with A being the best and C the worst.
eData obtained using GM counting.
~Data for Hg are more uncertain; see text.
~Data obtained using positrons.
"Data obtained using proportional counting.

Isotope Effects

The ionization cross section of a molecule, as
opposed to an atom, should change, in general,

upon an isotopic substitution of its constituent nu-
clei. A significant isotope effect may be expected
when a substantial fraction of ionizing events oc-
cur via preionization of superexcited states, as
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iso - Butane

I I

-0.8 -0.4
I I I

0.4 0.8 1.2

XI/X2

I

I.6

ELECTRON INCIDENT ENERGY (MeV)

0.4 0.6 0.8 I.O l.5
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2.0 2.5
I I

I I

2.0 2.4

FIG. 3. Data for isobutane
displayed on the Fano plot (Ref.
13). On the top, a nonlinear
scale for electron energy is
shown. The straight line cor-
responds to the result, given in
Table II, of a comprehensive
analysis of all data taken at
pressures between 2. 3 and 9.2
torr. This analysis also de-
termined the value of po that
was used in Eq. (12) in order
to plot the data taken at different
pressures. The weighted aver-
age of the data points thus cor-
rected is shown by a dot at each
P value. The vertical bar em-
bracing the dot represents the
full range of data, at different
pressures.

first predicted by Platzman. '8'
Comparisons were made between CH4 and CD4

and between H2 and D2. In attempting to summa-
rize the results it was observed that the differ-
ences were correlated with differences between
the pro term in Eq. (12). These differences seem
to be connected with chance failures to obtain max-
imum counting efficiency, particularly at high pres-
sures, i.e. , with chance occurrences of system-
atic errors. Consequently, the data for both iso-
topic molecules were used in a single least-
squares solution and then the residuals were ana-
lyzed separately. For hydrogen, the average val-
ue of y is 0.86 and the average residual (y,b,

—
y„„)for H2 is —0.0054, and for D2 is+0. 0055.
This represents an isotopic effect of 1.3%, so the
increase in ionization in Da is not larger than the
experimental uncertainty. For methane, the av-
erage value of y is 0.&0 and the residuals aver-
age —0. 0013 for CH4 and 0.0025 for CD, . This
represents an isotope effect of 0. 5%, with the pos-
sible error at least as great. The lack of a clear
isotope effect is the justification for the combi-
nation of data from both isotopes in Table II.

Although the isotope effects observed are not
large in comparison with the probable errors, the
effects do have the direction of the Platzman pre-
diction that heavier isotopic molecules should have
greater ionization. Furthermore, our results are
of the same magnitude as the isotope effects ob-
served by Jesse in his high-precision measure-
ments of the total ionization produced when a P
particle (mean energy about 18 keV) loses all its
energy in a gas. Jesse found 0. 6/o greater ioniza-
tion for CD, than for CH4 and 0. 8/o greater ioniza-

tion for D2 than for H, .
Comparison of Ionization by Positrons and by Electrons

0.2
I

ELECTRON INCIDENT ENERGY (MeV)

0.4 0.6 0,8 I.O I.5 2.0 2.5 3.0
I l I I I I I I

92— Xe

o4 84E
O

O
b~ 80—

O
X

f 76—
Ca

72—

68---
II

64 —--

I I I I I I I I I

-0.8 —0.4 0 0.4 0.8 1.2 I.6 2.0 2.4 2.8
XI/XP

FIG. 4. The data for Xe displayed on the Fano plot
Qef. 13). On the top, a nonlinear scale for electron
energy is shown. The straight line, the dots, and the
vertical bars signify the same as in the caption for Fig.
3, except that the pressure range over which data were
taken is between 2.4 and 13.7 torr. ,

According to the first Born approximation, on
which the Bethe theory is ba, sed, the cross section
for any inelastic collision with any atom or mole-
cule is proportional to the square of the charge on
the incident particle. Thus, the first Born ap-
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proximation predicts identical cross sections for
ionization by a positron e' and by an electron e
at the same kinetic energy.

Included in Table II are entries corresponding to
determinations of M2 and C for e' as well as for
8 for the cases of hydrogen and methane. We can
attach quantitative significance on1y to C, —C, ;
the uncertainty in M for e' is 1arge because of the
small energy range. For Hz and D2, (C„—C, )/C,
is + 0. 004, a value less than the experimental un-

certainty; for CH4 and CD4 the value is 0.048, a
value larger than expected for a random error but
not outside the systematic error limit. In both
of those experiments it was necessary to expose
the counting chamber to the atmosphere while
changing the source between e and e'. In order
to make a more definitive test, we made a separate
experiment on argon, using a source that emitted
both e' and e", which allows the comparison with-
out changing sources. (The slight differences in
incident energy of the e' and e were compensated
by measuring the magnetic field strength in the
analyzer. ) Table III gives the results measured
in argon (pressure about 14 torr) at two energies;
they show the ionization cross sections agreeing
within the statistical uncertainty of the data.

The absence of a positron-electron difference
may be considered as another indication of the ap-
plicability of the Bethe theory in addition to the
fitting of our data to the energy dependence given
by Eq. (3).

Data for Mercury

Mercury gave special experimental difficulties
and the data in Table II may be subject to greater
uncertainty than indicated by the standard-deviation
estimates. In particular, the data at pressures of
1.9 to 6. 7 torr indicate a value of po in Eq. (12)
that is inconsistent with data taken at 0. 3 torr.
If the 0. 3-torr data are removed and the 17 data
points remaining are analyzed, then one estimates
M = 5.96+0.85 and C= 59+2.4. The dj.fferences
are not significant at the 95/g confidence level, and
so the 0. 3-torr data are used in the analysis leading
to the results in Table II.

VI. DISCUSSION

Comparison with Theory

A definitive comparison of our result with theory
is possible for He. As first pointed out by Platz-
man (cf. footnote ll of Ref. 13) in context with the
McClure experiment, almost every excitation to
a discrete state of He under our experimental con-
ditions is converted to an ionization by process (a)
or (b) discussed at the end of Sec. i. In other
words, the q„values of Eg. (4) may be taken, to
a good approximation, as unity for every excited
state n, both continuum and discrete. This partic-
ular situation justifies comparison of our results
with the accurate theoretical values

M2 = 0. 7525 and C= 8. 068,

given by Inokuti, Kim, and Platzman.
All our results for M2 with the three additives,

H2, Ar, and CH4 (shown in Table II) agree with

theory within random- error uncertainty. As for
C, our result with H2 as additive agrees with theory
when possible systematic errors are considered.
The satisfactory agreement with theory gives us
confidence in the general correctness of our ex-
perimental procedure. Our C value with Ar as ad-
ditive, however, is somewhat smaller than theory,
and that with CH4 as additive is smaller than theory by

an extent definitely exceeding experimental uncer-
tainty. %e interpret the above finding as indicating

that some of the excited He atoms that are con-
verted into ionization by H2 are quenched by CH4,
in other words, CH4 is a less efficient converter
of excitation to ionization than H~.

Unfortunately, similar comparison is difficult
in other cases because no theoretical data of
comparable reliability appear available and be-
cause the efficiency at which discrete excitations
are converted to ionizations under our experimental
conditions is poorly known. Upper limits to M in
several cases, however, are either reasonably
well known from theory or deducible from photo-
absorption data. " In other words, a value of M

determined by our measurements shouldnot exceed

2 ~ 2

Energy (MeV) (a for e')/(o for e )

TABLE III. Comparison of ionization cross sections
of electrons and positrons on argon. The indicated un-
certainties of measurement are relative standard devia-
tions based on counted numbers.

where the summation includes all excited states,
discrete and ionized, for the atom or molecule
under consideration. By virtue of a sum rule, the
value of M„, can be computed from the ground-

wave function, 4' Oo.r values pf M in
Table II are not greater than theoretical M„, val-
ues for Ne (- 2.0), 2~ Ar (- 5. 5), 2~ Kr (-7.9), 22

Xe(-10.3), ' and H2(1. MQ).
0.67
1.10

average

0.9960 +0.0057
l.0075 + 0.0059

1.0015 +0.0041

Comparison with McClure's Results

As Table IV shows, our results agree fairly
well with the earlier measurements of McClure, 5
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TABLE IV. Comparison of our data with McClure's data.

Atom or
molecule

He
Ne
Ar
H2

Presenta
Value s.d. '
0.745 0.025
2.02 0.05
4. 22 0.15
0.695 0.015

Mc C lure
Value s.d. c

0.86 0.03
2. 21 0.02
4. 72 0.12
0.706 0.017

Present
Value s.d.

8.005 0. 032
18.17 0.06
37.93 0.19
8.115 0.021

Mc Clure"
Value s.d. '
7.87 0.09

19.16 0.06
43. 23 0. 12
8.64 0.07

For He, values with H& as additive are taken from
Table II. For Ne and Ar, values with the A rating in
Table II are used.

Values have been derived from a reanalysis of the data
of Table I, Ref. 5.

'Standard deviation estimated from least-squares
analysis.

except for Ar. The reason for sizable discrep-
ancies in the case of Ar remains obscure. We
may only note that in an attempt to resolve these
discrepancies, we have repeated numerous mea-
surements and that our results have been quite
reproducible.

Systematics of Our Data

For a comprehensive representation and in
search for systematics, we have plotted all our
data in Figs. 5-7.

In Figs. 5 and 5, where we plot M /N and C/N,
respectively, as functions of the total number N of
electrons in an atom or molecule, we find that at
least two classes of systems are distinct; class I,
including hydrocarbons and their derivatives shows
higher values of M2/N, roughly independent of N,
while class II, including atoms and such molecules
as CF4 and BF„shows lower values of M /N that
tend to decline with N. Although a full explanation

of every data point will require detailed analysis,
the general trend may be understood in part in the
following way. The class-I systems have extended
geometrical structure, and contain a substantial,
and roughly constant, fraction of electrons in the
valence shell. The class-II systems, in compari-
son, have tighter geometrical structure and con-
tain a somewhat greater fraction of electrons in
shells with higher binding energies; this situation
is especially true for heavier atoms such as Xe
and Hg, in which an appreciable number of elec-
trons are subject to strong nuclear attraction.
Notice that the quantity N/M' is an index of average
energy transfer (measured in units of the Rydberg
energy) for ionization by glancing collisions. [See
Eq. (9) of Ref. 25. ] The average energy transfer
is smaller for class I than it is for class II.

Also, we observe a general similarity between
Figs. 5 and 6. An implication of this similarity
is that the ionization cross section, as given by
Eq. (11), is nearly proportional to M, a fact that
demonstrates the primary importance of the
dipole contributions due to glancing collisions at
high incident electron energies.

The quantity C/M, whose reciprocal is plotted
in Fig. 7, is an index of the effectiveness of hard
collisions per atomic or molecular electron. That
quantity should not be strongly dependent upon the
system, and this is indicated by our data-especial-
ly when one considers that the possible systematic
plus random error limits are rather large in com-
parison with the 30% range in the measured values.
One should realize that it is possible to use the
present data to determine ionization cross sections
for nonrelativistic electrons (T & 104 keV) by noting

0.5
On-C4Ho I

CH4+ C D4 C2H4
G 0

O4-
p He(+Ar)
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FIG. 5. Pint of M /N vs
N, the total number of elec-
trons in an atom or molecule.
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that the Bethe cross section is then

P = 4masp((R/T)Main(4c, T/6i), (15)

where T = —,'mv, v = Pc, ap is the Bohr radius, 6i
the Rydberg energy, and c, is related to C/Ms by

1nc, = C/Ma —2 ln(2hc/e ) = C/M —11.2268 . (16)

(See Sec. 4. 1 of Ref. 12.)
Additional comparisons with our data could be

made for several gases with values of M~ and C

derived from other sources such as data taken at
lower electron energies. However, such com-
parisons must be made with care and these are
reserved for a separate publication that will also
examine possible data systematics which have
been explored in the past by Santar and Bednad.

The present paper has presented the data and
discussed the experimental technique for our de-
termination of the cross section for ionization by
fast electrons. Each gas presented individual
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I'IG. 7. Plot of
M /C tvs N, the total
number of electrons
in an atom or mole-
cule. The nonlinear
scale on the right-
hand side is for inc;
defined by Eq. (16),
a quantity that char-
acterizes the nonrela-
tivistic Bethe cross
section, Eq. (15).
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problems in determining the proper operating con-
ditions, and the data in Table II and Figs. 5-7
cover a wide variety of sample gases. It is hoped
that these results will prove useful for workers
in radiation physics and chemistry.

ACKNOW LEDGMENTS

The initial inspiration by Professor R. L. Platz-
man, as well as his continued encouragement, has
been most valuable in the development of this re-
search. Comments on the manuscript by Professor
U. Fano and by some Argonne colleagues are also
acknowledged.

APPENDIX

GM
0

J C2
I
J

CI
——2pF

I

R~ I A MPL I F I ER

O, IMQ T
Icy
I

RI
ANhhhhhhr'

IO MQ

PULSE
GENE RATOR

F E

HI 6 H
hNWhJW '

VOLTAGE
IMQ

~ ~

Rp
0,5 MQ

IOO V

50 V

Many variations of quenching circuit have been
tried; the one that has proved by far the most
satisfactory is illustrated in Fig. 8, which also
indicates the types of waveform that are involved.
The resistance R„ to some extent, acts as a nor-
mal quenching resistance; its effect is reinforced
and sustained by the negative square wave applied
through the direct-coupled vacuum tube V. The
large disparity between the time constants R, (C, + C2)
and R4C, serves to attenuate the quench pulse at
the input to the amplifier. In the amplifier, addi-
tional discrimination against slow- rising pulses
helps to isolate the input of the quenching circuit
from its output. In consequence, it is possible to
adjust the circuit so that it will trigger on a 1-mV
pulse at A, apply a -300-V quench pulse at D,
and at the same time be stable against oscillation.
Experience indicates that this high sensitivity is
important even though the GMpulses normally
saturate the amplifier. lt appears that the circuit
may lose control when a GM discharge occurs at
the tail of the quench pulse, for then the voltage
is only very slightly above threshold, as at d, and
is too small to activate the quenching circuit.

In addition to 8, the pulse generator supplies
the two wave forms E and F. The square wave
F is supplied to a coincidence circuit that registers

FIG. 8. The quenching circuit used for GM counting
and waveforms in the circuit. (See Appendix. )

coincidences between responses of the GM and
silicon detectors; as normally adjusted it is eight
microseconds long. The pulse G from the silicon
detector is delayed four microseconds before en-
tering the coincidence circuit. The square wave
E is two hundred microseconds longer than B; it
is supplied to an anticoincidence circuit to reject
those pulses from the silicon detector that occur
while the voltage on the GM counter is below its
normal value; silicon pulses that fall within F are
counted as coincidences (the d g channel in Fig.
1); those outside of E are counted as anticoinci-
dence (the d g, channel); the remaining ones are
not counted at all.
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is related to the cross section by S=2687o-, where S is
in units of cm and o. in 10 cm .
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The emission profiles of the cesium resonance lines broadened by collisions with inert
gases have been measured from about 50-1000 cm from line center. The emission is ob-
served from optically excited Cs in a cell whose temperature is varied from about 300 —800 'K.
By measuring the wing intensity relative to the entire line intensity from optically thin Cs,
the profiles can be related to theoretical models without knowledge of the cesium density. The
quasistatic theory of line broadening, extended to include the distribution of perturber posi-
tions about the Cs, is used to analyze the data. The observed temperature dependence of
the emission profiles is associated with the temperature dependence of the perturber dis-
tribution in the Cs*-inert-gas adiabatic potential. The quasistatic spectrum depends on the
difference between excited- and ground-state adiabatic potentials, so each potential is there-
by separately determined from the data. The XZ, AII, and BZ potentials for the 3.5—5-A
region are given.

I. INTRODUCTION

This paper reports measurements and explana-
tions of the far-wing intensities of Cs resonance
lines broadened by collisions with inert gases. "We
have measured emission from optically excited Cs
in a cell whose temperature was varied. The cell
contains typically 300 Torr of inert gas. The Cs
is optically thin so that the ratio of wing to total
emission intensity is meaningful without knowledge
of the Cs density. This wing radiation, which we
observe for 1000 A from line center, is essentially
a continuum. We describe it here in terms of the

molecular radiation of unstable Cs-inert-gas mol-
ecules. The population distribution in the free and
bound molecular states has a pronounced effect on
this extreme-wing intensity distribution and we
utilize the temperature dependence as a powerful
diagnostic tool. This interpretation of the tem-
per ature-dependent wing profiles extends the
quasistatic model originally formulated by Holts-
mark, and developed by Kuhn, Jablonski,
Margenau, Foley, Holstein, and others. ' It al-
lows the experimental data to be understood and
unfolded to give the Cs*(6 P) and Cs(6 S) adiabatic
potentials for interaction with the inert gases in


