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The Stark-broadened profiles of the Balmer lines Ho, H&, H~, and H6 have been measured
in a high-current, wall-stabilized arc operated in hydrogen. Temperatures and electron den-
sities have been determined with a plasma model assuming partial local thermodynamic equi-
librium {LTE), after a detailed plasma analysis revealed small deviations from complete LTE.
The temperatures have been determined from line-to-continuum intensity ratios using H& and
continuum points in the near uv, and the electron densities were derived from absolute inten-
sity measurements. The investigations cover the range of electron densities between 1.5 & 10~6

and 10 cm and temperatures between 0.S & 10 and 1.4&& 10 K. Extensive comparisons
with recent Stark-broadening theories and other experiments have been undertaken with the
following principal results: The most pronounced differences between this experiment and
theory occur in and near the line centers, where the measured profiles show systematically
less structure than the calculations predict. Comparisons of the calculated and precisely
measured ratios between the 2, @, and 8 widths within gage line show that the recent theories
are internally consistent within 6% for H& and H„, whereas for H~ inconsistencies of order 25/p
occur. Similar inconsistencies, somewhat larger respectively, are found for the theoretical
values of the half-width ratios between different Balmer lines. For the most important line
H&, the measured half-widths agree within 7% with the calculated values. The total experi-
mental error in this comparison, which originates predominantly in the electron-density mea-
surement, is estimated not to exceed 6/p. Very reproducible asymmetries and red shifts are
observed for H& and H„. Somewhat smaller red shifts are also obtained for H~. The shifts
are approximately linear functions of the electron density. Comparisons with other experi-
mental data show appreciable scatter between the various results. We estimate that for the
most-often-studied line H& the uncertainties in the theoretical Stark widths are of the order of
{5-7)%for the range of our experiment.

I. INTRODUCTION

Within the last few years three advanced theories
of the Stark broadening of hydrogen lines have been
developed. Kepple and Griem applied a refined
version of an earlier developed generalized impact
approximation to the hydrogen lines H, Hz, H„,
and Hi. Smith, Cooper, and Vidal described in a
series of papers a "unified theory" based on classi-
cal path methods, and Voslamber developed inde-
pendently a very similar unified treatment of hy-
drogen line broadening. Numerical material is
nom available for the first two approaches, so that
an extensive experimental test of these theories
appears to be very much in order. Such a test is
even more desirable because many available ex-
periments do not provide adequate comparisons for
these refined theories. For instance, the experi-
mental comparisons often represent only spot
checks for a particular set of conditions or for one
particular line or for the ratio of two lines. Fur-
thermore, many experiments do not possess suffi-
cient precision to reveal finer details in the line
prof iles such as asymmetries, intensity distribution
in the wings, structure near the line centers, shifts,
etc. Finally, a number of inconsistencies between
different experiments exist which are sometimes
outside the combined estimated error limits.
(Quantitative details will be given later when we

compare the present data to the earlier experimen-
tal material. )

It has been the objective of this mork to provide
an extensive and detailed comparison with the re-
cent theoretical treatments, to further improve the
experimental precision in the line shapes and to
give increased attention to finer details of the line
shapes, such as asymmetries, structure near the
line centers, and shifts.

II. EXPERIMENTAL PART

A. plasma Source

The ideal plasma for radiation studies should be
homogeneous as mell as stationary. Since this is
not yet technologically feasible for high-density,
moderate-temperature plasmas, one has to make
a choice between two basically different light
sources; namely, either a stationary but inhomo-
geneous plasma as represented by a stabilized arc
or a homogeneous but nonstationary source as
represented by a shock tube. Our laboratory has
been in the fortunate position of having both types
of sources available, so that we had that choice.
We decided to use a wall-stabilized arc as the one
meeting most closely the above-mentioned ideal
conditions. First, the wall-stabilized arc is a
stationary source, which permits long-time inte-
gration and leads to excellent signal-to-noise
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ratios. Secondly, its inhomogeneity is essentially
only a technical drawback. It may actually be used
to great advantage if the radial symmetry is
properly utilized in side-on observations to provide
simultaneously data for an extended range of plas-
ma parameters. In such observations the applica-
tion of a mathematical inversion process, the Abel
inversion, permits the subdivision of the observed
integrated intensity data into specific data from
small homogeneous concentric ring zones of con-
stant temperatures and densities. Thus, the geo-
metrical configuration of rotational symmetry
leaves no ambiguity as far as boundary layers and

inhomogeneous end zones are concerned and indeed
allows to a very close approximation the reduction
of the data to homogeneous layers. Furthermore,
it permits simultaneous observations over an ex-
tended range of densities. The inconvenience of the
mathematical inversion process has been minimized
with the extensive use of automatic data-processing
equipment and computer programming.

The type of mall-stabilized arc employed in this
experiment has already demonstrated its value as
a dependable, accurate plasma source in many
quantitative measurements of transition probabili-
ties, continuous absorption coefficients, and line
shapes, among which are very accurate transition-
probability determinations in emission, not at-
tained by any other source (e. g. , Ne, Ar ') Its.
basic construction has been illustrated many
times. ' The arc is run between two tungsten
electrodes, set about 10 cm apart. The are col-
umn is confined and stabilized in its position by a
number of water-cooled copper disks with an inner
bore of 3 mm. These disks are electrically sepa-
rated from each other by insulator rings, to which
the windows for the side-on observations are
attached. The height of the copper disks is empir-
ically dimensioned in such a way as to prevent
arcing through neighboring disks. Flat windows
are positioned at the insulators about 3 cm away
from the arc column, and the rear window is set
at a slight angle from the normal to prevent multi-
ple reflections. Purified hydrogen gas flows
slowly into the central part of the arc and argon
into the electrode areas. (For the study of the H,
profile, the arc is run in an Ar: H mixture in the
atomic ratio 95: 5 in order to reduce self-absorp-
tion effects to insignificance. ) All flow rates are
regulated separately by flowmeters and are quite
small —of the order of 100 ml/min. The gases are
introduced tangentially into the relatively large
cavities created by the insulating rings between
the copper disks, and produce no noticeable dis-
turbance of the arc. Effects on arc stability or
asymmetries of the arc are only observed at flow
rates being factors of 10 or more higher. The
arc has four exit ports near the electrodes in order

to keep the pressure at exactly 1 atm. In order to
prevent any accidental leakage of the ambient air
into the arc, the whole arc source is enclosed in
a transparent box which is kept in argon at atmos-
pheric pressure.

The operation of a stabilized arc with hydrogen
as compared to other gases presents two special
technical problems F. irst, the field strength in
the arc column is very high. One needs therefore
rather thin discs to prevent arcing between neigh-
boring disks. Secondly, to achieve positive wall
stabilization, the arc channel must be quite narrow,
and the cooling of the arc pieces must be very
efficient to withstand the energy released from the
high-density plasma.

The arc is operated from a direct-current power
supply specially constructed for precise arc opera-
tions. A total voltage of 800 V and a current of 40
A were supplied to the arc circuit which also con-
tains a ballast resistor. The power supply makes
use of silicon-controlled rectifiers for the current
regulation. The (effective) current ripple (360
cps) is kept to less than 0. 3%. The current stabil-
ity over several hours running time, after a warm-
up of 20 min, is about 0. 2/p.

The arc source, operated in this manner, has
produced a very stable and reproducible spectra.
Within each individual run, absolute intensity re-
cordings at a given wavelength could be typically
reproduced within 2% over time intervals as large
as 10 h. The arc has been also checked for its
short-time stability. Oscillograph records taken
with different time resolution for signals originat-
ing predominantly from the axis or from the edge
of the arc show only random noise and the ripple
from the power supply. For a time resolution of a,

tenth of a microsecond, the over-all noise of the
signal is typically + 5/o at the arc axis and ~ 8/o at
the edge. For the reproducibility from run to run,
taken at the same current, we have found that the
absolute intensity of Hz determined in 13 runs
covering a span of more than a year is typically
kept within about 2/g (standard deviation of single
value from the mean).

B. Spectrometric Instrumentation and Calculation
Equipment

The spectroscopic setup of this experiment dif-
fers from others applied to line-broadening studies
by the inclusion of a predisperser, so that the ra-
diation passes through two spectrometers in series.
A schematic diagram of the instrumentation is
given in Fig. 1. A &-m Ebert monochromator
serves as the predisperser, and a 2. 25-m Ebert
spectrometer as the main instrument. The arc
column is viewed side on and is imaged with its
axis parallel to the slit jaws on the entrance slit
of the predisperser, using a concave mirror with
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1 sec after the closure of the limit switches.
The sequence of these three above-described re-

cordings at any given wavelength takes up about
2 min after which the spectrometers are autorna-
tically advanced to the next selected wavelength.
The automatic wavelength advance ensures that any
hysteresis in the scanning drive mechanism pro-
duces consistently the same overshoot. The
mechanical shutter, the rotating mirror, the start
of the arc travel (in a back and forth motion), and

the wavelength drive are all initiated electrically
by switches assembled at the location of the ex-
perimenter. The limits of the arc travel on the
lathe bed are approximately set before each experi-
ment by observing the signal levels. Later on in
the data processing, the signals at the arc edges
are eliminated when they are below 0. 5% of the
peak signal at the arc center.

The signals are recorded with a digital data re-
corder. In addition, a 10-in. strip recorder is
employed for on-the-spot monitoring of the signals.
The digital data recorder is a special unit developed
in our laboratories for the processing of arc in-
tensity data which are subjected to the Abel pro-
cess. Its main components are a voltage-to- fre-
quency converter, a counter, a shift register for
the fast storage and readout of the counter and a
paper-tape punch for recording. The unit has
0. 001% linearity with a 5-digit capacity, mainly
for dynamic range. The integration is preselected
over any time interval up to 10sec and is essentially
continuous except for a 10-p. sec transfer time of
the data to the shift register. The continuous arc-
scanning technique circumvents problems with
mechanical hysteresis of the lathe. Due to the ran-
dom start of the integration periods after opening
of the limit switches, there are no biasing errors
due to irregularities in the lathe motion or due to
part-time integration. Finally, the signal-to-noise
ratio is maximized by full-time integration.

The integrated arc signals, together with the
standard lamp signals and the dark current read-
ings, constitute the input to an Abel inversion pro-

gram performed with a large electronic computer.
Our program "preconditions" the raw data to better
suit existing Abel methods, i. e. , the data are
numerically differentiated point by point using a
fifth-order approximation to compensate for data
integration, and are then corrected for the finite
slit width and are finally truncated at signal levels
of 0. 5/q of the maximum signal.

Our Abel inversion is based on a curve-fitting
technique, ' in which the data are integrated nu-
merically to find the coefficients of orthogonal
Legendre polynomials, and these coefficients are
inserted into the solution to the Abel equation.
The center of the Abel curve is the position along
the scan axis corresponding to its center of gravity,
and data are computed for about eight radial points
of the arc and for each side. This Abel program,
being probably one of the most refined in existence,
nevertheless depends critically on the quality of
the input data. The two principal requirements for
these are large signal-to-noise ratios and rotation-
al symmetry. We have therefore given careful
attention to achieve these two things. Our signal
integration technique to obtain large signal-to-noise
ratios has been already described. The rotational
symmetry of the arc column (which is also impor-
tant for the precise determination of the arc depth)
has been tested before and during each run by
checking the degree of agreement between the data
for the left- and right-hand side of arc traverses.
Two examples representative of the achieved sym-
metry are given in Fig. 2. The intensities are
given on a logarithmic scale, and significant devi-
ations from symmetry are only noticed at levels
less than 1% of the maximum.

It must furthermore be pointed out that we never
depend on a single are traverse, thatis, onasingle
wavelength position, but rather on a large number
of Abel-inverted scans (in alternating directions)
to build up either a complete line profile or make
measurements over a certain range of continuum
wavelengths. Each wavelength position is calibrated
independently; therefore, any errors which are
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statistical in nature, like small asymmetries,
will to a large part average out and become negli-
gible in the final data analysis.

The Abel-inverted data are stored on computer
cards and are thus conveniently available for the
various plasma-analysis calculations.

D. Intensity and Line-Shape Measurements

In recent experimental line-broadening studies,
much emphasis has been placed on the reliability
of the plasma diagnostic method used for the in-
dependent determination of the electron density,
but critical factors arising directly in the line shape
and the intensity measurements have usually not
received much attention. Since these may also
contain significant error contributions, it seems
appropriate to discuss the line-shape measure-
ments proper in some detail. Likewise, the mea-
surement of line and continuum intensities, on
which ours as well as many other plasma analyses
are based, has been rarely discussed in detail and
shall be therefore reviewed here, too.

Our experimental line shapes are constructed
from(side-on) intensity measurements at about
50-60 points over the range of each line. The fol-
lowing factors entering into measurement and analy-
sis have been considered.

a. Possible nonlinearities in the photoelectric
system. Precise tests of the linearity of a photo-
electric recording system are rarely performed.
We have checked our photoelectric system in the
following way. We replace (see Fig. 1) the arc by
a tungsten strip lamp, but leave the other lamp in
its position. We furthermore substitute the rotating
mirror by a fixed, half-silvered mirror (in the
position indicated by the solid line in Fig. 1), and
have ascertained that the beams from both strip
lamps hit the identical area of the photocathode.
The strip lamps are adjusted by current control to
produce approximately equal intensity outputs. We
then record digitally the intensities of each lamp
and their combined signal. By comparing the sum
of the two separate signals to the combined signal,
the system may be thus precisely checked over a
range of a factor of 2. The extension to the much-
larger normal range of anode multiplier currents
is then accomplished by varying the current of
the strip lamps, allowing for sufficient overlap.
Ten sets of measurements were taken at each cur-
rent. Within our precision of 0. 2/0 we find for the
RCA 31000 photomultiplier used in this experiment
a nonlinearity of 1.0/o over the range from 10 to
108 A, with only O. l%%uq below 10 A. We find per-
fect linearity over this range for the 1P28 tube
used in the HI measurement. No multiplier fatigue
is observed for these currents; this effect arises
only for anode currents above 10 A.

b. Variations in spectral sensitivity. Variations

in spectral sensitivity over the range of broad
lines are often appreciable. For our spectrom-
eter-detector system, we have found spectral
sensitivity changes of g%%uq per 100 A for the region
Hz, 3/0 for H„, and 15%%up for H . They are taken
into account by individual intensity calibrations
at each measured wavelength.

c. Calibration of scanning motion of sPectrom
eter We. have made an independent wavelength
calibration by recording Fe I spectra obtained from
a low-pressure electrodeless discharge. We used
145 Fe I lines in the range from 4000-5000 A and
plotted the differences between true wavelength and

dial number versus wavelength. We found that
these could be fitted to a straight line plus the
first five terms in a Fourier series having the
same periodicity as the screw which drives the
grating of our 2. 25-m spectrometer. The detected
slight periodicity in the instrument causes an al-
ternate compression and dilation of the wavelength
scale by a 0. 5 A for every rotation of the screw,
which is equal to 100 A. Since this is of signifi-
cance for the very broad Balmer lines, we have
corrected for this by converting the monochromator
dial numbers to the true wavelength scale.

d. Determination of the continuous bachground
under the lines. The continuous background under
the lines was determined in two steps. First, we
measured the continuum intensities in two
spectral ranges far away from the lines, in the
regions between 5400 and 6000 A and in the near
uv from 2800-3600 A. Contributions from the
distant wings of the Lyman lines are negligible in
the near-uv range, as we found from the applica-
tion of theoretical asymptotic wing formulas. But,
for the continuum range from 5400-6000 A, the
combined contributions of the Balmer-line wings
have been calculated to be 2-4/0, depending on the
exact wavelength position, and have been subtracted.

In the second step, we have interpolated from
these two measured spectral ranges to the region
below the lines by applying the hydrogen continuum
emission coefficients of Roberts and Voigt in con-
junction with our plasma diagnostic data. The
near-uv and visible continuum regions have nor-
mally linked up within 3%%uz, so that a very accurate
interpolated background continuum under Hz and
H„ is indicated. The absolute intensity scale of
the continuum is of course principally provided by
the experiment itself, while Roberts's and Voigt's
calculations furnish only the much-less-critical
spectral distribution of the continuum. Typical
numerical values for the background continuum,
which we have computed for each measured wave-
length, are for Hs about 1/0 of the maximum line
intensity, and for H„about 5% of the maximum
line intensity.

e. Impurities. Impurities in the plasma may
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FIG. 3. Side-on scan with a strip chart recorder of the spectral region of H„ to demonstrate the purity of the hydrogen
spectrum and the excellent signal-to-noise ratio.

add weak-impurity line radiation within the range
of the broad Balmer lines which might go undetect-
ed in the noise, but introduce a certain bias. Vfe
have made extensive scans of the hydrogen spec-
trum throughout the optical range and searched for
impurity lines, but did not find any. There were
not even traces of argon lines, which should be the
strongest impurity due to our particular arc con-
struction and enclosure. Figure 3 may serve as
an example for the purity of the spectrum and the
quality of the arc signals. The spectral region
around H„ i.s shown, but none of the prominent blue
argon lines could be detected. On the basis of recent-
ly determined transition probabilities, ' an upper
limit for the argon impurity of 0. 15'%%u~ is obtained.

f. Self absorPtion effec-ts. The intensity I(X, l)
emitted from a homogeneous plasma of length /

in the wavelength interval X+ 6& in local thermo-
dynamic equilibrium (LTE) is given by

I(X, l) EX=B(X, T) hX(1 e«'""),—
where B (X, T) is the Planck function and k(X) is the
(effective) absorption coefficient. For small
optical depths, r =k(X)l «1, one obtains

I(X, l)=B(X, T) (7' —2r + ~ ~ ~ )

or, with Kirchhoff's law e(X)= k(A)BP., T) [where
e(X) is the emission coefficientj,

I(X, l) = e(X) l(1 —27'+ ~ ~ ~ ) .

If the measured intensities are to deviate by less
than 1% from the true emission profile, the optical
depth 7. must be smaller than 0. 02.

%e have determined the optical depths by com-
paring the measured intensities of the line peaks
I(X, t) with those of a blackbody at the arc tem-

perature B(X, T). The ratio I(X, I) /B(X, T)
yields according to Eq. (1) the optical depth pro-
vided the plasma is spatially uniform. In our case,
where the plasma is strongly inhomogeneous, we ob-
tain an upper limit for H~ as well as H by using
the intensity measured for the axial position mul-
tiplied by the effective depth of the arc. This depth
is about l. 5 mm for the pure-hydrogen are used
for H~, H„, and H() and about 2. 0 mm for the argon-
hydrogen mixture used for H . %e have thus ob-
tained upper limits: 7 (HB) & 0. OOV5 and T(H ) & 0. 02,
and much smaller depths for H„and Ho.

g. Other line -broadening mechanisms and instru-
mental broadening. For the temperature range of
the arc the Doppler half-widths amount to about
0. 5 A or less for the studied Balmer lines, so that
according to standard deconvolution procedures the
contribution from Doppler broadening to the total
measured half-width is negligible. The broadening
due to other neutral hydrogen atoms (resonance
and van der Waals interactions) has been recently
calculated by Lortet and Houeff' and is for our
conditions about an order of magnitude less than
Doppler broadening.

The apparatus function has been determined by
recording profiles of mercury and neon lines
emitted from low-pressure discharges and from a
He-Ne laser. %'e found that the approximately
symmetrical apparatus function consists essentially
of two parts. It has a narrow core of Gaussian
shape with a half-width of 0. 3 A and very extended
wings (which we could trace to distances of 2000
A away from the line) of approximately Lorentzian
shape. The changeover occurs when the intensity
is about 10 of the maximum. This profile is quite
typical for grating spectrometers, as shown for
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example by Griffith, ' and may be readily under-
stood in terms of diffraction-grating theory, which
predicts an asymptotic 4& intensity distribution.
Since the central part of the apparatus function is
essentially Gaussian, with a half-width narrower
than that due to Doppler broadening, the combined
effect on the line profile is still negligible.

h. Scattered light. The extended wings of the
apparatus function of the main instrument repre-
sent, under suitable conditions, a significant
amount of scattered radiation.

For example, the continuum in the visible re-
ceives much more scattered light from the strong
Balmer lines than it scatters away (the three
strongest Balmer lines H, Hz, and H„emit under
our operating conditions together about the same
intensity as the total continuum in the visible).
The continuum intensity is therefore raised by this
additional radiation, as found by the introduction
of a predisperser spectrometer, which reduces
the intensity level of the continuum between H
and Hz by almost 10%. Furthermore, the continu-
um radiated by the strip lamp is by orders of
magnitude weaker in the near uv than in the visi-
ble, so that scattered light raises the near-uv
lamp signals. These and other similar effects,
like a net loss of intensity by the strong lines of
order 1%, have been eliminated by using the pre-
disperser. The application of a predisperser is
especially important for continuum measurements,
but has rarely been done before. Failure to include
this was probably responsible for a significant
part of our observed deviation between continuum
and line intensities in our earlier hydrogen experi-
ment. "

i. I.inc -suing contributions. We have included
the contributions of the far wings to the total line
intensity by applying the Kepple-Griem (KG) theo-
retical wing formula, ' since it is impossible to
determine this experimentally. We have used the
KG wing formula" for wavelength distances be-
yond their tabulated values and find that this adds
about 5% for H„and H~ to the line intensity.
j. P/asma length. For the determination of

absolute line and continuum intensities, as well as
for other plasma diagnostic techniques, the knowl-
edge of the plasma length is required. The side-
on scanning technique with the Abel inversion
allows a particularly precise determination of this
length, since both the lathe speed and the traverse
time between the selected radial points are very
precisely known.

III. PLASMA ANALYSIS

The determination of particle densities and tem-
peratures is based on the measurement of several
line and continuum intensities and includes the

application of line-to- continuum ratios. We have
proceeded with the plasma analysis in two ways.

A. Complete LIE Assumption

Since our plasma is purposely operated at high
electron densities, we expect it to be strongly
collision dominated. Es timates with available
validity criteria17, 18 show that indeed, with one ex-
ception, complete LTE should be very well approxi-
mated in our source. The one exception is the
insufficient fulfillment of a validity criterion for
inhomogeneous plasmas. This criterion indicates
that the critical length for the establishment of
complete excitation and ionization equilibrium,
which is the diffusion length of the ground-state
atoms, is of the order of 500 p, .

Over such distances temperature changes of the
order of a few percent or more occur so that no
local temperatures and densities may be inferred
from the intensity data. The tendency to smear
out the local conditions is, however, not expected
to produce major deviations from LTE (this is
indeed confirmed by our second approach), so that
the assumption of LTE should give a very useful
first approximation for the analysis of the plasma.

For the high densities and the temperature range
of our source from 9000 upwards to 14 000 K, the
only important plasma species are the hydrogen
atoms, protons, and electrons. All other species,
like H, H~, H~', H3, etc. , are at least two orders
of magnitude or much more below the aforemen-
tioned species and can be neglected in the composi-
tion calculations. Therefore, the LTE equilibrium
and conservation equations are comprised simply
of one ionization equilibrium equation (Saha equa-
tion) relating neutral hydrogen atoms (H), electrons
(e ), and protons (H'); the equation of state (Dal-
ton's law) and the condition of local electrical
charge neutrality. Debye corrections are applied
to take the high-density effects into account. "Thus,
a system of three equations is available for relat-
ing the four critical plasma parameters, i. e. , the
densities of the three above species plus the tem-
perature. For the unique determination of these
parameters, a fourth relation must be applied. We
utilize here intensity measurements, since these
quantities depend strongly on densities and temper-
ature. We have overdetermined our plasma sys-
tem by measuring the continuum intensities in the
near uv and visible and the line intensities of H~
and H„. Since each of these intensities depends
somewhat differently on the densities and tempera-
ture, as we shall see below, some checks can be
made on the internal consistency of the assumed
plasma model.

Expressed as a function of electron density (N, ),
temperature (T), and wavelength (X), the continuum
intensity (in 10 W cm ~ sr ') is given by' '":
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The contribution of the H continuum is represented
by the first term (to the end of the curly bracket)
while the contributions of the Hz' and the 8 ions
are given by the last two terms. NH, NH. , and
N, are the number densities of hydrogen atoms
(essentially the ground-state density), protons,
and electrons, respectively; & is the wavelength,
T is the temperature, c~ the second radiation con-
stant, E„ the ionization potentia1 of hydrogen, ~E„
the lowering of the ionization potential, P the
principal quantum number, and g&& and g&~ the
Gaunt factors. For the visible region the sum-
mation over the free-bound continua was carried
out from p „=3 (Paschen continuum) to P = 15
(first term in the curly brackets), and for the
near uv below 3650 A the Balmer continuum

P „=2 is added. All free-bound transitions
ending in higher P, which contribute only a very
small fraction of the intensity, were approximately
taken into account by replacing the sum with an
integral (second term in the curly brackets).
The upper limit for P is given by the last energy
level below EH —hE„. The third term in the brack-
et represents the contribution from the free-f ree
continuum. The free-bound parts contain a factor
e H

'
which accounts for the lowering of the

ionization potential. This factor does not apply to
the free-free part, however. The quantities G(X, T)
and E(X, T) are related to the absorption coeffi-
cients of H and H~', respectively. For the experi-
mental conditions, the H contribution becomes
substantial at lower temperatures, especially in
the visible spectrum. The Ha' contribution is at
most a few percent. Numerical values for the
continuum intensities were conveniently obtained
from a computer program written by Roberts and
Voigt for their extensive calculations of continuous
hydrogen emission coefficients. "

The intensity of a hydrogen line is given for an
optically thin homogeneous layer of unit length by

Ii = J I),d(AX) = (I/4m) hc(A/X)N~, (5)

where the upper-state population is, in complete
LTE, given by the Boltzmann factor

&&= t2P /II(T)1&H(T)e "'". (0)

2P is the statistical weight and E~ the excitation
energy of the upper state P; A is the (exactly known)
transition probability, and U(T) =$2/ e ~~"r is the

par tition function.
For the determination of the total line intensities,

I

the following contributing factors were considered.
First, the underlying continuous background was
subtracted according to the method described
earlier. Second, contributions of the wings of other
lines were also subtracted, employing the wing
formula of Kepple and Griem' in conjunction with
intensity data. Third, the area under the measured
portion of the broadened lines was determined by a
computer program using a Simpson's-rule integra-
tion, generalized to allow for unequal spacing.
Fourth, the unmeasured portions of the line intensity
in the wings were determined from the wing formula
of Kepple and Griem" normalized so that the
formula matched the data that lie farthest from the
line center.

The relations for the continuum or line intensi-
ties, combined with the LTE equilibrium equations
and the experimental intensity data, were then sub-
jected to a Newton-Raphson iteration technique to
find the nonlinear least-squares solution for T and
N, . The iteration was performed until the varia-
tions in T and N, became less than one part in 105.
For each experimental run, the plasma system was
overdetermined by measuring two line intensities
and two bands of continuum in the visible and uv.
The electron densities resulting from these four
separate intensity measurements are given in Table
I (complete LTE assumption) and Fig. 4(a). In the
table, the results of eight runs done under the same
operating conditions are presented for a few selected
radial positions. In the figure we show the over-all
dependence on radial position for the electron den-
sities, using the mean values from eight runs.
These eight runs are highly independent: They were
spread over the span of a year; before each run the
arc was cleaned, reassembled, and realigned; the
optical system was several times completely read-
justed and the strip lamps were repeatedly recali-
brated. Thus, the small, but very reproducible,
differences which are observed between the "line"
and "continuum" electron densities are significant.
They are larger than the measurement errors and
point to some systematic deviations from the as-
sumed LTE model. The line-intensity data at the
arc axis (8 = 0) are too low compared to the contin-
uum data, indicating an apparent underpopulation
in the upper levels of these lines, while near the
edge of the arc column (8 = 0. 7 mm) the situationis
reversed.

A very plausible explanation for this behavior
follows from the earlier stated estimate that an
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FIG. 4. (a) Dependence of electron densities on radial
position. The curves are derived, under the assumption
of complete LTE, from the following spectroscopic data:
(solid line), absolute continuum intensity in the visible
as well as near uv; (dashed line), absolute intensity of
H&., (dotted line), absolute intensity of H„. The data
represent averages from eight runs, except for K„, where
only five runs were used. (b) Dependence of electron
densities on radial position under the assumption of par-
tial LTE, based on the following spectroscopic data:
Solid line, absolute intensity of Hs, or uv continuum, or
H„; dot-dashed line, absolute intensity of the visible con-
tinuum. The data represent averages from eight runs,
except for H„where only five runs were used.

LTE validity criterion for inhomogeneous plasmas
is not well fulfilled. As noted above, the typical
plasma length, over which the complete excitation
and ionization equilibrium down to the ground state
is established, has been calculated to be about 500 p,

for out conditions. Over such a distance, as seen
from Fig. 4(a), the temperature and electron densi-
ty vary significantly. Therefore, the "local" tem-
peratures (and densities) obtained under the as-
sumption of complete LTE are to a certain degree
averaged over this distance, and no true local
values can be determined. The averaging effect is
expected to be most strongly revealed in the ex-
perimental data which have the closest coupling to
the atomic ground state, since it is the characteris-
tic length for etluilibration between ground state and
lowest excited state which is so large. Indeed the
data inferred from H z, with its upper level in rela-
tively close coupling to the ground state, appear to
show the averaging effect more than H„and this
line in turn more than the continuum. Because of
the averaging effect, all these data are furthermore
expected to be below the local electron temperature
(T,"")at the arc axis, i.e. ,

The situation changes in a fundamental way for the
cooler outer layers of the arc for two reasons.
First, resonance radiation from the hotter axial
region is strongly reabsorbed here and increases
the excitation and ionization rates so that the equi-
libration for ground-state atoms becomes shorter.
Second, diffusion currents become important due to
the strong temperature and density gradients. Ac-
cording to the work of Uhlenbusch et al. ~ ambipolar
diffusion of electrons and ions is especially signifi-
cant. Thee. mechanisms lead, in the cooler outer
arc layers, apparently first to an equilibrium situa-
tion near 8 = 0. 5 mm and then for larger radii to an
overpopulation in the upper levels of the H~ and H„
lines, which gives rise there to the relatively high
line-intensity data of Table I (complete LTE as-
sumption) and Fig. 4(a). Also, a similar overpopu-
lation effect is expected for the continuum. The
data show that the overpopulation of the Hz level is
more pronounced than that for H„, and this in turn
more than the continuum. Thus again the coupling
to the ground state appears to be an important fac-
tor, and we expect

Hy Hg

B. Partial LTE Assumption

Since the ground-state hydrogen atoms are the
critical quantity in the complete LTE model, we
now modify our plasma analysis by abandoning the
assumption of complete LTE down to the ground
state. Instead we use in the following only the
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P= (Ns+N, ) kT~+N, kT, (6)

for expressing the hydrogen density in terms of the
electron density. P denotes the total plasma pres-
sure (the prevailing atmospheric pressure) and T
the heavy particle temperature. T» is expected to
be slightly below the electron temperature T„
since the electrons receive primarily the energy
from the applied electric field, but do not transfer
this surplus energy completely to the heavy par-
ticles. (In the complete LTE model one assumes
of course T, = T, = T.) Estimates of various de-
grees of refinement have been given for (T, —T,)/
T„and recent detailed treatments for hydrogen
arcs operating at conditions similar to ours have
resulted in numerical values ranging from about
1. 5'%%up for the areas near the arc axis to 10% for
the outer arc zones. In view of the considerable

much-less-critical assumption of partial LTE,
i. e., equilibrium between the free electrons and
the atoms in excited states down to the uppper level
of Hz(p=4). This assumption implies a common
excitation and ionization temperature, the electron
temperature T„ for these states. The critical
diffusion lengths for these excited states have been
estimated to be of the order of 1 p. or less, "so
that the inhomogeneity of the plasma is not prob-
lematical for the partial LTE description.

Qur modified approachutilizes for the temperature
determination the line-to-continuum intensity ratio,
i. e., Eq. (4) divided by Eq. (5). This is nearly in-
dependent of N, and N„, if for the line intensity the
upper-state population N~ of Eq. (5) is expressed
differently from Eq. (6), in order to eliminate the
connection to the ground state. For partial LTE
this population is related to the electron density by
a modified Saha equation, which is for hydrogen

, 2~mkr. "' ~(E./P') -«,
Nq ——P Ne k2 exP kz

(7)
With this expression for N~ the line-to-continuum
ratio is essentially only a function of the excita-
tion temperature, except for the H and Hz' con-
tinuum contributions which are discussed below.
(It is of interest to note that this ratio is practical-
ly independent of the high-density corrections. )
For the experimental conditions, the optimum de-
pendence of the line-to-continuum ratio on tem-
perature is obtained by applying the line intensity
of Hz and the continuum intensity in the ultraviolet.
The use of the ultraviolet continuum intensity has
the additional advantage that the contributions of
H and H&', which depend on the neutral hydrogen
density, are rather small (about 4% for H and 1%
for H2' in the important central region of the arc)
and may be taken care of by an iteration process
which utilizes the equation of state in the form

uncertainties in the transport cross sections re-
quired for these estimates, and the insignificance
of this factor for the temperature determination,
we have not undertaken analogous estimates and
have applied this correction only to the electron
density determined from the visible continuum as
desc ribed below.

From the line-to-continuum ratios we have ob-
tained the temperatures listed in Table I (partial
LTE assumption). These are given for the same
radial positions and runs as listed in Table I (com-
plete LTE assumption). The scatter in the data is
now much larger than before, since the ratio is a
much weaker function of temperature than the ab-
solute line and continuum intensities applied in the
complete LTE model. At the arc axis the new
"local" temperature is about 8% higher than those
obtained before with the complete LTE assumption.
This is consistent with the conjecture that T,'" in
the arc center should be somewhat higher than the
"averaged LTE" temperatures. Away from the arc
center, the "LTE"temperatures fall off slower
than the new local electron temperatures, becom-
ing equal at R =0. 5 mm and exceeding the local
electron temperatures at larger radial positions,
indicating there overpopulations of excited atomic
states and free electrons which are probably due
to reabsorption of resonance radiation from the
hotter core and ambipolar diffusion. Uhlenbusch
et al. ' obtain qualitatively the same general ten-
dencies in their work on He arcs.

With the local electron temperatures at hand,
one may derive from the measured absolute line or
continuum intensities "local" electron densities.
These are given in Table I (partial LTE assump-
tion) and Fig. 4(b). For the lines, Eqs. (5) and (7)
have been directly applied. For the continuum, a
complication again arises from the above-noted
circumstance that the H and Hz' contributions in
Eq. (1) contain the neutral-hydrogen density. These
contributions are from three to five times larger
for the visible than for near-uv continuum. They
range from about 17% for the axial region of the arc
to 65% for the outer radial zones. Since therefore
uncertainties in the H and H3' absorption coeffi-
cients and in the difference T, —T» become signifi-
cant for the visible continuum, especially at large
radii, the electron density obtained from the visible
continuum (¹")cannot be considered nearly as ac-
curate as the other values. We have presented in
Table I (partial LTE assumptions) these electron-
density data without and with accounting for the dif-
ference between T, and T». N~' refers to the case
where we assume T, —T, =O, and N,'"' refers to
the data where we have applied the earlier-men-
tioned values for (T, —T )/T, from the work of
Steinberger. ' In Fig. 4(b) we have included N', "'
in addition to N, (HB, uv). It is seen from Table
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FIG. 6. Measured and calculated Stark profiles for
H~. Plotted is the normalized. intensity on a semilog
scale vs the wavelength distance from the line center.
The experimental line center is defined as the average
of the three points which bisect the q, ~, and /widths.
It is for the conditions of this graph shifted by about
0.5 A to the red.

and compare them with the recently calculated pro-
files of Kepple and Griem, and tidal, Cooper, and
Smith. All graphs give the relative intensity on a

semilog scale versus the wavelength distance from
the apparent line center. Total line intensities are
all normalized to unity, i. e.,

j f(~)d(~x)=i. (9)

%e have found the normalization of most KG pro-
files to be as much as 5% smaller than unity and
have renormalized these. For the purpose of this
comparison, we have suppressed measured shifts
by taking the apparent "symmetry axis" of the
shifted line (which we shall define later) as the
point of origin (bA= 0) for the experimental pro-
file. By folding the profiles about their apparent
symmetry axis, a slightly different wavelength de-
pendence of the red and blue wing, or, expressed
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FIG. 7. Measured and calculated Stark profiles for
H&. As in Fig. 6, we plot the wavelength distance from
the shifted line center. The red shift is about 0.0 A.
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FIG. 9. Measured and calculated Stark profiles for
Ho. No shift is found for this line. The corrections for
contributions of neighboring lines are considerable,
especially for the blue wing.
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differently, asymmetries in the lines, are most
clearly revealed.

For the comparisons with the KG and Vidal-
Cooper-Smith (VCS) calculations, it is convenient
to discuss separately the line mings and the cen-
tral parts of the lines and ignore the small asym-
metries for the moment. (a) In the line wings,
our measurements agree normally very mell with
the VCS calculations, while the KG profiles appear
to be slightly too shallow, i. e., the slopes cal-
culated by KG are slightly too small. This situa-
tion is most pronounced for the case of H (see
Fig. 6). However, the slope of the KG asymptotic
ming formula quickly approaches in the far wings
that of the VCS calculations. This occurs in the
graphs at the lower right, and it may be fairly well
observed for H~ and H„. There is a corresponding
discontinuity in the slopes at the point in the wings
where the KG asymptotic formula takes over. (b)
The major discrepancy between the calculations
and the experiment occurs at the line centers. For
the tmo measured lines with a pronounced central
peak, H and H„, the VCS calculations yield peak
intensities which are 20% and 10'%%uo, respectively,
higher than the measured ones. The KG calcula-
tions deviate from the experiment for the case of
H by 20'%%uo in the opposite direction, while for H„
they agree very mell with the measured peak inten-
sity. For H„, both theories predict much more
structure near the line center than is observed.
For Hz, where all the Stark components are
shifted, the main discrepancy is again at the line
center. Both calculations yield central minima
about 8590 down from the peak intensities, in con-
trast to a measured dip of only about 15%. Since
the line peaks are considerably displaced from the
line center, the agreement there between the cal-
culated and measured intensities is quite good.
This favorable circumstance is probably largely
responsible for the good accuracy and consistency
of the theoretical fractional widths of H~ (which we
shall discuss later). For H~, again a significant
discrepancy occurs at the line center. The KG
calculations (only these are available for H5) pre-
dict a small dip in the line center, while the ex-
perimental data show none.

Reasons for the discrepancies at the line centers
are not mell established. There are no apparent
measurement problems: Doppler, van der Waals,
and instrumental broadening as mell as self-ab-
sorption effects are much too small to cause any
noticeable modification to the measured Stark pro-
files, as we discussed earlier. The spatial reso-
lution of the arc plasma is so high that it cannot
cause any significant smearing of the experimental
profiles, and the magnetic field produced by the
arc current is much too small to cause any signifi-
cant Zeeman splitting of the Stark components.

Furthermore, similar discrepancies for the cen-
tral dips in H~ and H, and for the center of H„have
been also measured in other recent experi-
ments. '+ Therefore, the most likely conclusion
at this time is that the calculations produce too
much structure in the line centers. Ion motion
could conceivably reduce the structure, but it be-
comes negligible a fem tenths of an angstrom from
the line center. ~5'~ The consideration of effects of
inelastic collisions for the profile of H~ as calcu-
lated by Hill, Gerardo, and Kepple ' raises the
line center by about a fourth of the amount re-
quired for agreement with the experimental profile
and lowers the peak by the same amount. This ha, s
the net effect that the discrepancy in the difference
between the maximum and minimum is cut in half.
However, the remainder of the profile is essential-
ly unchanged, so that the lowered peak results in
significantly reduced fractional midths, which in-
creases the discrepancy with the experimental
fractional widths. To obtain agreement with the
experimental H~ profile, it is necessary to raise
the line center out to the peaks without significantly
affecting (except for normalization) the peak itself
or the remainder of the profile. It seems therefore
likely that there is some problem with the impact
theory itself in the center of the lines. For ex-
ample, several recent refinements by the inclusion
of time ordering for L and L~ have raised the dip
in those lines. "' '

Generally, there appears to be a trend toward
better agreement at the line center with increas-
ing upper-level quantum number of the line. This
trend may be at least partly due to the gradually
expanding validity of the quasistatic theory farther
into the line center for the higher Balmer lines.

C. Linewidths

Kepple and Griem have derived from their cal-
culated profiles the reduced line widths n„at n = —,',
—,', and —,

' maximum intensity, which are zonal func-
tions of electron density and temperature. We have
derived the same quantities also from the tabulated
profiles of Vidal, Cooper, and Smith. Experi-
mental line widths hX„were determined by fitting
a four-term polynomial through the six data points
closest to the —,', —,', or —,

' widths. Width data were
obtained from four runs for H, nine runs for Hz,
and seven runs for H, . The reduced midths a„are
usually defined by

(10)

where Eo is the Holtsmark field strength. For a
given experimental line profile, the electron den-
sity N is a constant; consequently, one should
ideally obtain
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TABLE II. Comparisons of calculated and measured 2/g- and &/8-width ratios (with standard deviations) within the
palmer lines. The comparison is specifically for the radial position R =0.2 mm; however, the experimental and theo-
retical ratios change by less than 1% over the investigated range of conditions.

Line No. of runs
+~14/+~1/4 O" ~14/~ f/4

Expt. KG VCS
tlat/+ 1/8 O f/2/ i/8

Expt KG VCS

4
14
10

0.534 + 0.006
0.659 +0. 005
0.605 +0.005

0.471
0.666
0.587

0.469
0.678
0. 597

0.331*0.003
0.471 +0. 004
0.428 + 0. 003

0.281
0. 472
0.405

0.262
0.486
0.414
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20 40

FIG. 10. Measured and calculated dependence of the
~, ~, and 8 widths of Ho on the electron density. The He
profiles were measured in a 95% argon, 5% (atomic) hy-
drogen plasma. The electron densities for the measured
widths are the values obtained from the widths of Ha,
'using our measured relation between the widths of H&

and the electron density. The electron densities are
for a range of temperatures from 1.1& 104 to 1.3 x 104K.
The (very small) dependence of the theoretical width data
on temperature is taken into account.

for the various widths within a line. The measured
width ratios contain no significant systematic er-
rors, and the standard deviations of the mean val-
ues are within 1/p. Furthermore, the measured
ratios are found to be constant within l%%uo for all
radial positions of the arc, indicating that they are
essentially independent of the electron density.
Therefore, since any differences with the calcu-
lated ratios indicate internal inconsistencies in the
calculated profiles, a comparison between mea-
sured and calculated ratios for the three different
n's represents a sensitive check on the KG and
VCS calculations. Such a comparison is presented
in Table II. For H~ and H„ the calculated and mea-
sured ratios agree within 6'%%uo, but for H large de-
viations occur, namely, 26/o with the VCS width
data and 18%%uo with the KG width data, which appear
to be mainly due to the earlier noted discrepancies
at the line center.

The foregoing comparison was essentially inde-
pendent of the electron density. It enters only
through the choice of n which depends very weakly
on it. In contrast, the following comparisons in
Figs. 10-12 depend critically on N, . These fig-
ures give a log-log plot of N, versus either the
measured (full) half-, quarter-, and eighth-widths
or the corresponding widths from the KG and VCS
calculations. The theoretical curves were gener-
ated by interpolating the a„'s with respect to the

experimental temperatures corresponding to the
independently determined electron densities; these
a„'s were then converted to widths in angstroms.
Thus, one may, for a given N„directly compare
measured and calculated widths, or, for given
width, compare the independent, spectroscopically
derived, electron densities with those from the
Stark-broadening theories. It is seen that for Hz
the electron densities from the KG and VCS calcu-
lations are within 10%%uo ot the independently deter-
mined electron densities over our measured range
of conditions. For H„ the agreement with the KG
calculations stays within 10%%uo, while for the VCS
data the agreement deteriorates to about 20'%%uo. For8, the agreement with both Stark-broadening the-
ories is much poorer, which may be again readily
traced to the discrepancies at the line center.

By fitting the measured widths to the average in-
dependently determined electron density, straight
lines were obtained in the logarithmic presenta-
tions. Addition of higher-order terms did not im-
prove the fit at all for H~; the improvement in the
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FIG. 11. Measured and calculated dependence of the
2, ~, and 8 widths of the H& on the electron density. The
electron densities for the measured widths are the values
obtained from uv continuum and line-intensity measure-
ments discussed in the text. The electron densities are
for a range of temperatures from 0.86& 10 to 1.4&& 10 K.
The (very small) dependence of the theoretical width
data on temperature is taken into account.
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I'IG. 12. Measured and calculated dependence of the

@, ~, and 8 widths of 8, on the electron density. (See
also Fig. 11.)
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standard deviation of the fit was less than 5%%u~ for
H and H„. Thus, all experimental curves in Figs.
10-12, especially those for H~, were measured to
be linear over the indicated range of electron den-
sity. The slopes vary only slightly with different
values of n. They are always slightly larger than
the —,

' slope given by the Holtsmark theory (normal-
ly by 1-3%, for H up to 9/o). The experimental
slopes are also always slightly larger than the KG
or VCS slopes, but less for H„and Hz than for H .
We do not present the detailed numerical values for
the slopes, since in the experiment, the tempera-
tures as well as the electron densities vary. n„ is
a weak function of both, which influences the slopes
slightly and would make these data not, generally
useful for comparisons.

By comparing for a given electron density the
corresponding widths for different lines, one may
obtain from Figs. 10-12, for example, measured
and calculated ratios of half-widths for Hz/H„or
H~/H„. One observes then differences between the
measured and calculated ratios, which are of the
order of 5-15%%uq for the H~/H„ratio (for both cal-
culations), but are much larger for the H~/H ratio
obtained with the VCS data. Since these width
ratios depend only very weakly on the electron den-
sity and since the experimental width ratios are
precisely measured, the differences indicate in-
consistencies of the above quoted amounts between
the various theoretical line profiles.

D. Asymmetries and Shifts

Asymmetries between the blue and red peaks of
Hz have been observed many times before, but our
measurements show for the first time that the
asymmetries are a systematic, very reproducible
feature extending all the way into the wings of Hz

and H„, as seen in Figs. 6 and 7. (Within the pre-
cision of this experiment, no asymmetries are no-
ticed for H . For H„substantial corrections for
the wing contributions of neighboring lines are
necessary, which effectively prevent the observa-
tion of asymmetries for this line. ) The asymme-
tries in Hz and H„always enhance the blue side
over the red side near the line peak, but away
from the line center a crossover occurs and the
red wing is enhanced above the blue one. The cal-
culations of KG and VCS, like a11 earlier calcula-
tions, do not take the asymmetries into account.
But in a recent theory Sholin singles out quadru-
pole interactions as the principal cause of the
asymmetries and makes some quantitative estimates,
which are in fair agreement with our observations
(a preliminary account is given in Ref. 30).

Because of the shifts and asymmetries, the line
centers have to be carefully defined. %e have, for
Figs. 6-9, defined the line center as the symmetry
axis for the three points that bisect the —,', 4, and
—,
' widths.

The magnitude of the shifts of the thus defined
line centers is shown in a composite figure for H

H~, and H„(Fig. 13). Each set of points repre-
sents a separate run. It appears that the shifts are
directly proportional to the electron density. Fur-
ther details for the shift of H, and their implica-
tions for white dwarf spectra have been already
reported by us earlier. 3' A detailed discussion of
the asymmetries and shifts and comparisons with
Sholin's theory will be given elsewhere.

E. General Comparisons with Other Experiments

In Tables III and IV and Fig. 14 we have compiled
some principal results from experimental Stark-
broadening studies of the last ten years. ' '

As we noted in the Introduction, many of the ex-
periments have only the character of spot checks;
namely, only one particular Balmer line has been
studied or the ratio of the Stark widths between
two Balmer lines has been measured, or the mea-
surements are only performed at one particular
value of electron density. We therefore have ar-
ranged separate comparisons for the various lines
and linewidth ratios in Tables III and IV and Fig. 14.

It is no surprise that the experimental work has
been concentrated on H~: this line is located in a
very accessible spectral range and it is fairly
strong, but it is rather insensitive to self-absorp-
tion effects due to the lack of a central (unshifted)
Stark component. All these factors have made this
line a favorite for the study and for applications of
Stark broadening. In Table III we could thus com-
pile ten recent experimental results on Hz. The
ratios of the electron densities derived from Stark-
width measurements and from other independent
spectroscopic methods are compared. A similar
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comparison for Hz is made graphically in Fig. 14,
where the (full) half-widths measured by various
authors are plotted versus the electron densities
obtained by different spectroscopic methods (see
under diagnostic methods in Table III). In addition
the Stark half-widths of KG are plotted versus
electron density for the two temperatures of 10000
and 20000 K, which are approximately at both ends
of the experimental range listed in Table III.

It may be observed from Table III that for H~ the
measurements with pulsed sources yield generally
slightly lower values for the electron density ratios
than the stationary sources. On the other hand, no
obvious correlations with the applied diagnostic
techniques (Table DI) can be noticed. (In order to
obtain the comparisons with the KG and VQS Stark-
broadening data, we have corrected the earlier
experiments to account for the usually quite small
changes from the then available Griem, Kolb, and
Shen a data to the more recent theories. }Equiva-
lently, Fig. 14 shows that a given measured width
is usually correlated with a 5-10% higher electron
density in a stationary source than in a pulsed

Ne iII lO em

FIG. 13. Measured red shifts for H~, Ha, aud H„as
a function of electron density. Symbols of the same kind
indicate shifts measured for different radial positions
of the same run.
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( )
N~ S(n)~~ I, (12)

with N~ given by Eq. (V). We obtain for Hs the fol-
lowing ~'s: McLean and Ramsden, 7 = 0. 12, i. e.,
about 6% self-absorption at the Hz peak [see Eq.

source. A difference of this order is expected
when the pulsed source is at a significantly higher
temperature than the stationary source. This is,
for example, the case between Hill et al. (21000-
26000 K) and our experiment. In other cases, we
have not found any obvious explanation for this dif-
ference, but we estimate that self-absorption
should be a contributing factor for some pulsed
sources. Self-absorption is more likely to occur
in these sources because of the much larger plasma
lengths I (I=20-150 mm, while a typical effective
hydrogen-arc diameter is l. 5 mm). Using the N„
T, and l data given by the various authors, one can
readily estimate the optical depth at the line peak
by applying

(3)); Berg et al. , '=0 0. 9; Konjevic et al. ,
44 r

=0. 22-0. 94; Hill et al. , 7=0.03-0.06. Only Hill
eI; al. and McLean and Hamsden have corrected
their profiles for self-absorption. [The McLean
and Ramsden correction for the half-width (1%)
seems to be rather small; we estimate twice as
much. ] It may be readily estimated that for Hs
self-absorption effects in the other experiments
make the measured half-wdiths appear too large
by about (~r)x 100 (%), which is part of the effect
observed in Fig. 14.

The data for the other lines and linewidth ratios
assembled in Tables III and IV show a fairly large
amount of scatter. A few results appear to be
definitely inconsistent with all others: The cal-
culated H /Hs half-width ratio of Vidal, Cooper,
and Smith reflects again their problem with the H

line center; the calculated H„widths by Bacon and
Edwards's at the higher electron density seem to
be definitely too high; and the H results of Griffith
et al. ' produce 10-20%%uo higher H /Hs ratios than
those listed in Table IV.

Thus, the over-all situation is still not satisfac-

TABLE IV. Comparisons between recent experiments and Stark-broadening calculations. Presented are the experi-
mental and theoretical ratios of the half-widths between various Balmer lines. The measurements are approximately
at the indicated temperatures T and electron densities N~.

Author (Ref. ) Method

H/Hg(i=~ j=p) for T=lx104K

Half-width ratios m )S/uj~ or nA[~/6A(~

N~ =10 cm N, =10 cm

Kepple and Griem (1)
Vidal, Cooper and Smith (22)
Bacon (45) (for +) and

Kepple and Griem(l) (for H&)

Birkeland et al. (40)
Bridges and Wiese (41)
This experiment

Kepple and Griem (1)
Vidal, Cooper and Smith (22)
Bacon and Edwards (46) {for H„)

and Kepple and Griem (1) (for Q)

Berg et al. (33)
Bengtson et al. (42)
%'iese et al. (1963) (15)
This experiment

Kepple and Griem (1)
Vidal, Cooper, and Smith (22)
Bacon and Edwards (46) {for H„)

and Kepple, and Griem (1) (for HN, )

Hill, Gerardo, and Kepple (23)
Bengtson et al. (42)

Calc.
Calc.

Calc.

Stab. -are expt.
Stab. -arc expt.
Stab. -arc expt.

Q/Hs{i=y; j=p) for T=1x10 K

Calc.
Calc.

Calc.

T-tube expt.
Shock-tube expt.
Stab. -arc expt.
Stab. -arc expt.

H/Q(i=V; j=p) for T=2xl0 K

Calc.
Calc.

Calc.

Pulsed-source expt.
T-tube expt.

0.16
0. 14

= 0. 19

1.18
1.13

1.21
1.23
1.29

1.15
l. 17

1.21

1.13
1.19

0.22
0.13

0.24

0.24
~ 0.22

0.21

1.19
1.15

1.50

l.21
1.21
1.14
1.34

1.23

1.42

1.23
l.19

The data of Bengtson et al. (Ref. 42) as presented in their Fig. 2 are separated into data obtained with a conventional
shock tube at low temperatures (T =10000-12 000 K) and those obtained with a T tube at high temperature (T =22 000 K).
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finer details in the line shapes such as the well-
known asymmetry between the two Hp peaks (see,
e. g. , Refs. 33 and 35). This may cause significant
uncertainties in the linewidths, since the over-all
line shape as well as the maximum intensity are not
precisely determined. Furthermore, impurities,
for example from electrode materials, should be
much higher in these sources than in the better
controllable arcs. Undetected weak-impurity lines
could slightly distort the line shapes or raise the
continuum (background) intensity levels. (c) For
the pure-hydrogen plasmas as used in many experi-
ments, the application of a predisperser for the
measurement of absolute continuum intensities is
quite important. Otherwise errors of the order of
5-10% in the continuum intensity may be encount-
ered, i. e., the continuum produces a slightly high
electron density, and the line-to-continuum ratio
gives a temperature which is too high.

V. ERROR DISCUSSION

1.5
10

I I I I

20 40 60 80 100
HALF WIDTH OF Hp [A]

FIG. 14. Comparisons of experimental results for
the relationship between half-width of H& and (indepen-
dently determined) electron density. Given are the re-
sults of the following authors: 0, Hill et al. (Ref. 23);
6, Berg et al. (Ref. 33); x, Konjevic et al. (Ref. 34);
V', McLean and Ramsden (Ref. 35); *,Morris and Krey
(Ref. 36); Q, Shumaker and Popenoe (Ref. 37); D, Wende

(Ref. 38); (solid line), this experiment. Also included
are the results of the Kepple and Griem (Ref. 1) calcu-
lations for 10000 K (dotted line) and 20000 K (dashed
line).

tory. Definite reasons for the differences between
the various experimental results are not readily
found, since numerous significant factors enter into
the measurements and calculations. In addition to
the self-absorption effects discussed above, some
other possible reasons are (a) slight deviations
from complete LTE in inhomogeneous arc sources
similar to the ones detected in this experiment
(complete LTE has been always assumed). How-

ever, most other arc experiments have been done
at somewhat different conditions, i. e., at higher
electron densities and with argon as the principal
carrier gas. Since argon exhibits typically a much
wider arc. column, deviations from LTE due to
the inhomogeneity of the plasma are expected to be
there much smaller. In our case the electron den-
sity in the arc center changed by only 3% from the
complete to the partial LTE model, thus changes
in the argon arcs should be insignificant. (b) Ow-

ing to the very short observation times in pulsed
sources, the line profiles obtained with these
sources are rather noisy, and often do not show

By using extensively automatic data-recording
and -processing techniques, we could accumulate
relatively large amounts of data with great ease.
This large body of data makes possible a fairly de-
tailed error analysis, which may be subdivided into
three parts.

A. Statistical Measurement Errors

We have performed eight comprehensive runs
under practically identical conditions (and several
additional smaller runs), always using the same
current setting, which has been controlled to 0. 1%.
Before each run, however, the optical system was
realigned, the arc reassembled, and slit widths
set anew. The only other small difference between
the runs is that they have been taken at slightly
varying atmospheric pressures. By subjecting the
plasma parameters to the standard statistical
treatment, we have obtained the standard deviations
for the mean values listed in Table V.

For the linewidths we obtained standard devia-
tions of the mean values ranging from 0. 3-1%.
These data are based on nine runs for H~, seven
runs for H„, and four runs for H

B. Error Contributions from Input Data

A significant source of error in the input data
originates from the absolute radiometric calibra-
tion. In addition to the standard deviations of the
furnished radiances, given for the various wave-
lengths to be between 1% and p% errors arise
from uncertainties in the lamp current setting, and
especially from our only approximate reproduction
of the target area and solid angles specified in the
calibration report. Furthermore, the strip lamp
was found to be slightly polarized, but not the arc.
A conservative estimate of the over-all relative



DETAILED STUDY OF THE STARK BROADENING OF. . .
TABLE V. Standard deviations of the mean temperatures and electron densities obtained from eight runs with the

partial LTE assumption.

Radial position (mm)
.Mean local temperature (103 K)
Mean electron density (10~~ cm 3)

Standard deviations of the mean
values in %:
Temperature
Electron density from H~
Electron density from 8„
Electron density from uv continuum
Average electron density

0. 0
14.10
9.32

0.71
0.46
0.43
0.46
0.46

0.1
14.00
9.04

0.68
0.46
0.39
0.46
0, 43

0.2
13.67
8.22

0.64
0.43
0.46
0.43
0.43

0.3
13.18

V. 03

0.60
0.43
0.25
0.43
0, 43

0.4
12.35
5.55

0.60
0.57
0.60
0.57
0.5V

0.5
11.35
4. 08

0.53
0. 75
0.53
0.75
0.71

0. 6
10.07
2. 74

0.60
1.1
0, 82
1.06
0.96

0.7
8.64
I.67

0.82
1.5
1.4
1.5
1.4

error from these sources is 2%. The differences
between the international practical temperature
scale and the thermodynamic temperature scale
are, however, fully taken into account by applying
a correction factor containing the thermodynamic
values of the natural constants.

Most atomic input data, including the Gaunt fac-
tors for the H continuum, are essentially exact
quantities. But the H and H~' absorption coeffi-
cients contain uncertainties estimated not to ex-
ceed 5%. The H and Hs' contributions to the uv
continuum, for temyeratures near the arc axis,
total about 6% and increase gradually to 16/c for the
outermost measured arc position. For the visible
continuum on the other hand, the H and H&' contri-
butions amount to about 17% of the total continuum
intensity in the arc center and increase to 65% in
the outer radial zones. Thus, the over-all uncer-
tainty in the uv continuum data ranges from only
0. 3% for the axial position to 1% for the outermost
radial position while the corresponding figures for
the visible are 1-3.5%. This (as was noted be-
fore) has been one reason why only the uv continu-
um is used for the plasma analysis.

C. Uncertainties in Method of Analysis

A first contribution arises from the Abel inver-
sion. The applied inVersion technique has been
therefore subjected to checks with analytical test
functions which approximately resemble typical
experimental input shapes. Superimposed on these
curves has been random noise of the magnitude as
encountered in the experiment. For these condi-
tions the Abel inverted intensity data show only for
the outer radial positions (typically R &0. 5 mm) de-
viations which are larger than 2% from the exact
results. For the total line intensities as well as
the average continuum intensities the possible de-
viations amount to much less since these intensities
are built up from a large number of individual Abel
data for the various wavelength positions. On the
other hand, the linewidth measurements are some-
what more critical since many fewer points within

a line are involved. Second, the line intensities
may contain systematic errors from the use of ap-
proximate line-ming formulas. The intensity con-
tained in the line wings is of the order of 5/c of the
total, so that a conservative estimate for the un-
certainty it contributes to the total line intensity
should be 2% or less. Third, the continuum inten-
sities may be affected by scattered light as well as
by contributions of far line wings. The effects of
scattered light have been eliminated with the in-
clusion of the predisperser. We have calculated
with the KG ming formula that the line wings pro-
duce in the measured continuum regions normally
about 2% or less of the continuum intensity. Thus
we estimate their contributions may be subtracted
without significant error by using this wing formu-
la. Fourth, the assumption of partial LTE is ac-
cording to all criteria a very valid one and appears
to be fully confirmed by the consistency of all our
diagnostic data (in contrast to the complete LTE
model). Fifth, for the lowering of the ionization
potential in plasmas we have used the Debye cor-
rection, "which produces maximally a V% change
in the derived electron density (at the condition of
the arc axis). While the Debye correction is now
the generally accepted high-density correction,
there is as yet no direct experimental confirma-
tion. We thus find it impossible to assign error
estimates on the last two points.

Using standard error analysis, we have obtained
limits of error of + 3% for the temperature and of
+6% for the electron density. These numbers do
not change significantly over the whole range of
conditions; they are only slightly larger for the
outermost radial position than for the axial region
of the arc.

The ratios between the electron densities ob-
tained (a) from the linewidth measurements and (b)
from the intensity measurements have the same
uncertainties as the electron densities, since the
additional (independent) error in the linewidth de-
termination is insignificant. The data for the ra-
tios of widths within each line and between the dif-
ferent Balmer lines are only affected by the statis-
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tical measurement errors, which are typically
about 1%.

VI. SUMMARY

In conclusion, this experimental Stark-broaden-
ing study has yielded the following main results.
(i) Systematic asymmetries and small shifts are
observed for the first time in the Balmer lines,
most clearly in Hz and H„. The asymmetries are
systematic in the sense that for both lines near the
line peak the blue side is stronger by a few per-
cent than the red one, but then gradually a cross-
over occurs and the red side becomes a few per-
cent stronger towards the line wings. The shifts
are approximately linear functions of the electron
density. Current theories do not give shifts or
asymmetries. (ii) The most pronounced discrep-
ancies between theoretical and experimental pro-
files occur near the line centers. The measure-
ments show systematically less structure in the
centers than the current line-broadening theories
predict. For example, the measured dip for the
center of H~ is only about one-third as deep as cal-
culated by KG or VCS. (iii) According to Table II
the calculations of KG and VCS are found to be-
mithin each line profile —about equally consistent
for Hz and H„where the —,', —,', and —,

' widths agree
within about 6% with each other over the measured
range of electron densities, while for H the in-
consistencies between these widths are as high as
26%. (iv) We observe from Figs. 10-12 inconsis-
tencies of the order of 5-15%between the mea-
surements and the KG and VCS calculations when
we compare the widths of Hz to H„. These incon-

sistencies become much larger for the VCS data
involving H, and are apparently all attributable
to their inaccurate description of the center of this
line (see also Fig. 6). (v) All the above conclusions
were obtained essentially without recourse to an
independent electron-density measurement, as-
suming only that all linewidths are precisely mea-
sured in the same run. (vi) From independently
determined electron densities, we find that for the
most important line Hz the KG half-width data
yield electron densities which differ by -4% (for
the smallest N, ) to —10% (for the largest N, ) from
our independently measured values over the inves-
tigated range. Correspondingly, the VCS data
yield densities which differ by from + 9% to —1%
from the measured N, 's. (vii) Extensive compari-
sons with other recent measurements reveal ap-
preciable scatter between the various experimental
results. (viii) Our experiment shows that it is ad-
vantagous to use detailed line-profile measure-
ments rather than half-width measurements for the
determination of N by Stark broadening. This ap-
plies especially to H where a half-width measure-
ment combined with the Vidal-Cooper-Smith data
produces a value of N, which is very different (and
apparently wrong) from the detailed profile mea-
surement and fitting, which is very satisfactory.
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Molecular dynamics of hard parallel squares subject to periodic boundary conditions appear
to lead to a first-order phase transition with a van der Waals loop (at least for a system of
400 particles). The density change across the transition is small (about 2%). Results on the
self-diffusion and velocity autocorrelation function p{t) for 400 and 900 particles are also pre-
sented. p{t) decays exponentially for short times, and at least in the intermediate fluid den-
sity, decays at t for long times t. In the solidlike region anticorrelating effects predominate.

I. INTRODUCTION

Molecular dynamics (MD) of hard disks (HD)
and spheres subject to periodic boundary condi-
tions have been extensively studied for the past
ten years by Alder and Wainwright. These dy-
namically simple systems are of great interest
for providing insight into the adequacy of various
approximate equations of state, the nature of phase
transitions and the temporal behavior of the dif-
ferent autocorrelation functions of transport theory
of real spherical molecules. The two dimension-
al system of hard parallel squares (HPS), subject
to periodic boundary conditions, presents the
same simplicity as the HD system with the inter-
actions between particles arising solely from re-
pulsive, impulsive forces. Moreover, the colli-
sions between such HPS particles are even easier
to compute. Our MD study of this system con-
firms a number of features observed in the elegant
and pioneering work of Alder and Wainwright on the

HD system and provides further computer experi-
ments to test statistical mechanical theories.

A previous study of MD of the HPS system has
shown qualitative evidence of a phase transition. '
In Sec. II, we complete this study and show nu-
mericaQy at least that there is actually a first-
order phase transition from the low-density fluid
(fluidlike phase) to a more solidlike phase. Nu-
merically we cannot demonstrate the presence or
absence of long-range order in the latter but com-
puter generated snapshots of the configuration of
the particles suggest intuitively the name solidlike
for that phase.

The pressure for solidlike and intermediate
fluid densities are given and compared with the one
obtained from theoretical expressions. A com-
parison with disks is presented at the end of Sec.
II and in Sec. III where the interfacial tension be-
tween the two coexistent phases is calculated.

In Sec. IV, we present some results on the self-
diffusion and velocity autocorrelation function p(t)


