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Distributed quantum computation over noisy channels
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We analyze the use of entangled states to perform quantum computations nonlocally among distant nodes in
a quantum network. The complexity associated with the generation of multiparticle entangled states is quan-
tified in terms of the concept of global cost. This parameter allows us to compare the use of physical resources
in different schemes. We show that, for ideal channels and for a sufficiently large number of nodes, the use of
maximally entangled states is advantageous over uncorrelated ones. For noisy channels, one has to use en-
tanglement purification procedures in order to create entangled states of high fidelity. We show that under
certain circumstances a quantum network supplied with a maximally entangled input still yields a smaller
global cost, provided that belongs to a given interval e [ Nin ,Nmax- The values oh,,;,, andn,,,, crucially
depend on the purification protocols used to establishntiprocessor entangled states, as well as on the
presence of decoherence processes during the computation. The phase estimation problem has been used to
illustrate this fact|S1050-29479)09606-1

PACS numbdps): 03.67.Lx, 05.40-a, 89.70+c

[. INTRODUCTION This paper has been organized as follows. In Sec. Il we
introduce the notion of cost in distributed quantum compu-
Consider a quantum computation that can be divided intdation and show that, if the ratio between the number of
subroutines so that each subroutine can be run on a separd€épetitions for the entangled and separate inputs decreases
quantum processor. The processors may be placed at diffefast enough with the size of the network, then, above some
ent locations/nodes of a computational network and may excritical size, the computation can be made cheaper using en-
change data with a selected central procefsprEach pro-  tangled inputs. This behavior is illustrated explicitly in the
cessor operates on a partial input that has a fixed size. TH&se of the estimation of a small phase shift for quantum bits
partial inputs may be independent of each other, correlatetfiubits, which was considered in Refl]. In Sec. Ill we
or even entangled. When the computation is finished, théhtroduce the phase estimation problem for disentangled and
central processor, after collecting partial outputs from themaximally entangled states and show how to compare the
other processors, stores the global output. This type of digWo scenarios. In Sec. IV we analyze the ideal case of noise-
tributed computation may be repeated several times to yiellfSS channel and error-free computations. Noise along the
a desired result and as such it features frequently in quantughannels linking the nodes of the network is taken into ac-
parameter estimation procedures; e.g., the phase estimati§ﬁunt in Sec. V and the use of different purification schemes
in frequency standard,3]. In some computational tasks; is considered. We show that for certain purification protocols
e.g., estima‘[ing a given parameter with a prescribed preci_t is advantageous to use entangled States, whereas for others
sion, the number of repetitions depends on the form of théhe cost of the precomputation is not offset by the subsequent
input state — some entangled states require less repetitiofigduction in the number of repetitions. In Sec. VI we analyze
than uncorrelated inputs. In the case of correlated inputhe effects of decoherence during the computational process
states, we have to precompute the input state for each run @‘! each node and show how they affect the results obtained in
the computation and this involves an additional use of physithe preceding sections. Finally, in Sec. VIl we summarize
cal resources. Are we still better off when the complexity ofthe main results of this work.
the precomputation is included? How shall we include and
compare the use of different physical resources? . Il. COSTS OF DISTRIBUTED QUANTUM COMPUTATION
In this paper we quantify this complexity by introducing
the notion of the cost of physical operations, such as the cost Let us start out by considering a generic scenario for dis-
of establishing an entangled pair over a channel, the cost dfibuted quantum computation: a central process@ndn
transmitting one classical bit between components, the cost 1 processors labeleB;(i=1,2,... n—1) represent the
of running a quantum processor, etc., and discuss the perfonodes of a quantum network. These nodes agree on perform-
mance of the distributed quantum computation when the ining a given computation that consists of three sté€p$re-
terprocessor quantum communication is prone to errors, i.ecomputation In order to prepare the initial state of all the
when the quantum channels among the processors are noisydes they exchange certain classical and quantum informa-
tion. (i) Computation at each nod&ach of the nodes per-
forms a well defined operation locally, followed by a mea-
*Permanent address: Departamento dsicR) Universidad de surement.(iii) Communication of the result§he B nodes
Oviedo, Calvo Sotelo s/n 33007, Oviedo, Spain. report the outcomes of their measurements to the central
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node by sendindg bits of classical information. With this such that forn<n,.. the use of entangled states is cost
information, the central node estimates the outcome of thefficient. Therefore, ifny,in<<nNmax there will be an interval
complete computation. The computation gives the correct refn,,i,,Nmax] iN Which entangled states are more advanta-
sult with certain probability, and therefore it has to be re-geous. In the opposite casg,;,>Nmax., it will be more con-
peated a number of times in order to achieve a prescribedenient to use disentangled states. The valuesgf and
precision. Nmax Will depend on the specific computation and on the
We are interested in the cost of the computation in termsnethods used to create the entangled states. In the following
of the number of uses of the processors, and the amount efe will concentrate on the specific but relevant problem of
classical and quantum communication involved in the wholgphase estimation addressed in Réi. We will first analyze
computation. Let us denote B(n) the cost of the precom- the ideal noiseless case. Then we will consider the presence
putation, i.e., the cost of establishing the initial state forrthe of noise in the quantum channel, and analyze two ways of
nodes. In general, if one wants to create an entangled state ofercoming this noise using entanglement purification. Fi-
all the nodes, one has to send quantum information throughally, we will consider the effects of decoherence during the
the channels. Besides, due to the presence of noise durin@mputation.
transmission and processing, the nodes will have to use ei-
ther purification or error correction methods, which will re- IIl. PHASE ESTIMATION PROBLEM
quire in addition some classical communication. Thus, the
cost of precomputation will depend on the costs of sending - g g jllustrative and, in spite of its simplicity, important
qubits and classical bits through the communication Channe'éxample, consider a network afprocessors, each perform-

that link the nodes. We denote I&ythe cost of running a  j, o computatiorC defined as a small conditional phase shift
guantum processor at each node, andrhifie cost of send- on a qubit

ing the outcomes of the measurement from one node to the

central node. Finally, we will denote (n) the number of |0y—0), (4
times the computation has to be repeated in order to obtain a
prescribed precision. With these definitions, one can calcu- |1>_>ei</>|1>_ (5)

late the total cost of the computation. We wish to analyze the
advantages of using entangled input states in the comput&omputationC is performed at each of the nodes A,B;).
tion with respect to the case of initial uncorrelated statesEach run consists of a conditional phase shift and the subse-
Thus, we consider the following two scenarios. quent measurement protocol. Computatidnris then reset

(i) Disentangled statedf the initial state of the proces- after each repetition: we assume that no extra-phase accumu-
sors is disentangled, no communication is required in thdation is allowed by means of consecutive runs of the com-
precomputation. Therefore we takRén)=0 [4] and obtain  putationC on the same qubit before the measurement is per-

formed.
Ci(n)=Ry(n)[nZ+(n=1)Y]. D

(i) Entangled statesif the initial state of the processors is A. Disentangled states
entangled, communication is required in the precomputation. Without internode entanglement, the best way to estimate

We have ¢ is to prepare each node in the initial state
Cy(N)=R,(N)[Py(n)+nZ+(n—1)Y]. 2 1 »
|‘I’>i:T(|O>i+e '41[1))). (6)
We can now evaluate the ratio between the €sgmn) cor- 2

responding to entangled inputs and the ddgtn) for inde-

pendent processors. We obtain where g, is a given phase that can be adjusted from compu-

tation to computation. Computatiaf is then applied, fol-
C,(N)  Ry(n) Po(N)+(n—1)Y+nZ lowed by a Hadamard transformation given by H
C.n) _ Ru(m  (n=1)Y+nZ (3 =1/y2(]0)(0|—|1)(1|+|0)(1|+]1)(0|). The last step is

! 1 the independent measurement of each qubit in the computa-

This ratio depends crucially on the ratio between the repeﬂ'gional basis. The result of the measurement will be either 0 or

tions needed in each case, as well as on the cost of theWith probabilitiesp; and 1-p,, respectively. Each of the
precomputation. Under ideal conditions, the use of entanglefi nodes then transmits one classical bit, corresponding to
states in general decreases the number of repetitions ré€ result of the measurement, to the central nad&his
quired, i.e.,Ry(n)<R;(n). The use of entangled states will PrOCESS is repeatds, times, yielding a binomial probability

be cost efficient if what one gains in the number of repeti-distribution. In this way one can estimaeat nodeA with
tions compensates what one loses in the precomputatioR'€CISION
Thus, we expect that there will be a certaip;, such that, if JAp;
n>ngin, the use of entangled states is cost efficient. On the P1
other hand, in the nonideal situation in which one has noise dp; JR
either in the quantum channel or during the computation, ﬁ Ry
R,(n) may increase witm more rapidly tharR,(n), since

entangled states are more prone to errors. Thus, we wouldhereAp,=p;(1—p;) is the variance of the binomial dis-
expect that for a specific task there is a maximum valyg,  tribution. In generale; will depend on¢ and¢,. As soon as

; )

€1=
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Local operation latter case, nod®, has to invert the state of its qubit by
Exchange of R TR \ means of a local operation. Therefore, the precomputation
Classical Information ' ) . . . .
T . : requires node# and B, to exchange classical information,
L . : as illustrated in the figure by the dotted line connecting those
ocal operations \
at the central node nodes.

Once a state close to the ideal std@gis prepared, at each
node we run computatiofifollowed by the Hadamard trans-
form. A measurement on the computational basis is then per-
formed at each node. NodBs report their outcomes to node
A by broadcasting one bit of information and the overall
parity of the reported bits, and the outcome at nédeés

Node A calculated atA. This will give a bit value of 0 or 1 with
Node BI probabilities p,(¢) and 1—p,(¢$). The procedure is re-
o > peatedR, times and gives an estimation @fwith precision
VA
éz:dpz—pz, 9)
FIG. 1. Experimental setup for performing a distributed quan- — \/R—2
tum computation among three nodes sharing an entangled state. dé

whereAp,=p,(1—p,). In generale, will depend ong and
¢,. As soon as the first outcomes of the measurements are
obtained(first repetition$ the value of¢, is adjusted in or-

the first outcomes of the measurements are obtaifiest
repetitiong the value of¢p; can be adjusted in order to mini-

mize e, [5]. der to minimizee, [5].
B. Entangled states C. Comparison
Let us now assume that the initial state of theodes is In order to compare the two procedures, we impose the
an entangled state of qubits of the form condition that the precision required be the same, kg.,
L =e,=¢€. We obtain
Vi) =5(1000.... 9 +e "A111 .. ). (®) Ra(n) Apz(dp1)2 dpz)z
=2 =22 (== 10
Ry(n) ~ Ap, | de) | dg (10

Under ideal conditions, this state can be obtained as follows. . . .
The central processor at the central node genenate$ Where in this expression the phas$§g are assumeq 'to.be
Einstein-Podolsky-RosefEPR pairs and sends one member chosen independently of each other in order to miningze

of each pair to the remaining nodes. An EPR pair share@nce. the vglues OApi. aqddpi /d¢ are known, one can
between nodes and B, is referred to as thé-B; pair. In substitute this expression in E@). The value ofP,(n) will

order to obtain the state in E¢8), we pick up one of the depend on the purification procedures used in the generation

n—1 qubits at nodéA and, using it as a control qubit, we of the state(8).

apply the quantum controlledeT operation |e;)|e,)

—|e1)|e1®€y) (€,,=0,1 and® denotes addition modulo IV. IDEAL CHANNELS AND COMPUTATIONS

2) with the remaining—2 target qubits at nodd. Thenwe v consider first the simple situation in which no deco-
measure the— 2 targets in thg computational basis. At this paorance is present. In this case

stage we have already established an entangled staterof all

nodes; in order to put it into the foriti®) we simply perform 1

operationNoOT (o) at locationB, if the result of the mea- P1=5[1-cos =], (1139
surement performed @ on the qubit belonging to tha-By

pair was 1. Finally, all the nodes perform a phase-shift trans- 1

format|or_1 with angle¢2: In F|g. 1 we have depicted a setup pzzi[l—cos(nqS—nq‘)z)]. (11b
for the simplest case, involving only three processors. Once

i +
EPR pairs of the form 1/2(/0)a|0)s, +|1)a|1)s,) have been One obtainse;=1/(nRy)*? and e,=1/(nR,)"? indepen-

established between nod&$83; and AB, (via channels rep- dently of the values ofé,,. Therefore, we haveR,(n)
resented in the figure by a thick line networking the centrazll(nez) and Rz(n)zll(né)z. On the other hand. the cost

node with the other two th? central nodeA performs a  of the precomputation using the procedure described above
controlled NOT(CNOT) operation between the two qubits is simply P,(n) = (n— 1)X+ (n—2)Y, whereX is the cost of

SFOV?O' n A A __Mmeasurement of the target sending one qubit from the central node to any other node.
bit in the computational basis reduces the three-nod%e finally obtain

composite state to either the stateya(|0)|0)g |0)g,
+|1>A|l>51|1>82) (outcome Q0 or to the state C, 1((2n=3)Y+(n—-1)X+nZ
1/\/§(|0>A|0>Bl|1)52+|1>A|1)Bl|0>32) (outcome 1. In the C, n (n—1)Y+nZ

(12
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Cost Ratio and afters steps, one creates an entangled pair between
8 nodesA andB; with fidelity F<1. Let us denote by(s)
the cost required to create such a state. Once we have the
entangled pairs we use the method described atseaFig.
| 1) to create the entangled state amongrtim@des. Assuming
\ that the pairs are in a Werner-like state, the fidelity of the

\
'
]

[}

'

4 n-qubit state will beF,=F{"~Y)_ In order to estimate how
the results are affected by noise, we consider for simplicity
2 \ e 1-x,
_______________ p=Xn|¥ig{(Via| + I (14

2n

20 40 60 80 100 120 n

whereF,,=x,+(1—x,)/2". If we perform the computation

FIG. 2. Cost ratiaC,/C; as a function of the number of nodes with this state instead of the ideal one, we obtain
within the quantum network for two different sets of values of the

parameters X,Y,Z)=(100,101),(1000,10,1). Above a threshold Xn 1-X,
ny,~X/Y, the global cost of the computation is smaller when using p2=5[1— cogng—neg,)]+ > - (19
a maximally entangled input.

Therefore, to estimate the paramegexvith precisione, the
This expression implies that, forlarger than a certain value computation has to be run a number of times
Nmin,» the global cost for computation with entangled states is

smaller than the one with independent states. It can be easily 1 1-x2
checked that for (2+X+2)/(Y+2Z)>1 Ra(n)= 222 1+ y———" (16)
n 2
. 2Y+X+Z (13) which now depends orp and ¢,. We take the optimal
meY+z choice of ¢,, which gives

If the costZ is much smaller thaiX andY, andY is much
smaller thanX, the threshold value is given by the ratio of Ra(n)=——-. (17)

the costs of distributing entanglement and classical commu- nmeXn
nication. Figure 2 illustrates this behavior. and obtain the cost ratio
V. NOISY CHANNELS Cy(n) 1 (n—=1)Py(s)+(2n—=3)Y+nZ 18
We have seen in the preceding sections that the use of ~ C1(N)  nx’ (n=1)¥+nZ

entanglement is cost efficient above a certain threshold inthe (n—1)

number of nodes of a quantum network. However, this resulf @king into account that,=F,=FJ" ', we see that for a
holds under the assumption that the channels networking theufficiently high value ofn this ratio will be as big as we
nodes are ideal. In particular, this implies that ideal enPlease. This implies the existence of a vafyg,, such that
tangled stateg¥;4) can be distributed among timenodes. In ~ for n=ny,,,there is no gain in using entangled states. In fact,
reality, this will never be the case, and therefore one has té may happen that there is no gain for any value.obn the
analyze what will happen for noisy channels. While creatingother hand, the valuey, ., will depend onP(s) andFs, i.e.,

the statdW,4) (using, for instance, the protocol exemplified ON the specific purification procedure. Besides, as before,
in Fig. 1), there will be errors. The state will no longer be a there will be a valueny,;, such that ifne [Ny, ,Nmaxl then
pure state, but will rather be described by a density operatggntangled states can be cost efficient. We will illustrate these
p#|Wig){(¥i4|. The closeness of this state to the ideal one ideatures for some specific purification protocols.

measured by the fidelitif o=(W4|p| ¥;y). This means that

the number of repetition®R,(n) required to perform the A. Purification scheme 1

computation to a prescribed precision will increésiace the Let us assume that we can create pairs between Aode
probability distribution of obtaining the right outcome be- (. qntral nodgand nodeB, (i =1 n—1) with fidelity Fq

| LR | .
comes worse On the other hand, one may use entanglemen&or simplicity we assume that they are in a Werner state. We

purification in order to increase the valuefef and therefore  nqjder that local operations are perfect, and therefore one
to reduce the number of required repetitions. However, thigo, se the purification procedures of Ré87]. One can
requires a higher precomputation c&5{(n). In this section  gaqjy show that aftes successful purification steps the fi-
we analyze this problem for two different purification proto- delity will be

cols, specially suited for different situations. In order to fo-

cus on the role of noise along the channels, we will assume Fs<1-(2/3)%1-Fy)ep. (19

that all local operationgboth the ones required for the es-

tablishment of the entangled states and the ones involved im order to calculatéy(s) we note that to obtain one pair of

the computation at each ngdare error free. fidelity F one uses up at leasf2! pairs, and performs in
We assume that using a two-qubit purification protocoleach of them at least one operation. Therefdpg(s)
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=25"1U, where nowU denotes the joint cost per used pair. ~Cost ratio
Upon substituting these expressions in Ef) we see that,

. 1.6

unlessU is much smaller than the other costdgy=1, there
is no gain at all in using entangled states. 14
B. Purification scheme 2 1.2

We will evaluate now the cost associated with precompu-
tation when the nodes are networked via photonic channels
[8]. As in the previous scheme, the maximum fidelity result-
ing in this casefF, approaches 1, with the numbsrof 0.8
purification steps exponentially fast,

000 1200"

Fe=1-a%1—Fy), (20)
FIG. 3. Cost ratio as a function of the number of nodes for a

wherea<1 is a constant. In this scheme the cost of estabphase estimation problem. The dotted line corresponds to the case
lishing one entangled palPo(s)=bs is proportional to the when dephasing-type decoherence takes place during the computa-

number of steps. Substituting these quantities in @@, tional process. The net_e_ffect is that the domgln where the use of
. . : entanglement is cost efficient gets shrunken with respect to the case
one can see the existence of an interfa},i,,Nmaxl N

. - ] of error free computation, represented by the solid line.
which the use of maximally entangled states is more conve-

nient with respect to uncorrelated ones.

This purification protocol is more efficient than the previ- 1 e—coS(p— 1)
ous one sincd?, does not scale exponentially with The Rl_E SinA(d— &y) (23
reason for this scaling law in the purification scheme 1 is that
one discards one pair at each purification step, which makes o
it very ineffective. Therefore, it is more desirable to use alimes with independent processors and
purification scheme giving a finite yield, such as the hashing
or breeding methodg9]. Moreover, the purification proto- . 1 e®9%—F2co(ndp—ne,) 24
cols used here are just based on the ones developed for two 27 2.2F2 SiP(NG—neby)

qubits, which lead to the exponential dependencg ofi n.
By using ideas similar to the ones developed for quantum

repeater$10], it may be possible to improve this exponential imes when a maximally entangled input is distributed
dependence. among then nodes. The relative cost of both procedures is

no longer¢ independent. Following the argument presented
in the preceding section, we select the controllable phases
VI. NOISE IN THE COMPUTATIONAL PROCESS ¢1, in both procedures in such a way that the measured

Let us how assume that at each node the computatioﬂhase approaches/2, when dealing with uncorrelated in-
itself is not error-free but dephasing-type decoherence jouts, andwm/2n, when one uses entangled states. Therefore,

present at a ratg; namely, a random phase is introduced jn We can write
front of the componenitl) of the qubit with probabilitye ™ 9"
at time t (notice that if one considers a quantum-optical 1

implementation, the results that we will present in the fol- Rlzgezgt“v (25
lowing hold also in the presence of spontaneous emigsion
When measured in the computational basis, the bit value 0
will now be obtained with probabilitief3] while
1 —gt R,= ! 2ngt; (26)
p1:§[1_005{¢_¢1)e c], (21 Z_nzezee :
when dealing with independent processors, and The cost ratio is then given by
F 1-F C, C,
——r1— _ —ngt, - 4 _ Q29t(n—-1)| —<
p2=5[1-cosng—ndy)e "e]+——, (22 c, & (c ) R (27)

1/ g-0

in the case of maximally entangled nodes of the fé8nIn  As can be seen from Fig. 3, the effect of dephasing-type
the above equatiors is the time required to perform com- decoherence is negligible in the lingt.<1/n. The net ef-
putationC and will be regarded as a fixed parameter in thefect of decoherence during the computational process is a
comparison of the two schemes. To achieve resolutitime  further reduction of the domain where the use of entangle-
computationC must be performed ment is cost efficient, being,;,(9# 0) <Ny, (g=0).



4254 CIRAC, EKERT, HUELGA, AND MACCHIAVELLO PRA 59

VIl. CONCLUSIONS €[Nmin.Nmax]- We have illustrated this for the case of phase

estimation. The values of,,;, andn,, crucially depend on

In summary, we ha\_/e |nt.rodl.Jce_d the notion of a 9enenGy o purification protocols used to establish therocessor
cost of physical operations in distributed quantum computa-

. ' . - entangled states, as well as on the presence of decoherence
tion. This parameter allows us to quantify the efficiency of a . .

. ; rocesses during the computation.
guantum computation that can be run separately on differert
guantum processors belonging to a quantum network. Previ-
ous work[1,11] has shown that the use of entangled states
could be advantageous for certain computations. However, it We are grateful to C. H. Bennett, L. Hardy, R. Jozsa, N.
was not obvious that the cost of generating entanglement drutkenhaus, M. B. Plenio, S. Popescu, and S. van Enk for
the inclusion of noise during the computational processhelpful discussions. This work was supported in part by the
might not nullify their advantage. We have shown that undefEuropean TMR Research Networks ERP-4061PL95-1412
certain circumstances a quantum network supplied with @and ERP-FMRXCT96066, Hewlett-Packard, The Royal So-
maximally entangled input results in a smaller global cosftciety of London, and Elsag-Bailey, a Finmeccanica Com-
than the one required when dealing withindependent in- pany. S.F.H. acknowledges support from DGICYT Project
puts, provided thatn belongs to a given intervahn No. PB-95-0594Spain and The Leverhulme Trust.
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