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Charge states and energy loss of 300-MeV/u U731 ions channeled in a silicon crystal
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We have studied the emerging charge statesqout and energy loss of 300-MeV/u U731 incident ions trans-
mitted along â 110& axis of a 120-mm-thick Si crystal. The emerging charge state distributionFC(qout) for
well-channeled ions is governed mainly by electron impact ionization~EII!. The corresponding EII cross
sections were obtained by fitting the experimentalFC(qout) with Monte Carlo simulations. ForM shell
ionization, they were found to be twice larger than those given by the binary encounter dipole approximation.
The measured energy loss spectra were also compared to Monte Carlo simulations. The mean values and
widths of these spectra increase withqout , reflecting the increase of the stopping powerS with increasing
transverse energyE' . The measured stopping for channeled ions with frozen charge state 731 and for
nonchanneled ions with charge state close to 901 is in good agreement with theoretical estimates. Owing to
the very high ion velocity, there is a significant contribution (25%) to the stopping from Si-L shell excitation
even for the best channeled ions. The width and the asymmetrical shape~skewnessm) of the energy-loss
spectra depend strongly onqout(m.0 for very well-channeled ions,m,0 for poorly channeled ions!. For
well-channeled ions, energy-loss spectra were reproduced by Monte Carlo simulations with theS(E') curve
extracted from fitting the mean energy losses.@S1050-2947~99!01604-2#

PACS number~s!: 61.85.1p, 34.80.Dp
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I. INTRODUCTION

Channeling of swift ions allows detailed investigations
energy loss and other atomic-collision processes such as
ization, excitation, and capture for such ions, under restric
impact parameters. In particular, by a selection of partic
with low transverse energyE' , one may suppress all atom
processes involving the target nuclei, such as mechan
electron capture~MEC! and nuclear impact ionization~NII !,
and to some extent one may isolate the contribution of
lence electrons from that of core electrons for processes
as ionization, excitation, capture, and energy loss. Parti
with well-definedE' may be selected in various ways. On
can take advantage of the fact that, for ions of given veloc
v and charge stateq, the energy-loss spectrumg(DE) of the
channeled beam is broad, reflecting the dependence o
stopping powerS(E') on transverse energyE' @1#. TheE'

selection is here performed through a selection in ene
loss. This procedure may be used in experiments with
coming bare or nearly bare ions at high energy: in this ca
the dominant charge exchange process is target electron
ture @radiative electron capture~REC! @2#, dielectronic re-
PRA 591050-2947/99/59~4!/2813~14!/$15.00
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combination@3#!, but the corresponding cross sections a
small enough to ensure that the charge state of an ion in
crystal is nearly constant and depends little on its transve
energy. Another method was applied in planar channe
experiments@4#, where theE' discrimination was obtained
through a selection of particles with well-defined oscillati
wavelengths. A third method was used in@5#, where theE'

discrimination was performed through a selection of t
emergent charge stateqout . This method is particularly at-
tractive when the initial charge stateqin of the ion is much
lower than the equilibrium charge state, leading to a bro
emergent charge state distributionFC(qout). The charge ex-
change processes are here dominated by the ionization o
projectile by the target electrons@electron impact ionization
~EII!# with an efficiency that increases with the mean e

countered electron densityr̄e(E') and hence withE' . In
particular, if FC(qout5qin)!1, selection of the frozen
charge stateqout5qin can be used to select particles wi
very low E' .

Our previous experiments at GANIL@5# are here ex-
tended to higher energies and heavier ions by usin
2813 ©1999 The American Physical Society
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2814 PRA 59D. DAUVERGNE et al.
300-MeV/u uranium beam transmitted through a silic
crystal. The value of the Bohr parameterk:

k5
2Z1vo

v
52

Z1

137b
~1!

corresponding to 300 MeV/u bare uranium ions isk.2,
i.e., greater than unity; a classical approach to calculatio
energy transfers to target electrons is thus permitted@6#.

The principal aims of the experiment presented in t
paper are~i! to deduce EII cross sections fromFC(qout)
measurements for very highZ ions, for which simple pertur-
bation treatments are questionable even at high veloci
~ii ! to obtain experimental energy loss spectra as a func
of qout for comparison with semiclassical calculation of e
ergy loss in channeling.

Our results on EII will be compared to various theoretic
predictions and to other measurements, in particular to th
of Claytor et al. @7#, who also performed channeling me
surements with uranium ions at similar energies, but us
nearly stripped incident ions. More generally, an extend
review of charge exchange processes for heavy ions in c
neling was recently given by Krause and Datz@8#. In this
review, the EII results obtained by channeling and by ot
methods such as electron beam ion trap~EBIT! are compared
to theory.

In Sec. II we describe the experimental setup that allo
charge state and energy analysis of the transmitted ion
Sec. III we present our experimental data that include cha
state distributionsF(qout) and energy loss spectra for give
qout , g(DEuqout). In Sec. IV we describe a simulation cod
that enables us to calculate bothF(qout) and g(DEuqout).
The comparison of simulated and measured profiles is
sented in Sec. V and the results are compared to theore
calculations.

II. EXPERIMENT

We have used relativistic uranium ion beam
@Z1592, M15238, Eo5300 MeV/u, i.e., b5v/c50.654
and g5(12b2)21/251.32] with qin573. The thicknesst
5120 mm of the silicon (Z2514) single crystal target alon
the ^110& axis was large enough to ensure a broad emerg
charge state distributionFC(qout) ~i.e., a goodE' selection!
and measurable energy loss distributions for each emer
charge state.

The experiment was performed at the heavy ion synch
tron SIS at GSI~Gesellschaft fu¨r Schwerionenforschung
Darmstadt!, which provided a 300 MeV/u U731 beam. The
projectiles were injected into a high-resolution magne
spectrometer~fragment separator FRS@9#!, which consists of
four ion optical stages each having one dipole magnet,
quadrupole magnets, and four hexapole magnets. The
two stages were used to prepare a beam of small ang
divergence~see Fig. 1!, which is a most important paramete
in the experiment. The spot size on the silicon crystal was
the order of 10315 mm2. This large spot size was a nece
sary consequence of the optimization of the beam ang
divergence. It had, however, minor influence on the exp
mental results as the rather thick silicon single crystal w
large (20-mm diameter! and x-ray topography measuremen
of
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indicated negligible misalignment or mosaic spread. T
beam intensity from SIS was typically'106 ions per second.
After charge and emittance selection by slits, it was'102

ions per second on the crystal. The beam dose was calibr
and monitored using a scintillator outside the vacuum s
tem, which measured secondary radiation due to the frac
of U ions hitting the slits.

The Si crystal target was mounted on a remotely c
trolled, high-resolution, three-axis goniometer designed
ultrahigh vacuum, placed atS2 , which could be moved with
an accuracy of 0.01mrad. In the focal planes after the th
and fourth stages of the FRS, the charge state distribu
was measured using multiwire chambers@multiwire propor-
tional counter~MWPC!# in S3 and S4 . The wire chambers
were used to determine the integral, position, and shap
the peak of a specific exit chargeqout state, giving informa-
tion on the emergent charge state distribution, energy l
and energy loss straggling. The correspondence betwee
positionw ~in mm! on the MWPC and the longitudinal mo
mentump of the particles, which depends on the measu
rigidity Br (B, magnetic field;r, bending radius!, is given
by the dispersionD ~in mm! via Dp/p5Dw/D for our ion
optical setting. In the FRS, one hasD351380 mm~for S3)
and D459530 mm~for S4). The charge state distribution
were measured atS3 and energy loss spectra atS4 . The
variationsDp of momentum and variationsDE of energy are
related by DE/E5(11 1/g)Dp/p51.756Dp/p, which
gives DE450.0553 MeV/u and DE350.38 MeV/u for
Dw51 mm, respectively, inS4 andS3 .

The alignment of the crystal for̂110& channeling was
achieved either by maximizing the frozen charge state 71
yield or by minimizing the 901 emerging charge state yiel
~these yields were measured using a scintillator placed a
the MWPC inS4 , in relation to the monitor scintillator nea
S1). In reality, the observation of the frozen charge st
yield gives here a much more precise alignment than gi
by the observation of the 901 charge state yield~see Sec.
III !.

III. EXPERIMENTAL RESULTS

In Fig. 2 we present the measured yields of the emerg
charge statesqout573 ~frozen! andqout590 as a function of
the tilt anglewo between the beam direction and the^110&
axis. The angular distribution of the 731 ions is very nar-
row, with a half width at half maximum ofC1/2

731

50.11 mrad. The observed angular scan for 901 emergent
ions is dominated by particles with high transverse ener
which were mostly ionized by close encounters with tar
nuclei ~NII !. The half widthC1/250.285 mrad of the 901

FIG. 1. Schematic layout of the experimental setup for chann
ing studies at the fragment separator FRS.
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scan is thus, of course, larger than that of the 731 scan.C1/2
is clearly related to the transverse energyE'c required to
approach atomic strings at a distance of the order ofr th , the
2D rms of the thermal displacements of atoms perpendic
to the strings:EC1/2

2 .E'c.Us(r), Us being the string po-
tential. The value of the Lindhard relativistic critical ang
@10# c15A4Z1Z2e2/pvd is 0.39 mrad. Thus, we find a
value C1/250.73c1 , somewhat smaller than extrapolate
from numerical simulations@11# for a trial charge in silicon
at room temperature, which givesC1/250.85c1 . An upper
limit of the critical transverse energyE'c

731 to emerge in the
frozen charge stateqout573 is related toE'c by E'c

731

5(C1/2
731/C1/2)

2E'c.0.15E'c . In fact, C1/2
731 is mainly de-

termined by the beam angular divergence, as will be dem
strated in Secs. IV and V, and thusE'c

731 is certainly signifi-
cantly smaller than this upper limit. The particles emerg
with qout573 are very well-channeled ions, butE' selection
throughqout is less accurate than that in Ref.@5#: the qout

FIG. 2. Variations of the intensities of emergent charge sta
qout5qin573 ~closed triangles! andqout590 ~open triangles! as a
function of the anglewo between the beam and the^110& axis of the
Si crystal~lines through the points are drawn to guide the eye!.
ar

n-

g

573 ions, which represent 3.8% of the emergent beam,
not all hyperchanneled~see Secs. IV and V!. The minimum
yield of the 901 scan is.5%. This is somewhat highe
than the.2% yield obtained in Monte Carlo calculations b
Barrett @11# or measured with MeV light ions on the sam
crystal and axis@12# for close encounter events. This may b
explained, at least partially, by the fact that NII is not t
only process forqout590 production; the binding energy o
theL electrons of uranium isBL.20 keV ~it depends on the
charge state! and the maximum energy transfer in a clo
encounter EII process is.Eme /MU5164 keV. Hence, EII
alone may produce 901 uranium ions. Another importan
contribution to the 5% minimum yield comes from tails
the incoming beam angular distribution and to dechanne
~see Sec. IV!.

Typical spectra measured with MWPCs atS3 andS4 are
shown in Fig. 3. In Fig. 3~a! we show the charge state dis
tribution FC(qout) at S3 (73<qout<77) with the qout
573 peak at the center. Figures 3~b! and 3~c! show the spec-
tra for qout573 measured atS4, respectively, with and with-
out the silicon crystal. In Fig. 3~d!, we show a spectrum fo
rather poorly channeled ions (qout583); the peak is broade
than forqout573 reflecting larger energy loss fluctuations

The measured emergent charge state distributions
given in Fig. 4, for^110& aligned and random orientations
The distributions were obtained by measuring sequenti
the intensity of three neighboring peaks for which the tra
mission from the Si crystal atS2 to the MWPC atS3 was
equal to 1. In the random case, the narrow distribut
FR(qout), centered aroundqout590, does not correspond t
equilibrium: the target is not thick enough, considering t
very small capture cross sections~MEC, REC! for the rela-
tivistic uranium ions studied. A tail towards low charg
states, representing about 3% of the total beam is obse
and we attribute this to planar channeling effects.

The aligned distributionFC(qout) is broad, as expected
reflecting the influence ofE' on qout . The upper region

s

FIG. 3. Spectra measured with MWPCs atS3 andS4 . ~a! Charge state distribution atS3 for 73<qout<77. ~b! qout5qin573 peak atS4

with the crystal.~c! qout5qin573 peak atS4 for the direct beam.~d! qout583 peak atS4 .
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2816 PRA 59D. DAUVERGNE et al.
(qout*87) of FC(qout) corresponds to very poorly chan
neled, nonchanneled, or dechanneled ions. This region
tains about 10% of the distribution. Dechanneling alone c
not explain this rather high value, which is mainly attribut
to the angular spread of the incoming beam~see Sec. IV!.

In Fig. 5 the mean energy lossesDE(qout), measured
with the MWPCs, for̂ 110& alignment, are plotted as a func
tion of emergent charge stateqout together with random val-
ues measured forqout589 to 92. The increase ofDE with
qout arises~i! from the increase withqout of the mean charge
state qav(qout) of the particles inside the target. Her
qav(qout) is defined in such a way that the mean ene
lossesDE(qout) scales approximately asqav

2 (qout) @see Sec.
V B, Eq. ~7!# ~ii ! from the increase ofE' with qout and the
increase of stopping powerS with E' . Hence, the ratio
DE(qout)/qav

2 (qout) ~also represented in Fig. 5!, gives the
influence of the transverse energy on mean energy loss. A
Ref. @5# for Xe ions, the mean energy loss in the random c
is lower than theDE(qout) value obtained under channelin
conditions for very high transverse energies~here qout

FIG. 4. Charge state distributions obtained for U731 incident
ions at 300-MeV/u after transmission through a 120-mm-thick Si
crystal, for alignment along thê110& direction @FC(qout), closed
circles# and for random orientation@FR(qout), closed triangles#.
The solid lines correspond to Monte Carlo calculations~see Sec. V!.

FIG. 5. Mean energy lossDE(qout) measured with the wire
chamber atS3 as a function of emerging charge stateqout for U731

incident ions transmitted in̂ 110& alignment conditions~open
squares!. The mean energy loss for random orientation and for
<qout<91 are also shown~open triangles!. The closed squares an
triangles correspond to a reduced mean energy
DE(qout)qin

2 /qav
2 (qout) using the calculated mean charge stateqav

in the target~see Sec. V!. The solid lines are the results of th
Monte Carlo calculations.
n-
-

y

in
e

>89). This is a ‘‘shoulder effect’’: due to blocking by
planes, particles with high transverse energy spend a la
part of their path close to the target nuclei than particles w
random trajectories. The angular divergence of the beam
ing very small, even the measurement for the random in
dence is not comparable to a measurement performed o
amorphous silicon target since channeling phenomena
not be completely suppressed. This is obvious when one c
siders the shape of the energy loss spectrag(DEuqout). The
full width at half maximum ~FWHM! L1/2(qout) of the
g(DEuqout) spectra is shown in Fig. 6. These FWHM valu
have been corrected for the distribution without the crys
~see Fig. 3!, using a simple quadratic procedure. One o
serves an increase of the energy straggling withqout for
similar reasons as forDE. For the random measurement, th
fluctuations are much larger than calculated by Monte Ca
simulations, whereas the mean value compares reason
well with theory or compilation of experimental results~see
Sec. V!. In Fig. 7, we present the asymmetry figurem1/3

5(m3 /s3)1/3 (m is the skewness,m3 is the centered third
order moment, ands the standard deviation! of the energy
loss spectra as measured with the MWPCs atS4 . Due to the

9

s

FIG. 6. FWHM of the energy-loss spectrag(DEuqout) as mea-
sured by the wire chamber atS4 , as a function of emergent charg
stateqout for ^110& alignment ~closed squares!, and for random
orientation (qout590, closed triangle!. All of the data have been
corrected for the resolution. The lines correspond to the Mo
Carlo calculations: calculated FWHM~solid line!, 2.355V ~dotted
line!, whereV2 is the calculated variance.

FIG. 7. Asymmetrical figurem1/35m3
1/3/s of the energy loss

spectrag(DEuqout) as a function of emergent charge stateqout in
^110& alignment. The points~closed squares! correspond to mea-
surements made at the wire chamber inS4 . The Monte Carlo cal-
culatedm1/3 is represented by the solid line.
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PRA 59 2817CHARGE STATES AND ENERGY LOSS OF 300-MeV/u . . .
very large uncertainties in the experimental results, only
qualitative behavior ofm1/3 should be considered. One ob
serves clearly a sudden change in the sign ofm between
qout578 (m.0, tail toward high energy losses! and qout
579 (m,0, tail towards low energy losses!. For qout,78
one may considerg(DEuqout) as made up of a peak corre
sponding to well-channeled ions plus a tail corresponding
particles with higherE' whereas forqout.79, g(DEuqout)
consists of a peak corresponding to poorly channeled
plus a tail corresponding to rather well-channeled io
which have a finite probability to go out withqout.79. This
behavior was a useful guide in our simulations.

IV. MONTE CARLO SIMULATIONS

Simulations based on the calculation of ion flux distrib
tion inside the crystal were used to calculate the emerg
charge state distributionsFC(qout) and energy loss spectr
for a given exit charge stateg(DEuqout). Less complex
Monte Carlo simulations were used to simulateFR(qout) and
g(DEuqout) corresponding to the random orientation. Simi
simulations were already used and are described in Refs@5#
and@2#. We will only describe the most important features
the model.

For calculation time reasons, the simulations~for channel-
ing or random cases! are not full Monte Carlo simulations
i.e., successive atomic collisions are not explicitly calculat
One consequence is that the behavior of ions with very h
E' is not very well described because shoulder effects
not reproduced.

A. Calculation of the particle flux: Variations of the transverse
energy with depth

An ion penetrating the crystal with energyEo is given an
entrance positionrW0' ~uniformly distributed in the transvers
plane!, and an entrance anglec5co1dc, which is distrib-
uted according to the beam angular distributionhb(dc)
around the mean incident direction at anglec0 to a ^110&
axis. The precise knowledge ofhb(dc) is crucial. Overall
agreement between calculations and experimental resu
found whenhb(dc) is assumed to be the sum of a Gauss
with a 1D rms deviation of 0.075 mrad~i.e., 0.0753A2
50.105 mrad for the 2D distribution! and a much wider
Gaussian distribution (1D rms 0.20 mrad), which conta
20% of the incident ions. Such a decomposition was nec
sary in order to reproduce the narrow angular scanqout
573 of Fig. 2 and the emergent beam charge state distr
tion FC(qout) of Fig. 4, for qout*80.

Particles are assumed to move in the continuum tra
verse potentialU calculated in Ref.@5# for the ^110& axis of
Si, corrected near the strings for thermal vibrations of
crystal atoms by using the single string potential of Ref.@13#.
Statistical equilibrium is assumed for the transverse mot
and hence, a particle of givenET has a uniform probability to
be at any point in the accessible area of the transverse p
A'(E') @10#. This is true only sufficiently far from the crys
tal entrance since the incoming ions keep a ‘‘pha
memory’’ at the beginning of their path@11# over a charac-
teristic path lengthL. In our case, the crystal thicknesst
5120 mm) is much greater thanL'6 mm and one may
e
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consider that statistical equilibrium prevails throughout t
crystal ~the L value was estimated from the Monte Car
calculations of Barrett@11# and from the scalingl/2
'dn /cc @14# for the oscillation lengthl of close encounter
yield due to neighboring strings at distancedn). However,
channeling with respect to planes introduces a more st
division of the transverse phase space of axially channe
particles into planar channeled and blocked trajectories,
spectively@15#. This division is responsible for shoulder e
fects like the increase of the stopping power above the r
dom value and the increase of energy loss fluctuatio
which was not taken into account in the simulation.

Multiple scattering, which tends to increase the transve
energy, is taken into account. The changes inE' result from
multiple scattering on target electrons and on screened ta
nuclei. A good estimate of the contribution of target ele
trons to multiple scattering can be obtained following Bon
erupet al. @16#, from the mean energy loss of these partic
in the crystal. According to@16#, the 2D variancedwe

2 of the
angular distribution for a given pathdx is

dwe
25

me

M1

dEclose

E
, ~2!

whereme is the electron mass anddEclose is the mean en-
ergy loss corresponding to close collisions with target el
trons; roughly,dEclose5

1
2 dE. If dx is small enough to en-

sure a quasiconstant value of the transverse positionrW' and
of the anglewW of the trajectory with respect to the axis, th
corresponding increasedE' in transverse energy is given b
E(wW 1dwW e)

22Ew2, wheredwW e is a random deflection angl
with variance given by Eq.~2!. In what follows, the trans-
verse energy will be systematically normalized to the u
charge and we then write:

qindE'5E~wW 1dwW e!
22Ew252EwW •dwW e1Edwe

2 . ~3!

This contribution todE' by electron multiple scattering is
taken into account in the Monte Carlo simulations.

Over the target thicknesst, using the typical valueDE
51 MeV/u for channeled ions~see Fig. 5!, the contribution
of the quadratic term in Eq.~3! is EDwe

2/qin55 eV. This
can be compared to the critical transverse energyE'c

5Ec1
2/qin5150 eV. The mean value of the nonquadra

term in Eq. 3 is null. Thus, this term contributes only to t
transverse energy spread.

For the contribution to dechanneling of screened tar
nuclei we used the treatment proposed in Ref.@10# and de-
veloped in Ref.@17#. As for multiple scattering in a random
medium, dechanneling by target nuclei for a given crys
and axial direction scales approximately asZ1 /E @10#. If, for
example, one considers the experimental backscattering
sults of Ref.@12# for light ions along â 110& axis of silicon,
the reduced path lengthZ1x/E for reaching a close encounte
yield equal to 10% of the random yield is 2.7mm MeV21,
which givesx.2 mm in our case: dechanneling by targ
nuclei is thus small in our 0.12-mm-thick target.

When the transverse energy of a given ion exceed
valueE'max.E'c we assume that the ion is no longer cha
neled~the code is in any case not able to describe partic
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2818 PRA 59D. DAUVERGNE et al.
with very highE' correctly!. If this occurs at depthx with a
charge stateq, it is necessary to calculate the charge st
distribution of such an ion after traversing a random silic
target of thickness t2x and with initial charge
q: FR(qoutuq,t2x). This was done once, using the co
ETACHA @18# for 73<q<92 and various thicknessesx.
Above a threshold value of 140 eV we found that the va
of the parameterE' had no influence on the results. Th
curves presented in Sec. V were calculated withE'max
5160 eV; consequently, 3% of the beam was considere
random atx50.

We show in Fig. 8 the transverse energy of the incom
beam, of the emerging beam, and of the 3.8% fraction of
emerging beam, which corresponds toqout573. This figure
illustrates the influence of dechanneling on the overall be
It also shows that this influence is very small for we
channeled particles emerging withqout573.

B. Charge exchange

Ionization and capture processes induced by target e
trons ~EII, REC! and by target nuclei~NII, MEC! are in-
cluded in the simulations as well as excitation by electro
and nuclei, radiative and Auger decay. Ionization and ex
tation are assumed to be close encounter events with a p
ability proportional to the local electron or nucleus densi
For a particle with a givenE' , the probability for target
electron-induced processes is proportional to the mean e
tron densityre(E') in A(E'). For nuclei, a cylindrical ge-
ometry around the strings was used~see @5#!. The spatial
extension of the ion electronic wave functions has nearly
effect on processes involving target electrons as the ta
electron density varies little at the scale ofK,L,M orbital
extension of uranium. For processes involving target nu
~see@5#!, a characteristic length is given by the 2D therm
vibrational amplituder50.11 Å at room temperature.

1. EII cross sections

The emergent charge state distributionFC(qout) is gov-
erned mainly by the EII processes; this means that ra
significant uncertainties in NII, excitation and capture cro
sections used in the simulations has a relatively minor in
ence on the determination of EII cross sections from

FIG. 8. Transverse energy distributions for the incident be
~characterized by its angular distribution, described by two Gau
ians, see text!, for the emerging beam and for emerging ions w
qout573.
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experiment. Conversely, it also means that the experimen
not appropriate to determine cross sections of other proce
than EII. Although reliable values of NII, MEC, etc . . . cross
sections are necessary in the simulations; some of these
rameters may be varied over a reasonable range in orde
improve the overall agreement with experimental results@in
particular FR(qout)] or to determine the precision that w
may claim on the determined EII cross sections. For the
cross sections themselves, we used theoretically calcul
cross sections as a starting point and modified them unti
optimum fit to the experiment was obtained.

For simplicity reasons, all cross sections were avera
over subshells in a given shelln. This is a fair approxima-
tion, as the main information that we reach is the EII cro
section forM shell ~see Sec. V A 1!. In Sec. V A, the fitting
valuessn f it

EII , corresponding to EII inn shell will be com-
pared to available theoretical predictions and to other exp
mental results. We now discuss the cross sections~other than
EII! used in the Monte Carlo calculations.

2. NII cross sections

The NII cross sections were calculated in the plane w
Born approximation~PWBA! as described in Ref.@18#, us-
ing screened hydrogenic wave functions for the initial a
final states of atomic electrons. The calculated NII cross s
tions sn

NII per ion electron in shelln and per target nucleu
are presented in Table I. They are two to three orders
magnitude higher than the correspondingsn

EII values. In par-
ticular, for the outer shells (n.2), the ratiosn

NII /sn
EII is

close to the square of the Si nuclear charge. Thus NII co
pletely dominates for random ions, which shows that ch
neling is absolutely necessary to obtain information onsn

EII .

3. REC and MEC cross sections

REC cross sections for fully stripped ions were calcula
according to the Bethe-Salpeter formula@19# and are given
in Table I.

For MEC, we used two sets of cross sections. One set
calculated in the continuum distorted wave~CDW! approxi-
mation@20# using the code of Gayet@21#. The other set was
calculated@22# in the simpler relativistic eikonal approxima
tion @23,24#. The influence of the population of shells an
subshells was taken into account by using the procedure
gested in@18#, according to which the capture cross secti
to a given subshell is assumed to be simply proportiona
the number of available vacancies.

4. Excitation cross sections

Cross sectionssn
Exc for excitation by target nuclei were

calculated by Salin@25# for n<3 using the PWBA approxi-
mation. Excitation cross sections forn.4 shells were ex-
trapolated using a 1/n3 scaling. Thesn

Exc values are in the
range 10225 to 10222 cm2. The excitation cross sections b
target electronsse

Exc were calculated from the excitatio
cross section by target nuclei assuming aZ2

2 scaling law.

5. Recombination processes

For an ion in a solid, intrashell mixing takes place and t
mean life t of an excited state is mainly governed by th

s-
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TABLE I. Theoretical cross sections averaged over subshellss th ~in barns! ~for EII cross sections, the
indexY refers to Younger@33#, S to Scofield@43#, F to Fonteset al. @36#, andKim to calculations performed
by @35# using the BED model of Kim and Rudd@34#!. The cross sectionss f i t leading to the best overal
agreement with the experimental results are expressed as a function of thes th .

Shell n s th
MEC s th

REC s th
NII s th

EII

1 17.8 71 600 0.6Kim, 0.6Y, 1.24F

2s:15.3
2 14.8 5.93103 18Kim, 19Y, 36S

2p:45.8
3s:5.5

3 3p:16.6 4.3 1.63104 76Kim, 48Y

3d:27.7
4 30 1.8 3.23104 170Kim

5 19 0.9 5.43104 320Kim

1–5 s f i t
MEC50.5s th

MEC s f i t
REC5s th

REC s f i t
NII51.33s th

NII s f i t
EII5(1.960.4)3sKim
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fastest transitions, i.e., electric-dipole transitions@26#. We
used the tables of Omidvar@27# that give the transition prob
abilities and branching ratios for electric-dipole transitio
between levels of hydrogenlike atoms, using the 1/Z1

4 scaling
~typical t values are between 10217 and 10214 s). In the
Monte Carlo code, Auger decay was taken into account
transitions fromM to L shell only. The fluorescence yiel
~i.e., the probability of radiative decay! is r F50.42@28# for a
filled M shell ~and at least a vacancy inL shell!. For a given
numberm of M electrons (1<m<18), r F(m) was calcu-
lated by assuming that the probability for Auger decay
proportional tom(m21) and the probability for radiative
decay is proportional tom.

In our experiments, the dominant charge exchange p
cess is ionization: capture and recombination processes
a relatively minor influence on the charge state distributio

C. Energy loss

For the simulation of energy loss spectra, if one assum
statistical equilibrium, the only needed function isS(E')
that is an averaged value over the accessible transverse
A(E') of the stopping powerS(rW') for an ion at positionrW'

in the transverse plane. We impose the asymptotic beha
at largeE' to be

S~E'!5SRF12a expS 2
E'd

Z2e2D G , ~4!

whered is the interatomic distance along the^110& axis and
a an adjustable parameter;SR is the stopping power for very
largeE' , i.e., for random orientation. Expression~4! may be
derived using the hypothesis of statistical equilibrium a
the string potential Us(R). (Z1Z2e2/Ed)ln(113a2/R2)
~wherea is a screening radius! derived by Lindhard@10#. We
assumed aq2 dependence ofS(E') with the charge state
(73<q<92). This is reasonable, owing to the ion veloci
and to the restricted spatial extension of the orbitals of u
nium ions ~see Sec. V B 2!. Hence, one can write, for in
stance,S(E' ,q)5S(E' ,qin)3qin

2 /q2. In the following, we
essentially useS(E' ,qin), whereqin573.
r
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For channeled particles, the energy loss spectra
mainly determined by the shapes of theE' distribution
g(E') and ofS(E'). At given E' , one must consider fluc
tuations in energy loss, which arise from fluctuations
charge stateq and from fluctuations in energy transfer
individual electronic collisions. The fluctuations inq are
taken into account in the simulations through aq2 depen-
dence of the stopping power. In order to calculate the v
ancedVT

2 associated with the statistical variation in the e
ergy transfer in successive collisions with electrons, we u
recent theoretical@29# and experimental@30# results. At rela-
tivistic velocities, dVT

2 for a path lengthdx may be ex-
pressed as

dVT
254pq2e4redxg2X5dVB

2g2X, ~5!

wherere is the mean electron density experienced,dVB
2 rep-

resents the nonrelativistic free-electron Bohr result@6#, andX
accounts for departure from the Rutherford scattering law
our case, from@29# and @30# one findsX.1.7. An upper
limit for VT , which should correspond to the random case
VT50.031 MeV/u usingq592 andre514 electrons per
atom.

All of these contributions to energy loss fluctuations a
taken into account in the Monte Carlo calculation to co
struct theg(DEuqout) curves.

D. Simulations for random orientation

In order to calculate the charge state distributio
FR(qout) and the energy loss spectrag(DEuqout) for random
orientation, we used a special random code. In this prog
the ion history is described as a succession of binary co
sions on homogeneous, randomly distributed atoms or
lence electrons. There is, of course, noE' dependence in the
random code. As in the channeling code, the individual
teractions leading to energy loss are not described. Howe
charge-changing events are simulated and hence the
contribution to energy loss fluctuations is fully included.
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FIG. 9. Experimental angular scans~closed squares! of the fraction of emergent charge statesqout573, 76, 80, and 82 as a function o
the angle between the beam and the^110& axis of the Si crystal. The solid lines correspond to Monte Carlo calculations.
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E. Fitting the experimental results

The experimental emergent charge state distributi
FC(qout) and FR(qout), respectively, for̂ 110& channeling
and for a random orientation, together with the energy l
spectrag(DEuqout), were fitted at the same time to ensu
self-consistency. In order to limit the number of free para
eters, we assumed in a first step that the ratios between t
retically calculated cross sections given in Table I cor
sponding to the different shells~for example,s1

EII /s2
EII)

were reliable. In addition, excitation cross sections, R
cross sections~which play a minor role here!, and decay
probabilities were held fixed at their theoretical values. T
adjustable parameters were then the scaling factor for the
cross sections, the widths and proportion of the two Gau
ians describing the incident beam angular divergence~see
Sec. IV A! and the curveS(E').

The Monte Carlo calculations were performed consid
ing only 5 shells (n<5): capture to higher excited states
nearly always followed immediately by ionization and the
two events cancel.

V. RESULTS

A. Charge state distributions and EII cross sections

1. Charge states

Our best overall agreement leads to the solid lines in F
4. The fitting of the random curveFR(qout) is sensitive
mainly to NII and, to a lesser extent, to MEC. The fitting
the experimentalFR(qout) does not lead to a unique set
cross sections. However, it appears that the calculated
cross sections are not large enough to reproduce the la
(.55%) U901 fraction and/or that calculated MEC cros
s

s

-
eo-
-

e
II

s-

-

.

II
e

sections are too large. The theoretically calculated M
cross sections reported in Table I are those of@22# ~eikonal
approximation! for n<3 and CDW cross sections@21# for
n.3. These cross sections have a rather weak influenc
the fitting of FC(qout) obtained for^110& alignment. The
solid curve in Fig. 4 was obtained with the fitting cross se
tions given in Table I.

The fit of FC(qout) is satisfactory. In particular, the regio
of FC(qout) with a quasirandom shape, which represe
;10% of the emergent ions, is well reproduced. The reg
73<qout<80 that corresponds to;75% of the beam and
for which FC(qout) is mainly due to EII in the uraniumM
shell is very well reproduced. The quality of the fit is high
sensitive to values ofs3

EII introduced in the simulations.The
solid curve of Fig. 4 have been obtained withs3 f i t

EII 5145b
per M shell electron.

Experimental angular scans for fourqout values~73, 76,
80, 82! are shown in Fig. 9, together with the Monte Car
calculated curves. It should be noted that, although we do
use a true channeling Monte Carlo code~statistical equilib-
rium is assumed!, the calculated curves reproduce reasona
well the experimental data, considering that our main eff
was devoted to the best channeled ions, i.e.,qout573.

In order to gain more insight into the behavior of th
channeled ions, we show in Figs. 10 and 11 various par
eters given by the simulations, as a function ofqout : the
mean transverse energyE'(qout) ~per unit charge!, the mean
sampled electron densityre(qout), the mean charge state i
the targetqav(qout), and the mean number of EII and N
events per ion,NEII(qout) andNNII(qout). The definition of
qav is based on the assumedq2 scaling of the energy losses
If Li represents the total path length travelled by an ion w
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transverse energyE' in charge stateqi , the mean energy
loss in the target is

DE~E'!5(
i

qi
2S~E'!Li5qav

2 S~E'!3t. ~6!

We therefore defineqav(qout) as

qav
2 ~qout!5S 1

t (i
L iqi

2D
qout

. ~7!

DE(qout)/qav
2 (qout) is the relevant parameter to relate t

energy loss toE' .
The E'(qout) curve ~Fig. 10! gives E'(qout573)

.9 eV, whereas the map of the potentialU(rW') of Ref. @5#

shows that ions are hyperchanneled forU(rW'),2.2 eV. The
analysis of the distributionh(E'uqout573) shown in Fig. 8
demonstrates that this is the case only for 30% of the i

FIG. 10. Calculated mean transverse energyE'(qout) ~in eV,
for unit charge! and mean sampled electronic densityre(qout) ~in
number of electrons per silicon atom! as a function of the exit
charge stateqout . Calculations were carried out with the fittin
parameters leading to the solid lines in Figs. 4 and 5.

FIG. 11. Calculated mean charge state in the silicon cry
qav(qout) @as defined by Eq.~7!#, mean numberNEII(qout) of EII
events per ion, and mean numberNNII(qout) of NII events per ion,
as a function of the exit charge stateqout . Calculations were carried
out with the fitting parameters leading to the solid lines in Figs
and 5.
s

emerging withqout573. The mean electron densityre(qout
573) sampled byqout573 ions is 2.8 electrons per atom
~see Fig. 10!.

EII events ~see Fig. 11! dominate over NII events for
qout&81, which confirms that our experiment allows a pr
cise determination of thes3

EII(M shell! cross sections. How-
ever, due to the increasing role of NII, the sensitivity d
creases rapidly forqout*82. EII cross sectionss2

EII for L
shell electrons are not tested with precision and EII forK
shell electrons (s1

EII) is not tested at all. The uncertainties
the NII cross sections are not the only source limiting t
precision of the determination ofs1

EII ands2
EII for high qout

~i.e., high E'): NNII(qout) is very sensitive to the particle
flux near the strings, which is not determined precis
enough in our simulations.

We now discuss our precision on thes3
EII cross sections

determination and compare our results to other experimen
results and theoretical predictions of the literature.

2. Precision ons3
EII

The precision ons3
EII relies on~i! the experimental un-

certainties onFC(qout), ~ii ! the sensitivity of the fit to the
s3

EII values,~iii ! the various hypotheses introduced in t
simulations to describe the particle flux, mainly the assum
tion on the beam angular divergence and the hypothesi
statistical equilibrium, and~iv! the precision on the knowl-
edge of the electron density in the channel. When all para
eters are fixed except thes3

EII value, the latter one can b
varied by610% in order to remain within the error bars o
FC(qout). The beam angular divergence is determined w
precision when fitting the angular dependence of the vari
emergent charge states, particularly of the frozen charge s
(qout5qin573). Within the hypothesis of statistical equilib
rium, the particle flux in the channels is mostly determin
by the uniform distribution of the entrance impact parame
~the beam angular divergence and dechanneling effects in
duce some modifications, which are taken into account in
simulations!. We have seen above that the mean-free-p
for the establishment of statistical equilibrium (;6mm) is
;20 times smaller thant. The uncertainty ons3

EII intro-
duced both by the small uncertainty on the incident be
angular divergence and by the hypothesis of statistical e
librium is thus certainly small at the scale of 10%.

As for the mean electron densityr̄e(rW') in the transverse
plane, we have compared predictions obtained by pseud
tential calculations@31# and values extracted by Schering
@32# in order to fit the experimental x-ray form factors fo
silicon. The agreement between the two density maps is v
good for rW' such thatU(rW').10 eV. However, discrepan
cies exist near the channel center, which never exceed 3
When considering the available transverse space for fro
731 ions, the overall discrepancy between the sampled e
tron densityr̄e(E' ;qout573) obtained from@31# and @32#
does not exceed 15%. This is thus also the typical precis
on s3

EII specifically related to the uncertainties onr̄e(rW'). In
Sec. V B 2, we show that the agreement between the
trapolated stopping power at the channel center and theo
ical estimates is better than 10%. This agreement is a g
check of the theoretical predictions on energy loss, but it a

al
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indicates that ther̄e(rW') values that we introduced in ou
simulations are reliable, which comfort our confidence on
s3

EII determination. Finally, considering all sources of unc
tainties, we conclude that the overall precision on the val
of s3

EII that we determine is;25%.

3. Comparison with EII calculations

Very few theoretical calculations ofs3
EII are available in

our experimental situation. The kinetic energyEe of the tar-
get electrons in the ion rest frame (Ee5164 eV) is large
compared to the meanM-shell binding energy of uranium
(BM.10.3 keV), a situation favorable for a perturbatio
treatment. However, the presence of many electrons and
very high nucleus charge introduce difficulties, which m
lead to rather approximate results. A value can be extra
lated from Younger@33# ~nonrelativistic distorted-wave Born
exchange approximation, sodiumlike ions!, giving s3Y

EII

545 b per M-shell electron. This estimate is;3 times
smaller than the values3 f i t

EII extracted from our measure
ments. We have also compared our results to the predic
for snKim

EII of Kim and Rudd@34#, which combines the binary
encounter approximation with the dipole interaction of t
Bethe theory @binary encounter dipole approximatio
~BED!#. Calculations based on this model were perform
@35# using a relativistic Hartree-Fock Slater description
the uranium ion. The result iss3BED

EII 576 b perM-shell elec-

tron, i.e.,;1.9 times smaller thans3 f i t
EII . This is a fair agree-

ment considering the degree of approximation of the B
model for very heavy ions with many electrons. Relativis
distorted-wave EII calculations have recently been publis
by Fonteset al. @36# for the ionization ofK-shell H-like and
He-like uranium ions, for an electron energy (Ee
5198 keV) close to ours. These calculations show t
when the generalized Breit interaction is taken into acco
@distorted wave Breit approximation~DWB!#, the cross sec-
tion s1FBreit

EII calculated is;1.5 times higher than predicte

when only taking into account the Coulomb interaction b
ween bound and free electrons.s1FBreit

EII is found ; twice

higher than the values1Y
EII obtained from Younger@37#. As-

suming that the ratiosY
EII /sFBreit

EII is also.0.5 for L or M
shells, we would expects3FBreit

EII to be ;1.5 times smaller

than our measured value. Given the uncertainty of 25%
our measurement, this may appear as a reasonable a
ment, even though the extrapolation may not be fully val

4. Comparison with other EII measurements

We have not found experimental information ons3
EII

measurements for very heavy ions. The data available c
cern s1

EII and s2s
EII . For these cross sections, results we

obtained for highly stripped uranium ions, withEe rather
close to ours. In electron beam ion trap~EBIT! experiments,
Marrs et al. @38# find s1s

EII ands2s
EII in very good agreemen

with the values ofs1sFBreit
EII ands2sFBreit

EII calculated by Fon-
teset al @36#. The EII cross sections forK andL-shell ion-
ization of uranium ions withEe5222 keV have been mea
sured by Claytor et al. @7# in a pioneer channeling
experiment in silicon, using 405 MeV/u uranium ions wi
charge state 88<qin<92. The authors of Ref.@7# take ben-
e
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efit in the fact that channeled ions have charge excha
only through EII and REC. Assuming the REC cross sect
to be known, the analysis ofFR(qout) andFC(qout) provides
the fraction of channeled ions, the mean electron densityr̄e

sampled by channeled ions and ultimatelys1
EII and s2s

EII .
The result forK-shell ionization is rather surprising: the au
thors find a values1

EII;3 times larger than predicted b
Fonteset al. and;6 times higher than predicted by Young
@37#. However, the agreement becomes fair forL-shell ion-
ization, for which the experimental value is;1.5 greater
than predicted by Younger@33,37#. The surprisingly high
values found fors1

EII in Ref. @7# may be due to the fact tha
for 901 and 911 incident ions, there is a strong overla
betweenFC(qout) and FR(qout) and thus that NII events
may interfere when estimatings1

EII . The main difference
between the experiment@7# and ours is related to the fact tha
in our case the incident ion charge is much farther from
equilibrium charge state reached in a random Si medium.
are thus able to discriminate between the available acces
areas experienced by ions emerging with differentqout .
Consequently, in our case the mean electron density se
is a function ofqout @for example,r̄e(qout574)53.1 elec-
tron per atom andr̄e(qout580)55.6 electron per atom, se
Fig. 10#. Moreover, thes3 f i t

EII value we obtain must be con
sistent not only with the measured broad distributi
FC(qout) but also with the energy loss spectra for eachqout .
On the contrary, in Ref.@7# a single mean electron density
considered, corresponding to an average over all chann
ions, whateverqout is. As the beam angular divergence w
not small at the scale ofC1/2 and as moreover some cryst
bending effects were observed, the mean electron den
was rather high,r̄e56.2 electrons per atom.

B. Energy loss

1. Fitting the experimental results

If one keeps constant all the adjustable parameters use
fit the experimental results for charge states, the energy
results can be fitted using variousS(E') trial curves. A good
overall agreement between experiment and calculation is
tained with the the mean energy loss curvetS(E' ,qin) of
Fig. 12. In this figure we show also the mean electro

FIG. 12. Calculated curve for the mean energy lossS(E' ,qin)t
as a function ofE' ~in eV, for a unit charge!, for an ion of charge
stateqin in ^110& alignment. The mean electron densityre(E')
sampled by ions of given transverse energyE' is also shown.
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density re(E') sampled by ions of transverse energyE' .
Energy loss spectrag(DEuqout) were calculated using th
tS(E' ,qin) curve of Fig. 12 and theE' distribution experi-
enced in the crystal by ions emerging withqout . These cal-
culated spectra are shown in Fig. 13 for 73<qout<82, i.e., in
a transverse energy domain (E'&70 eV) for which the cal-
culation is expected to give reliable results. These curves
in most cases, asymmetrical and change rapidly in m
value and width from one charge state to the next. A bro
g(DEuqout) curve corresponds to a broad transverse ene
distribution h(E'uqout) and to a large slope of theS(E')
curve in theE' region covered by this distribution.

The mean valuesDE(qout) of the calculatedg(DEuqout)
curves~the mean energy losses! are compared to the mea
surements in Fig. 5~solid line!. The calculated FWHML1/2
values of theh(E'uqout) curves are compared to the me
sured values in Fig. 6. The agreement is satisfactory
qout,79. On the contrary, for highqout , the calculated val-
ues ofL1/2 ~not shown! are much smaller than the measur
ones. This is also the case for the calculated values ofL1/2
associated with random energy loss. One obta
(L1/2

rand)calc50.129 MeV/u, a value nearly independent
qout and slightly dominated by the charge state fluctuatio
This Monte Carlo FWHM is calculated with a reasonab
precision but is however;10 times smaller than the exper
mental value (L1/2

rand)exp51.3 MeV/u. Such a result is rathe
intriguing even if the concept of random orientation in
single crystal is rather questionable.

The asymmetry figurem1/35(m3)1/3/s is presented in
Fig. 7. We did not measure reliable absolute values ofm.
Nevertheless, the simulations reproduce the qualitative
havior of m, i.e., a sudden change in the sign ofm between
qout578 andqout579, with slower variations on either side
The 78<qout<79 region corresponds to the broadest cal
lated g(DEuqout);L1/2 is of the order of 70% of the mea
energy loss@broadh(E'uqout) and large slope forS(E')].

The most reliable information that we obtain on stoppi
is the mean energy loss, particularly for ions with very sm
E' . The measured valueDE(qout573).0.76 MeV/u to-
gether with the slope of the fitting curveS(E') determined
from low qout mean losses (tdS/dE'.20 keV/u per eV!
give the extrapolated valuetS(E'50).0.57 MeV/u. At
low E' ~see Fig. 12!, the variation ofS(E') with E' is
slower than the variation of the mean sampled electro
density, but however theS(E') variation is faster than for

FIG. 13. Energy-loss spectrag(DEuqout) obtained by Monte
Carlo simulations for 73<qout<82.
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27 MeV/u Xe ions~see Ref.@5#!. Interpreting this difference
is not easy: it depends on the relative contributions of sm
and large impact parameters to energy loss due to vale
and core target electrons. The results of energy loss for w
channeled uranium ions are analyzed in some detail in S
V B 2.

2. Theoretical survey. Comparison to experimental results

In this section, our aim is to estimate the theoretical e
ergy lossDE(E'50) at the center of the channel and
compare it to the experimental extrapolated value.

The case of 300-MeV/u U731 ions is rather complex for
the following reasons:~i! the velocity is relativistic ~b
50.654!. ~ii ! The Bohr parameterk is larger than 1~k52 for
bare uranium!, which is not usually the case for high veloc
ties. ~iii ! The ion velocity is much larger than orbital veloc
ties of the target electrons, which would usually imply
perturbation treatment.

(a) Mean energy loss to valence electrons.Let us first
consider the mean energy lossDEval

max for a uniform flux of
point charge particles~i.e., a random beam!. For relativistic
ions with k.1, DEval

max may be expressed as

DEval
max5t

4pq2e4

mev
2

rval@LB
val1 ln~g2!2b21DLS~g!#,

~8!

whererval is the mean valence electron density~4 electrons
per silicon atom!. LB

val is a logarithmic term which may be
expressed as

LB
val. lnS pmax

pmin
D5 lnS 1.123v/v

b/2 D5 lnS 1.123

k

2mev
2

\v D .

~9!

In Eq. ~9!, pmax and pmin are effective integration limits
over the impact parameterp. The higher limit, pmax
51.123v/v is an adiabatic cutoff@6#. A simple estimate ofv
is given by the plasma frequencyvp5(4prvale

2/me)
1/2

which gives\vp516.6 eV. For 300 MeV/u U ions, one
finds pmax58.73 nm, i.e., a very large value on the atom
scale. The effective lower limitpmin5b/2 is given by the
collision diameter:

b5
2qe2

mev
2

. ~10!

The second and third term in the bracket of Eq.~8! rep-
resent the usual relativistic correction of the first-order qu
tum perturbation theory.

DLLS(g) is a correction term representing the deviation
the perturbation theory, which has been recently calcula
by Lindhard and So”rensen@29# ~see Fig. 1 of this reference!.
The predicted valueDLLS(g) has been confirmed exper
mentally by Datzet al. @39# for ultrarelativistic Pb ions. In
our case,DLLS represents13% of the overall bracket term
in Eq. ~8!. Then, with q573, Eq. ~8! gives DEval

max

5155.5 MeV5A30.654 MeV/u. This value, calculate
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with rval54 electrons/atom, is an upper limit for the ener
loss to the target valence electrons of channeledU731~it cor-
responds to the random case!.

(b) Mean energy loss at E'50: contribution of valence
and core electrons.A precise determination of the mean e
ergy lossDEval for a channeled beam may be reached by
impact parameter approach~which is possible fork.1) and
by integration in the channel using local electronic densi
re(rW') ~here, averaging onre is performed along thê110&
direction only!. For symmetry reasons~cylindrical geometry
may be used!, this type of calculation is tractable for io
trajectories just in the middle of the channel. This approa
leading to a calculated value based on the variations ofrval
with the distance from the channel center, was already u
in @5# and is presented in detail in Ref.@3#. Using Eq.~23! of
@3#, one finds

DEval~qout573,E'50!50.415 MeV/u. ~11!

This value is 37% smaller thanDEval
max and is to be compared

with the overall mean energy loss 0.57 MeV/u extrapola
with the help of simulations from the experimental result

This comparison indicates that, as pointed out in@3#, and
in contrast to the case of MeV light ions, the contribution
Si core electrons to the energy loss of very well-channe
swift heavy ions is not negligible. Whereas the adiabatic c
off for K-shell Si electrons is small (pad

K 50.40 Å, using
\vK53.2 keV) as compared to the distancepstr between
the channel center and the neighboring strings~of the order
of 2 Å!, this is not the case forL electrons:pad

L 54.16 Å ,
using \vL50.31 keV. The adiabaticity parameter for ion
at the channel center in their interaction withL target elec-
trons isj5pstr /pad

L .0.5. Using Eqs.~19! and ~20! of Ref.
@3#, one finds, using a similar notation,R(j)50.9, DEL

free

50.17 MeV/u, i.e., a mean energy loss toL electronsDEL

5R(j)DEL
f ree50.15 MeV/u, which represents 36% of th

mean energy loss to valence electrons. The theoretical m
energy loss forU731 ions channeled with zero transver
energy is then

DE~qout573,E'50!5DEL1DEval50.565 MeV/u.
~12!

This theoretical result is in excellent agreement with
experimental extrapolated result, 0.57 MeV/u atE'50.
Such a good agreement is somewhat surprising when con
ering both the experimental uncertainties and the theore
approximations. In particular, the above calculations assu
the ion to be a point charge~perfect screening!, which is not
such a good approximation in the case of U731 ions. The
spatial extension ofM-shell orbitals of uranium is of the
order of r M50.07 Å . Using simple electrostatics and th
shell electron density, one can estimate the effective cha
qe f f seen by a target electron in an electron-U731 interaction
with an impact parameterp: qualitatively,qe f f(p.r M)573
andqe f f(p,r M).73. The influence of the variations ofqe f f
on mean energy loss was crudely calculated classically
integration over impact parameters (pmin,p,pmax), which
leads to an increase of 5% of the loss, i.e.,DE(qout
573,E'50)50.595 MeV/u. Even with this correction, th
n
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agreement with the experimental result is still fair~4% dis-
crepancy, of the order of the precision of the measuremen!.
Hence, the semiclassical approach presented above is a
priate to describe energy loss processes for hyperchann
300-MeV/u U 731 ions.

Finally, it is interesting to note that one may associa
with Eq. ~11! an effective valence densityre f f

val

54DEval /DEval
max52.54 electron per atom. This value

much larger than the mean electronic density at the cente
the channel~one electron per atom!, which shows that the
contribution of distant collisions is very important. Whe
considering there

val(rW') andU(rW') maps@5#, one may an-
ticipate that forE'*10 eV the loss to valence electrons
independent ofE' ~and equal toDEval

max) and thus that the
slope ofS(E') Fig. ~12!, which is determined with precision
in this experiment, is entirely due to the contribution of co
electrons.

3. Random energy loss

For random orientation, one may calculate the mean
ergy loss using a similar semiclassical approach~Eq. 8!. The
electron density is nowre5ZSi514 electrons per atom an
the frequencyv in Eq. ~9! is now an averaged value (\v
5174 eV) with weighting factors given by the dipole osc
lator strengths of Ref.@40#. We obtain DERth

(q590)

52.605 MeV/u. For comparison, the tabulation of Ziegl
@41# gives DER52.87 MeV/u. The experimentally deter
mined values DERexp

(qout589)52.5 MeV/u and

DĒRexp
(qout590)52.65 MeV/u are not to be compared d

rectly to the above prediction, obtained forq590. For the
incident qin573 beam and the thicknesst5120 mm, the
mean charge stateqav throughout the target@see Eq.~7!# is
somewhat smaller thanqout . Using the Monte Carlo random
code, we calculatedqav as a function ofqout and obtained
qav(qout589)587.05 and qav(qout590)587.85. Using
these values, the theoretical mean energy losses are
DERth

(qout589)52.43 MeV/u and DERth
(qout590)

52.48 MeV/u, which are smaller, but close to the expe
mental results. However, even in the measurements
formed in the ‘‘random’’ orientation, channeling effec
clearly appear as demonstrated by the very large width of
energy loss spectra. These effects may seriously affect
experimental mean energy loss value. It is hence hardly p
sible to confirm the general trend observed in Ref.@42# for
relativistic very heavy ions, withk,1, i.e., a stopping value
; 10% higher than given by the Born approximation.

Assuming aq2 law, the random energy loss forq573
would be 2.653(73/87.85)251.83 MeV/u. The mean en
ergy lossDEc(73) for channeledq573 ions, normalized to
the random energy loss is thenDEc(73)/DER(73)
50.76/1.8350.41. This ratio may appear rather high if d
rectly compared to the mean encountered electronic den
re(q573)52.8 electron per atom normalized to the over
electronic density, i.e., 2.8/Z250.2. It illustrates again the
large contribution of distant collisions.

VI. SUMMARY AND CONCLUSIONS

We have performed a channeling experiment w
300-MeV/u U731 ions on a silicon single crystal. The angu
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lar divergence of the beam in the fragment separator FR
GSI ~Darmstadt!, which was checked in our Monte Carl
simulations, was small as compared to the channeling crit
angle.

The incoming charge state (qin573) of the beam was
chosen to be much lower than the equilibrium charge stat
silicon in order to discriminate among particles of vario
transverse energies by selecting emergent charge state
particular, the ions transmitted in a frozen charge st
(qout5qin) have travelled through the crystal with sma
transverse energies (1/15 of the critical transverse ener!.
The measurement of the energy loss of these ions was
to study the contribution of the various electron shells
silicon. The experimental results are consistent with
semiclassical model of Bohr, which predicts a large con
bution ~25%! of energy loss to siliconL-shell electrons, for
ions with zero transverse energy. The main features of
variations of the width and asymmetry of the energy lo
spectra are well reproduced by Monte Carlo simulations
well-channeled ions. In particular, the energy loss spectra
ions withq578 and 79 are very broad~FWHM values of the
order of 70% of the mean energy loss! and have opposite
asymmetries.

The good agreement between measured and predicte
ergy losses for well-channeled ions provides a strong ind
tion that the mean electron densitiesr̄e(E') used in the
Monte Carlo code are reliable with a precision better th
10%. These densities enter directly in the extraction of
v
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EII cross sections from the experimental results. We h
thus been able to obtain reliable quantitative information
the dominant charge exchange process for well-chann
ions. The simulations show that our experiment tests ma
and precisely theM-shell ionization of the uranium ions
Fitting the measured experimental emergent charge state
tribution givess3

EII cross sections that are twice larger th
the values calculated using the binary encounter dip
model. Recent calculations ofs1

EII using the relativistic dis-
torted wave approximation with Breit corrections provid
very good agreement with precise experimental EII cr
section measured by EBIT for uranium, using electrons w
energyEe close to ours. It would be interesting to compa
our results with an extension of such calculations to
M-shell of heavy ions with many electrons.
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