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Quantum robots and their interactions with environments of quantum systems are described, and their study
justified. A quantum robot is a mobile quantum system that includes an on-board quantum computer and
needed ancillary systems. Quantum robots carry out tasks whose goals include specified changes in the state of
the environment, or carrying out measurements on the environment. Each task is a sequence of alternating
computation and action phases. Computation phase activites include determination of the action to be carried
out in the next phase, and recording of information on neighborhood environmental system states. Action
phase activities include motion of the quantum robot and changes in the neighborhood environment system
states. Models of quantum robots and their interactions with environments are described using discrete space
and time. A unitary step operatdr that gives the single time step dynamics is associated with eachTtask.
=T,+T. is a sum of action phase and computation phase step operators. Conditiomg &matT. should
satisfy are given along with a description of the evolution as a sum over paths of completed phase input and
output states. A simple example of a task—carrying out a measurement on a very simple environment—is
analyzed in detail. A decision tree for the task is presented and discussed in terms of the sums over phase paths.
It is seen that no definite times or durations are associated with the phase steps in the tree, and that the tree
describes the successive phase steps in each path in the sum over phad& pafits294{©8)03408-9

PACS numbg(s): 03.67.Lx, 03.65.Bz, 89.78.c

I. INTRODUCTION volves comparison of numerical values calculated from
theory with experimental results. If quantum mechanics is
Much of the impetus to study quantum computation, ei-universally valid(and there is no reason to assume other-
ther as networks of quantum gatigls?] (see Ref[3] for a  wise), then both the systems that carry out theoretical calcu-
review) or as quantum Turing maching4—8|, is based on lations and the systems that carry out experiments must be
the increased efficiency of quantum computers compared tdescribed within quantum mechanics. It follows that systems
classical computers for solving some important problemshat test the validity of quantum mechanics must be de-
[9,10]. Realization of this goal, or use of quantum computersscribed by the same theory whose validity they are testing.
to simulate other physical systerfisl, 6], requires the even- That is, quantum mechanics must describe its own validation
tual physical construction of quantum computers. Howeverto the maximum extent possibJ&5].
as emphasized repeatedly by Landduey, there are serious Because of these self-referential aspects, limitations in
obstacles to such a physical realization. mathematical systems expressed by thel&sheorems lead
In much of the work done so far, quantum computers arene to expect that there may be interesting questions of self-
considered to be free-standing systems. Interactions with exonsistency and limitations in such a description. Limitations
ternal environmental systems are to be avoided either by usen self-observation by quantum autompt&—18 may also
of error-correcting codefl3] or other methods of making play a role here.
resilient quantum computef44]. However, one can take a Investigation of these questions for quantum mechanics
different view by considering qguantum computers to be partsequires that one have well-defined, completely quantum-
of larger systems where interactions between quantum commechanical, descriptions of systems that compute theoretical
puters and systems external to the quantum computer are aalues, and of systems that carry out experiments. So far
essential part of the overall system dynamics. They are nahere has been much work on guantum computers. These are
something to be avoided or minimized. systems that can, in principle at least, carry out computation
This view will be followed here by consideration of quan- of theoretical values for comparison with experiment. How-
tum robots and their interactions with environments of quanever, there has been no comparable development of a
tum systems. A quantum robot is considered to be a mobilguantum-mechanical description of robots. These are sys-
system with a quantum computer and needed ancillary sysems that can, in principle at least, carry out experiments.
tems on board. The quantum robot moves in and interacts Another related reason that supports the study of quantum
with an external environment of quantum systems. robots is that they provide gery smallfirst step toward a
There are also foundational aspects that justify the studguantum-mechanical description of systems that are aware of
of quantum computers and of quantum robots interactingheir environment, make decisions, are intelligent, and create
with environments. These are based on the fact that validaheories such as quantum mechanit®—21. If quantum
tion of a physical theory such as quantum mechanics inmechanics is universal, then these systems must also be de-
scribed in quantum mechanics to the maximum extent pos-
sible.
*Electronic address: pbenioff@anl.gov From the foundational point of view, the main point of
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this paper is that quantum robots and their interactions witiments and are intelligent. Also, the speculative possibility of
environments provide a well-defined platform for investiga-a Church-turing-type hypothesis for the class of physical ex-
tion of many interesting questions generated by the abovperiments is noted.

considerations. For example, one can investigate if the ap- It must be emphasized that the language used in this paper
proach taken here is useful, and, if not, how the definitiond0 describe quantum robots and their interactions with envi-

and platform need to be changed. However, without a wellfonments is carefully chosen to avoid any suggestions that

Section Il provides more details on the description ofSIONS, carry out experiments or make measurements, or have
quantum robots and their interactions with environments©ther properties characteristic of intelligent or conscious sys-

The dynamics of the interactions of quantum robots Withiems. The quantum robots described here have no awareness

environments is described in terms of tasks to be imple9f their environment, and do not make decisions or measure-

mented by the quantum robot. Tasks are described as altdfl€Nts- They are inanimate physical systems that differ in
nating sequences of computation and action phases, with tf€tail only from other physical systems such as atoms or any
goal of either making specified changes in the state of th@her quantum systems.

environment or carrying out measurements on the environ- SOMe aspects of the ideas presented here have already
ment. Examples of tasks are given. It is also noted that th@ccurred in earlier work. Physical operations have been de-
description given of a task makes no explicit use of a quan_scnbed as instructions for well-defined realizable and repro-

tum computer. This raises the question if it is sufficient toducible proceduref22], and quantum state preparation and

limit consideration to special purpose-dedicated quantum rc)c_)bservation procedures have been described as instruction

bots without on-board computers. A suggested negative ar00k|ets or programs for robof23]. However, these con-
swer, based on efficiency and universality, is given to Sup_cepts_ were not described in detail, ar_1d the possibility of de-_
port the need for on-board quantum computers. scribing these procedures or operations quantum mechani-

Section IIl provides a specific model of the dynamics of€ally was not mentioned. Also, quantum computers had not

quantum robots and their interactions with environmentsY®t been described. , .
More recently, use of the electronic states of ions in a

The model includes simplifying assumptions of discrete time, )
and space. Properties of the unitary time step oper&tor IN€ar ion trap as an apparatdand a quantum computer

associated with each task for a quantum robot are describdg9iStel to measure properties of vibrational states of the
in terms of properties of the action phase,) and compu- 10NS has been describd@4]. Quantum-mechanical Max-

tation phase T,) step operators, whefe=T,+ T,. well's demons[25] and oracle qguantum computifg6,27

In Sec. IV, the evolution of the overall system state givenCan be considered as interactions of a quantum computer

by W (n)=T"W(0) is oraanized into a sum over phase paths With an external environment in order to learn something
yr(n) (0) g P P bout the external system. The same holds for Groy&0

This is a sum over variable length paths of input and outpuf°>°Y’ i
gih p P P orithm, where the database can be considered as a system

states of successive completed phases of a task. Each p 4 Lo th t b d thei
includes a sum over all distributions of steps within eac external to the quantum computer. Quantum robots and their

phase, subject to the total number of steps equalinghe interactions with environments were also discussed earlier by

completion and initiation of each phase in a task are reguf[—he author{28]. However, much of the discussion was lim-

lated by an on-board control qubit ited to environments consisting of quantum registers.

A very simple example of a task for a quantum robot in a Interactions between the environment and systems were

very simple environment consisting of one particle on a one-also conS|d9red in_other work on enwronmgnt@lly |nduced
uperselection ruleg29,30. Here the emphasis is on inter-

dimensional lattice, is analyzed in detail in Sec. V. The task

consists of measuring the distance between the quantum rgetions between the enqunment, and a system. as a measure-
bot and the particle by stepwise motion of the quantum robogaer.‘t apparatus that stabilizes a selected bass pointer
to the particle, recording the number of steps needed, an sig of states of the apparatus.
returning the quantum robot to its original position. For each
initial position of the quantum robot and particle the phase
path sum contains just one path. The sums over initial path
segment lengths and distributions of individual phase dura- As noted, quantum robots are considered here to be mo-
tions remain. An action and computation phase decision trebile systems that have a quantum computer and any other
for the task is described. needed ancillary systems on board. Quantum robots move in

The material presented so far is discussed in Sec. VI. It isind interactlocally) with environments of quantum systems.
noted that, since the sample decision tree applies t&ince quantum robots are mobile, they are limited to be
guantum-mechanical processes, no definite duration aguantum systems with finite numbers of degrees of freedom.
completion times are associated with the steps in the tree. The on-board quantum computer can be described as a
However, the time ordering of the steps in the tree is prequantum Turing machine, a network of quantum gates, or
served. If the phase path sum contains more than one patany other suitable model. If it is a quantum Turing machine,
because the initial state is a linear sum of different robot andt consists of a finite state head moving on a finite lattice of
particle position states, or becauBeontains errors, then the qubits. The lattice can have distinct ends. However, it seems
decision tree applies to each phase path in the sum. preferable if the lattice is closdde., cyclig. If the computer

The paper concludes with a reemphasis of the need for & a network of quantum gates, then it should be a cyclic
well-defined platform for a discussion of properties of quan-network with many closed internal quantum wire loops and a
tum systems that make computations and carry out experlimited number of open input and output quantum wires.

II. QUANTUM ROBOTS
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Even though acyclic networks are sufficient for the purposesr Grover's algorithmg$10] for quantum computers, remains
of quantum computatiof81], cyclic ones are preferable for to be seen.

guantum robots. One reason for this is that interactions be- There are also many tasks that are irreversible. An ex-
tween these networks and the environment are simpler temple is the task “clean up the regidd of the environ-
describe and understand than those containing a large nurment,” where “clean up” has some specific description such
ber of input and output lines. Also, the only known examplesas “move all systems iR to some fixed pattern.” This task
of verycomplex systems, that are aware of their environments irreversible, because many initial states of systenf ame

and are presumably intelligent, contain large numbers of intaken into the same final state. It can be made reversible by

Environments consist of arbitrary numbers and types ofach component of the initial state of the system&irFor

systems moving in one-, two-, or three-dimensional spatiafX@mple, if y=Z2,c,|x) is the initial state, then the copy

lattices. This is based on the simplifying assumption for thisOPeration is given byX,c,|x)[0)cp— ZCy|X)|X)cp Where

paper that space and time are discrete. The component sy&/cp iS the copy state. , _
This operation of copying relative to the states in some

tems can have spin or other internal quantum numbers, arﬁi

can interact with one another or be free. Environments cafo>"> avoids the limitations imposed .by the no_-clonlng theo-
rem [32], because an unknown stafeis not being copied.

be open or closed. If they are open, then there may be SYhe price paid is that copying relative to some basis intro-

tems that remain for all time outside the domain of interac-y, o g branching into the process, in that correlations are in-

T.'OIT with tTefquantu_E rolzr:) t that can mterat\ct W'ih and_esﬁbiroduced between the state of systems in the copy region and
(;S corre arllons k\)NI other environment SyStems 1N N€giates of systems iR. This is the guantum-mechanical
omain on the robot. equivalent of the classical case of making a calculation of a

_The dynamics of a quantum robot, and its interactionspany.one function reversible by copying and storing the in-
with the environment, is described here in termstagks — y¢[33),
Tasks can be described by their goals, or desired results of |n the above case, carrying out the cleanup on the state

carrying out the tasks, and their dynamics, or the types OfoCx|X>|X>cp corresponds to the operatioB,Cy/X)|X)cp

steps carried out to arrive at the goal. Goals of tasks include;mg c X)eo, Wherely) is the cleaned up state for the
Y7 =xExI%/eps Y

the carrying out of desired changes in the state of the envi- gionR. The overall process is reversible, as it can be de-

ronment, and the carrying out of measurements by transfer . ;
information from the environment to the quantum robot.Oscrlbed by the transformatiB, c,|X)|0)cy— ) ZxCx|X)cp.-

Tasks of the first typéwith a goal of a desired environment If the final state of the quantum robot depends on the initial

IF : : .., State of the systems in regid®, then correlations remain,
state changeare similar to the computation of functions with nd the overall transformation corresponding to carrying out

a quantum computer, with the goal being the carrying out o : : .
a specified function computation. he cleanup task is given by 2505@'9)“’0'

An example of this type of task is “move each system in —|¥)ZxCx|X)cpbx - Here 6; and 6y are the initial and final

regionR three sites to the right if and only if the destination States of the quantum robot. _
site is unoccupied.” Implementation requires specification of Another type of task has the goal of carrying out measure-

a path to be taken by the quantum robot in executing thénents or physical experim_ents on the envirpnment._Here the
task. Some method of determining when it is inside or Out_emphaS|s is on the extraction or transfer of information from

side of the specified region, and making appropriate movetlhe environment, and not on a specified change of the state of

ments, must be available. In this case, if thererasystems € environment. An example of this type of task is “deter-
in regionR, at locations«; , X, . . . X, in regionR, then the ~ Min€ the distance between partideand the quantum robot
initial state of the regional environmenjk)=®_,|x;) be- (QR)." If p and the QR are in respective position staig
comes®;_,|x;+3)=|x+3), provided all destination sites and [j)qr, then carrying out this tas’k corresponds to the
are unoccupied. - transformat|9n|J>QR| Ex>||>rec:>|1'>_Q'R| Ex>|d(.J vx)>rec- Here

If the initial state of the regional environment is a linear [1)rec and|d(j,x))rec denote the initial and final states of the

superposition of stateg= 2505@ of n-system position recording 's'ystgm, évhe_lr_ﬁ(J,x) dEnot_es thE dlsté:mce be-
states|x) in R, then the final state of the regional environ- tween positiong andx. The state X>._|X>P|. )#p enotes
the initial state of the environment with partigbeat position

ment is given by2,c,|x+3). Correlations between the ini- . - .
g VEC{XE3) X. Here|E)., is the initial state of environment systems

tial configuration statel<) and final state®, of the quantum other thanp, and|E.) denotes the final state of all environ-

robot may be introduced by carrying out the task. However ent svstems includine after interaction of the quantum
this is not necessary, in principle at least, because the task E?)bot ailsitex 9 a

reversible. Reversibility of this task requires that the final states

The above description shows that quantum robots can . p o .
carry out the same task on many different environments sifdgr]'g))zfe%l_ EiXS> (t:)aenpggwalliﬁigcgggkfyn?L;OJigg;eiﬁgi \:ﬁgji‘:’act’;s

multaneously. This can be done by use of an initial state o e )
are pairwise orthogonal for different values af and

the quantum robot plus environment that is a linear superp Drec - ) S
sition of different environment basis states. For quantunf® orthogonal tdi)... Also for pairs of positiong, x and

computers the corresponding property of carrying out many: X1 where d(j,x)=d(j.x,), the states|E}) and |E; )
computations in parallel has been known for some tjle  should be orthogonal.

Whether the speedup provided by this parallel tasking ability In this paper the dynamics of each task is described as a
can be preserved for some tasks, as is the case for §8¢r's sequence of alternating computation and action phases. This
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is assumed to be the case independent of the type or goal ofented efficiently(That is, the number of time steps is rea-
the task. The purpose of each computation phase is to detegonablg.

mine the action to be taken by the quantum robot in the The exact physical meaning of efficient implementation is
following action phase, and possibly to record local environ-not clear at present. However, the definition used in com-
mental information. The input to the computation, carriedputer sciencgcomputations dealing with numbersn are
out by the on-board quantum computer, includes the locagfficient if the number of steps is polynomial in lygleads
state of the environment and any other pertinent informationt© the following suggestion: Implementation of a phéaed
such as the output of the previous computation phase. During tash is efficient if the number of steps needed to complete
a computation phase the quantum robot does not move @rphgse is polynomial in the number of relevant mformatl(_)n-
change the state of the environment. It does change the stgt&2N9 degrees of freedom of the quantum robot. In particu-
of an on-board ancillary system, the output system whos r, this should not be polynomial in the dimensionality of

state determines the action taken following completion of thé e Hilbert space of states for the mformatlon-bearlng c_JIe-
computation, grees of freedom as this corresponds to being exponentially

. . . slow (polynomial inn).
During each action phase the state of the environment is Another requirement is based on the assumption that there

) ) carry out almost any task efficiently in almost any environ-
of one or more steps. During each step changes in the enviqent This is equivalent to requiring the existence, in prin-

ronment state are limited to a neighborhod_ of the quantun&ime at least, of a general purpose or universal quantum
robot. Also, an upper bound is set on the distance the quaRppot that can, with minor modifications, carry out almost
tum robot can move during each step. This is done to avoiény task efficiently in almost any environment. Minor modi-
jumps over arbitrary distances by the quantum robot during #cations mean such things as use of shielding for harsh en-
step. vironments, increase of the number of information-bearing
What happens during an action phase depends on the stategrees of freedom for complex tasks, etc.
of the ouput system. It may also depend on the state of the It is suspected that such general purpose efficient quantum
neighborhood environment of the quantum robot during anyobots require the presence of a universal quantum computer
step. Examples of actions that do not and do require obsepn board. The type of quantum computer and number of
vations are “move the quantum robot one step in the  relevant degrees of freedom in the computer, as well as the
direction” and “move the quantum robot successive steps ifeed to carry out efficient quantum computer algorithms
the +x direction as long as no particles are encountered. D§Uch as those of Sh¢®] or Grover[10], may depend on the
not move if a particle is encountered.” task and' environment being considered. However, these are
The description of tasks carried out by quantum robotsll questions for the future.
requires the use of completion or halting flags to determine
when individual action and computation phases are com-
pleted, as well as when the overall task is completed. Such
flags are necessary because the unitarity of the time step
operator requires that system motion occurs somewhere even Here a model of quantum robots interacting with environ-
after the task is completed. ments is described that illustrates the above material. In the
Note that there are many examples of tasks that nevanterests of clarity and for purposes of illustration, several
halt. Nonhalting of tasks can arise for several reasons. Theimplifying assumptions and limitations will be made. First,
task may consist of a nonterminating sequence of computahe model will be limited to a description of information-
tion and action phases. Either a computation phase or doearing degrees of freedom only. The relevance of this for
action phase may never halt. An example of an action that ithe development of quantum computers was noted by Land-
multistep, does not halt, and requires local environment inauer[34].
teractions at each step is the above example when the envi- As noted, a quantum rob¢®R) contains a quantum com-
ronment contains no particles in thiex direction from the puter and ancillary systems on board. The quantum computer
guantum robot. can be modeled as a cyclic network of quantum gates, a
As noted, the purpose of a computation phase is to deteguantum Turing machine, or by any other suitable method.
mine the action to be taken in the following phase. It seemsSince the material in this section does not depend on any
intuitively reasonable to implement this determination by usespecific model, none will be chosen here. Ancillary systems
of a quantum computer on board the quantum robot. Howpresent are an output system and a control qubit. In
ever, one can ask if quantum computers are really necessaagldition, a memory system may also be present.
here. Is it sufficient to limit consideration to special purpose- Environments are considered to consist of arbitrary num-
dedicated quantum robots that can carry out specific tasks drers and types of particles on one-, two-, or three-
groups of tasks in most any environment? This question islimensional(3D) space lattices. Very simple examples of
emphasized by the fact that the model described in Secs. IBnvironments consist of a 1D lattice of qubithich is a
and IV makes no explicit use of quantum computers. quantum registgrand a 1D lattice containing just one spin-
A definite answer cannot be given at this point. However Jess particle. Figure 1 shows a quantum robot in a 3D space
it is likely that they are necessary. To support this, one notekattice environment where the on-board computer is a quan-
that it is reasonable to require that for each task there existsim Turing machine. Environment systems external to the
a physically reasonabl@ such that each phase is imple- quantum robot are not shown. The location of the quantum

Ill. A MODEL OF QUANTUM ROBOTS
PLUS ENVIRONMENTS
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s As noted above, the goal of a computation phakgdc-
h 4 tive) is to determine the action to be carried out in the fol-
lowing action phase. The states @fand the neighborhood
o) environment are input for the computation. The computation,
which is in general multistep, determines a new state aé
output. There is no change in the environment state or the
location of the quantum robot.
s\ ¢ The goal of the action phas@& { active is to carry out the
/ \ / action based on the state @f Actions include motion of the
quantum robot and local changes of the environment state.
/s ~w— They may be single step or multistep and may or may not
s X _ .....)z require local observation of the environment. The states of
7 ” and the on-board quantum computer are not changed.
L 3 The function of the control qubit is to regulate which
_______________ type of phase is activel. or T, is active if ¢ is in the
FIG. 1. A schematic model of a quantum robot and its environ-respective statel®) or |1). The last step, or iteration, &f,
ment. The environment is a three-dimensio(@D) space lattice or T,, of the computation or action phase includes the re-
containing various types of quantum systefm®t shown. The  spective changf).—|1). or |1).—|0).
guantum robot QR consists of an on board quantum Turing machine The conditions thafl;, and T, must satisfy can be ex-
(QTM), a finite state output system and a control qubit. The  pressed in terms of properties of these operators relative to a
on-board QTM consists of a finite closed latti€g of qubits and a  reference basifS= 3% B2"% B for the quantum robot
finit(_e state headh, that moves onl,. The location of a marker  gnd environment. Hequ°={|b)qc} is a reference basis for
qubit g is shown. The positiox=(x,y,z) of the quantum robot  the quantum computer. If the on-board quantum computer is
(QR) on the environment lattice is shown by an arrow. a quantum Turing machine as in Fig. 1, théb)qc
=|m,k,t) where|m) and |k) denote the respective internal

robot in the lattice is shown by an arrow. . . state and, the lattice location of the heald,, and|t)=
Besides the assumption of discrete space and time, it iS ;1 . . . P
|tj) is the state of the qubits of, with t;=0 and 1

assumed that changes in the states of environment systerﬁsi=1 e b
occur only as a result of interactions with the quantum robot/OF N qubits and ;=0, 1, and 2 for the marker qubit. For the
The states are stationary in the absence of this interactio@NCillary system83@"={[/1),[i)c} where{|/;)o} is a finite
This restrictive assumption is made to avoid dealing withP@sis for the output system affi)c} with i=0 and 1 is a

complications in describing task dynamics for environmentd?asis for the control qubit. The external bafi§< for the
of moving interacting systems. It is hoped to remove this€nvironment systems and position of the quantum robot is

restrictive assumption in future work. given by {|x)orlE)}. The state|x)qr=|xX.y,2)qr gives the
The assumed discreteness of time means that motion dttice site location of the quantum robot, denoted by the

the overall system occurs in discrete time steps on a spacdfoW in Fig. 1. The basi$|E)} denotes a chosen basis for

lattice. Based on this, a unitary step operafids associated e environment of quantum systems. _

with each task, wher& describes the task dynamics for one 1 he requirement thak; not change the environment state

time step. For each the system dynamics fortime stepsin  ©F the QR location is given by

the forward(or backwardl time direction is given byT" [or

o

)
o
AN
-"H\

(THM.
This association oT with a finite time interval is similar
to the assumption made by Deutsch and otfi6r2,35 for TCZZE PR eTcPRePo. 3
£ X

guantum computers. Alternatively, can be associated with
an infinitesimal time interval. In this case can be used to

directly construct a Hamiltonian according [t86] where P§’E=|§,E)<§,E| is the projection operator for the

QR at sitex and the environment in statg). This equation
H=K(2-T-T", (1) expresses the requirement that iteration Tof does not
change the location of the quantum robot or the state of the
whereK is an arbitrary constant. In this modEineed not be  environment relative to the chosen basis., T, is diagonal
unitary or even normal{T'+T'T is possiblg. This model, in stategx,E)).
which has been described in detail elsewhere for quantum This can also be expressed by the requirement
computerg5,8], will not be used here. (X'E'|TXE)=TE(x'|X)(E’|E), where TXE=(xE|T|xE)
The description of each task as a sequence of computatiqg yy,q operator for the on-board systems for the external state

and action phases is re.fle_:cted_ in the sep_aratprT ohto |XE). The action ofT. in the presence of external states
operatorsT, and T, describing single steps in action phasesix =C,£/XE) will in general introduce entanglements be-

and c.omputation phases, respectively, for the quantum rob een the external basis states and states of the quantum
That is, computer. The presence of the projection operBfpfor the
control qubit shows that is inactive if the control qubit is
T=T.+T,. (2)  in state|1).
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To express the requirement that the dependende, ai !
the state of the environment is limited to the state of the Ta=2 X PUPS TP PYPS, (6)
environment in a neighborhood of the quantum robot, one xx 7y 04 v
chooses environment basis states that can be expressed as the ) o )
product of states of systems inside and outside of neighboWhereP?. is the projection operator fay in state|/;), P}’
hoods. For each lattice positionof the quantum robot, let is the projection operator for the quantum robot at lattice
N(x) denote a neighborhood of Then the environmental locationx, and P is the projection operator foc in state
basis can be chosen so thdt)=|E)y)|Exn)- Here |1). These _conditions show thai, is diagonal in the states
|E)n(x @nd|E) «(y are the states of environment systems inl#'1)o, and is inactive whew is in state|0).
and outside oN(x). The limitation on the sum over quantum robot positions,
As a specific example, let the environment consisnof shown by the prime oL}, ,, expresses the restriction to one
p%rtlcles each with internal degrees of freedom. THE=  site motion in any direction for the quantum robot during one
®j=1|ﬁfj> is the product state of particles, Whel’éﬁ} and  gtep. That is, i’ =(x',y’,z') andx=(x,y,z) then (' =x
|fj> denote the lattice position state and the state of the in=1, y'=y, z’=2) or (xX'=x, y'=y=*1, z/=2) or (X'
ternal degrees of freedom of théh particle. The stat¢E) =X, y'=y, z’=zx1) or x’=x are possible along with
can also be written as linear superpositions of these seven alternatives.
T, is independent of both the states of the on-board quan-
" nem tum computer(qc) and the states of environment systems
E)= ®; zllx/,-f/,->®h:1 |ﬁf kh> = E>N<5>>| E. N(z)> (4) distant from the quantum robot. As a resil}, is the identity
T on the component space spanned by all the stat&s!in
wherem of the n systems are insidBl(x), and the rest are

| <

outside '
) . . "E'|T,|XE)=(E NI = ,
The requirement thaf, depend on the environment only (E'|TalxE)=( ¢N<L,§>| #Nix’ )
in the neighborhood of the quantum robot can be be ex- X<X7’El,\l(x' x)|Ta|§EN(ﬁ,5)> @)

pressed by the condition x'x

for all x" and x such thaflx’ —x|<1. The state$Ey x))

(% E|Te|X,E) =(Enl TelEnx) (5)  and|E.yy x) describe the respective environments inside
and outside the combined neighborhoodsxbfand x. The
for the quantum robot operator. Here Eq4) and definition of these states is similar to that given earﬂBq.
(ExnwlEsnp)=1 have been used. This condition is 4] for  [Eny) and [E.ny). Also  [E)
equivalent to requiring thak. be the identity on the space of :|EN(£,9>|E#N(£,5)> has been used. The matrix element
environment states outside Ni(x). _ (E;N(X,&|E#N(&y>:1 if and only if [E')=|E) st sites
The dependence ¢Ey )| Tc|En(y) on the neighborhood  oytsideN(x’,x). Otherwise it equals 0.
environmental states can be very complex as it can depend The rigﬁ-ﬁand matrix element of Eq7) expresses the

on all them vanablesf/l, T 'f/m of Eq. (4), as well as on limitation that one action phase step can change the environ-
which of then systems are insidd(X). If the n environmen-  ment at most in the neighborhoods of the initial and final
tal systems are all fermions or bosons, then the complexity iocations of the quantum robot. As noted earlier, motion of
reduced because of symmetry restrictions on the environhe quantum robot is limited to at most one lattice site in any
mental states. For example, for fermions, if the neighborhoodgjirection. If desired, these limitations can be relaxed by suit-
N(x) is just the pointx, andf can assumé/ values, then aple modifications of Eqg6) and (7).
there are ¥ distinct environmental statd&,) (providedn Several additional aspects of the propertied gfand T,
>M). By EQ.(5), (Eng| TclEny) can be different for each need to be noted. One is that, to avoid complications, the
of these states. If the particles are bosons, then there are evaged for history recording has not been discussed. Both the
more distinct local environment states possible as an arbbomputaﬂon and action phases may need to record some
trary number of systems in the same internal state can mistory_ For examp|e, Wheﬁ'c is active, the Chang@/>o
present at the QR location, afig may depend on the num- _, |/} requires history recording if the change is not re-
ber of systems present. versible. Where records are storéosh board the quantum
Note that the above description includes a distinct valugomputer or in the environmentepends on the model.
for (Eny| Tc|Eng) in the case that no systems areN(x).  Also, the task carried out by the quantum robot may not be
This describes the computation phase operator if the neighreversible unless the components of the initial state of the
borhood environment is empty. Tasks that include searchelevant regions of the environment is copied or recovered.
operations in an environment to find systems make use of Initial and final states for the starting and completion of
this phase, especially if the environment is sparsely poputasks may be needed. For example, at the outset, the output
lated. and control systems might be in the statg),|0)., and the
Much of the above discussion also applies to the actiorenvironment would be in some suitable initial state. The pro-
phase operatof,. This operator depends on but does notcess begins with the on-board quantum computer active.
change the states af (and a memory system if presgnt Completion of a task could be described by designating
relative to some basis. This condition can be expressed by ame or more statels’;) as final output states, and arranging
equation similar to Eq(3), matters so that motion of some type occurs that does not
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destroy the final task state. This ballast motion can occur on IV. SUM OVER PHASE PATHS

board the guantum computer, or consist of motion of the - Apgther quite illuminating way to study the time devel-
quantum robot or some other system along a path in thgpment of the model implementation of a given task is by
environment without changing the environmental state, or i{,se of the sum over paths meth&¥]. If ¥(0) and¥(n)

can be a combination of both. If the ballast motion occurs oryre the respective overall system initial state and state after

board the quantum computer and it is described by states ifine steps, thet’(n)=T"¥(0). In particular, the amplitude
a finite dimensional Hilbert space, the stability of the finalthat one ends up in statb,/,i,x,E) is given by

task state lasts for a finite time only before the task is un-

done.

The conditions given above fdr, and T, are sufficiently <‘I’(n)>:b > . (b,7,i, X, E[T"by,/1,i1,X1,Eq)
general to allow for branching tasks with states describing 140l X1=
entangled activities. For example, during a computation X(bq,/1,i1,X1,E1|¥(0)). (8

phase,T, can take aro state|/’) into a linear superposition

Y, ¢, |/1). Similarly the action ofT , can take an environ- > . . .
,8|72) y o . (b,/,i,x,E|T"by,/1,i1,X1,E;), that gives the amplitude

ment and QR position stafg,E) into a linear superposition for evolving from state |by,/q,i1,X,,E;) to state

2, e Cer|X'E"). In this case the sum is limited to values of Ib,/,i,x,E) in n steps, plays a very important role in a de-
x'E’ that satisfy Eqs(6) and (7). Additional branching is  scription of the time development of the system. To simplify
possible if the action off, or T, takes control qubit states notation, let the statgw,i) denote the statfh,/,i,x,E).

As is well known, the matrix element

into linear sums of 0) and|1). This allows for entangle- Expansion in a complete set of states between &ach
ments of action and computation phases. factor gives
<W!i|Tn|Wlail>:W i E Wi <W1i|T|Wnain><Wn!in|T|Wn71-infl>1 Tt 1<W21i2|T|leil>- (9)
25125+ Wp,lp

This can also be written as a sum over paths of sfdtes)} of lengthn+ 1, whose initial and final elements dre, ,i;) and
|w,i) [37]:

(Wi [T wy,iq)= athES: of (Pn+1lTIPn)s - - - P2 TP Pr+ 2| W, i) (P1|Wy,ig). (10
Igngtthrl

In this paper, tasks are defined as sequences of alternating computation and action phases. To make this feature explicit, it
iS necessary to separate out sums over control qubit states. Since
T"=(Po+P1)T(Po+P1)T(Po+Py), ... (Pot+P)T(Po+Py), (11)

whereP; is the c qubit projection operator for staté)., one can use the fact that, by E@8), (3), and(6), T,=TP; and
T.=TPy, to write

n 5(2,n)
T'= 2 2 2 (PotP)(T)M(T, )Nt (T, )"(T, )", (12
vi=a,c =1 hy,hy, .. he=1 t =1 2 !
Herevj,,=a (or ¢) if v;=c (or a). The upper limit5(Z,n) on thet fold sum overhy,h,, ... h; means that the sum is

limited to values that satisfii; +h,+ - - - +hy=n.

This equation explicitly shows the expansionT¥ as a sum of alternating computation and action phase operators. The
term for each value dfand each value di,, . . . ,h; corresponds to a sequence @liternating computation and action phases
consisting ofhy,h,, ... h, steps. All are completed except possibly the last phase. The operators for each phase are time
ordered in thatTUHl)hHl occurs afterT(Uj)hJ. Note thatT, and T, do not commute. Ib;=c, then the sequence begins with

T.. It ends withT, (or T,) if t is even(or odd. For example ifv;=c andt is even, the terms in Eq12) have the form

herhe—1 ha+hy
TT T T AT

If v;=a, thena andc are interchanged in the alternation. The terminal faBg+ P, allows for termination or extension of
the phase associated with . Note that the sums include terms for just one action or computation phase wtéps up to

maximal alternation oh computation and action phases, each with just one term.
It is useful to expand the amplitudev,i| T"|w4,0) as a sum over states at the beginning and end of each phase. This can
be done using Eq.12) to obtain
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n 6(Z,n)
(W, T"w1,00= >, > . <Wai|(Tvt)ht|Wt>a o AWl (Ta) "2 W) (W (To) M wy), 13

t=1wp, ..., Wi hy,hy, oo, h¢

where, as befordw) denotegb,/,x,E). Depending on the value of phaset may or may not be completed.
Each term in this large sum gives the amplitude for findiradternating phases in the filststeps, such that each of the
phases begins with a specified input state and ends after a specified number of steps in a specified output state. The sums ove
h;, ... h; have been commuted past the state sums wyer. . . w;, as it is merely a rearranging of terms.
As was done for Eq(10), the sum ovem,, ... ,w; can be replaced by a sum over lengthl paths of states where the
initial and final states of each path dw;) and|w). In particular, one has

n 8(Z,n)

> ., (Prs 1, (Tu)™Pe), - - - {Pal(Ta) "2 P2) (P2l (Te) " P1)(WIPes 1)(PalWy),

=1 pathsp of hy,hy, ..., ht
length t+1

<W!i |Tn|W110>:
t

14

where|p;)=|w;)=1b;,/;.x;,E;) denotes thgth state in patfp.

This result is quite useful in that it expresses the amplit{wig| T"|w,0) as a sum over phase paths contairtinghases
where I=t=n. Included are sums over different numbers of steps for each phase, subject to the condition that the total number
of steps isn. The sums over state paths describing motion within each phase are suppressed.

The conditions o, and T, expressed in Eq$6) and(3), have the consequence that many of the path amplitudes in Eq.
(10) and phase path amplitudes in EG4) do not contribute. Because of this the path sums and phase paths sums can be
restricted to only those paths or phase paths that satisfy the conditiohgamd T .

Additional restrictions on the phase path sum derive from the fact that for a giveil iagdupposed to implement the task.
For example, suppose the task is such that a decision tree can be associated with the task where the tree shows the tempore
ordering, alternatives, and desired outcomes of task steps based on outcomes of prior steps. The decision tree limits the sum
over phase paths to those paths that are consistent with the paths in tf@nttedth the requirement that a task is a sequence
of computation and action phage®ther paths have 0 amplitudést least if T is error free.

For many simple tasks arily that implements the task is such that just one phase path has nonzero amplitude. In this case,
Eq. (14) becomes

n 8(2,n)

<Wri|Tn|leO>:Zl - 2 _— <Bt+lai|(Tvt)ht|Bt>i < {Pal(T2) "2 P2) (Pl (Te) " po)(Wlpys 1) (Pl wa), (15

wherep denotes the contributing path. Thesum is over —j)|x), provided the particle is found. Hetg)qr/X), de-
initial segments of length of the pathp. The sums over Notes the respective initial lattice positions of the quantum
hy, ... h express the fact that in general there is neither 4obot and the particle, anéd(i) denotes the initial state of

definite completion time nor a definite duration time for eachintérnal degrees of freedom of the quantum robot. The state

= hi| 3 . the distancex-j recorded in the memory.
if;:elsl(TUj) /[p;) on h; depends oril and the phase path If the initial state is a linear superposition of QR apd

position states the overall task transformation is given by

V. A VERY SIMPLE EXAMPLE

Here the very simple example described in Sec. Il of how . — i i i —j
to determine the distance between a quantum robot and awI % CJ'X“)QR'X)pe(I)::% 1) arXpf0x=1)
system will be considered to illustrate some aspects of the
models discussed above. The environment is extremely Yt (16
simple in that it consists of one spinless partipl®on a 1D
space lattice. The task is carried out by the quantum robothe prime on the sum means that it is limited to values-pf
moving to the right on the lattice, and counting the numbersuch that @=x—j=<2N—1. For these values the quantum
of steps or lattice sites as it moves. If the particle is locatedobot will find the particle. What happens x| is outside
the number of steps is recorded as the distance, the quantufiis range(the particle is not founddepends on model as-
robot returns to its initial position, and the task is completedsumptions. The staté, ; represents the the task transforma-
As noted earlier, the overall quantum robot plus environ-tion if the particle is not found. The staté¢d) are pairwise
ment state transformation resulting from carrying out theorthogonal for different values ad, and are orthogonal to
task can be represented al)qrd(i)|X)p—|i)orf(x  the initial stated(i).
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FIG. 2. A schematic model of a quantum robot for the specific
task on a 1D environment space lattice. The partige & not
shown. The other systems are as in Fig. 1 except that a memory
system is included as aw+ 2 qubit latticeL5. The position of the
quantum robot on the environment lattice is shown with an arrow.

The description of the task in E¢16), and the require-
ment of pairwise orthogonality of the state&l), ensure that
the task is reversible except for the indeterminacy resulting
from which side(right or left) of the quantum robot the par-
ticle is located. This is removed by specifying the direction
in which the search takes place.

For carrying out this task, the on-board quantum com- FiG. 3. Decision tree for the example task. Task process motion
puter will be considered to be a quantum Turing machineis indicated by the arrows. Circles represent action phases. Square
The quantum register for the computer is taken to be a finit@oxes show relevant states of systems. Permanent storage and run-
closed latticel, containingN+2 qubits:N qubits are used ning memory are shown byt andd, respectively. The boxes be-
for numbers 0,1. .. ,2N—1: one gubit, which is ternary, is a tween adjacent action phase circles show what occurs during a com-
marker; and the remaining qubit adjacent to the marker deputation phase. The left-hand column shows task progress during
notes the sign of the numbdi{~+, |0)~ —). This lattice  the first search part. The center column with horizontal arrows
will be used as a short-term memory to keep a running courihows what happens in a computation phase whisrfirst located.
of the number of sites the quantum robot moves at each stephe right-hand column shows task progress during the return part.

Another ancillary memory system is added to the quan- he bgllast actlvme_s that oceur when the task is complgte are
tum robot. This system consists of another 2 qubit lattice ~ S"OWn in the upper right. The actions mand ml> are nonhalting
L, like £,. It is used to record permanently the distamep ~ M°tions of the guantum robot to the right and left.
between the initial location of the QR apdand corresponds
to 6(x—j) in Eg. (16). Figure 2 shows the setup on a 1D phase continues untg is located. At this point the compu-
lattice environment. tation phase copies the number from running memory to the

There are three types of actions carried out in actiorpermanent memoryl;, subtracts 1 from the running
phases for this task: move to the rigitr), move to the left  memory, and changes tleestate tojml1),. The next action
(ml), and do nothingdn). There are also two variants of the phase consists of moving the quantum robot back one lattice
motion phases used; move one lattice site, and move withouite.

stopping. Corresponding to these, the output systetmas This process continues until the number 0 appears on the
five internal states|mrl),, [mr>),, |mll),, [mI>),,  running memory as part of the input to a computation phase.
and|dn), . The move right and left action phases for one siteThis computation subtracts 1 from the running memory and

carry out the transformationsj)or|X)p—|j+1)orIX)p,  changes the state af to |dn),. At this point the task is

liYorli)p—1i —1)orlX)p. and stop. Do nothing means the completed, and the ballast phase begins. Here ballast phase
action phase makes no change in the QR @ngosition  motion consists of repeated subtraction of 1 from the running
states. All these actions, and the nonstopping motions of thmemaory with intervening do nothing action phases. The bal-
quantum robot, do not involve environment observations. last phase ends when the numbef2N—1) is in the running

The task begins with the numberO on both on board memory.
lattices andb in state|dn),, and the computation phase ac- The task dynamics described above is shown schemati-
tive. If the particlep is at the QR location, the computation cally in Fig. 3 as a decision tree. The round circles
subtracts 1 from 0 on the running memory latti€g, and  mrl, mr>, mll, m>, and dn denote action phases. The
does not change in the stateaflf p is not at the location of square boxes between successive action phases, denote
QR, the computation phase adds 1 to the running memorgnemory system statesl (s a running memory and st a per-
and changes the state to|mrl),. In this case the subse- manent memory and questions with answers based on local
guent action phase shifts the QR one site to the right, and thenvironmental states. The collection of boxes and arrows be-
computation phase becomes active again. tween successive actions shows what is done during each

This stepwise process of adding 1 to the number on theomputation phase. The left-hand column shows the dynam-
running memory with no change in thestate|mrl), in the ics during the search part of the task. The central column,
computation phase, and one site QR motion in the actiomvith horizontal arrows only, shows changes made in memory
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states when the particle is found, and the right-hand col- \If(0)=|j>QR|x>p|0>£ |0) .| 00)y,.|d Y| O)
umn shows the dynamics during the return part of the task. S
The right-hand row at the top shows progress during the =11)rX)p[0000) grrf dN)o|O)c - (17

ballast part of the task.
In Fig. 3, both the first columiithe search phagand the
top row (the ballast phageend with the nonterminating ac- This state expresses the initial conditions of the quantum
tion phases mx and mb>, respectively. The me action,  Turing machine given by the upper left-hand corner or the
which moves the quantum robot continually to the right, oc-decision tree with the running memou, and permanent
curs in casep is not located during the search phase. ThismemoryZ; lattices in statef0), the heach, in internal state
happens ifp is either to the left or at least'2sites distantto  |0) and at the location of the marker qubit @3. The ouput
the right from the quantum robot. The mlaction phase, and control systems are in stgtin,0), and the positions of
which moves the quantum robot continually to the left, oc-the quantum robot and particfeare given bylj,x).
curs at the end of the ballast phase when the running memory The requirement thal implement the task or decision
is full of 1s. tree of Fig. 3 means that for the initial state of Efj7) just
Any T that satisfies Eq92), (3), and(6) and the condi- one term in the phase path sum of E#4) is nonzero, and
tions of the tree is such that iterationdfon a suitable initial ~ that this term corresponds to the specific path in the decision
state implements the task. To see this, let the initial statéree that is followed for the initial state of Eql7). This
¥ (0) be given by gives

n 8(2,n)

> (T P)(P(Te )" Pes) - (Pal(Ta)"2[P2)(Pal (To) " [Po)(pal ¥ (0)), (18

where, as before;;=a,c. This limitation to one path applies VI. DISCUSSION
only to paths of length without the terminat + 1st state, as

i Some aspects of the sum over paths need discussion. First
the last factor'(vt) t|p;) may not correspond to a completed

it should be noted that the decision tree of Fig. 3 refers to a
phase. 5 guantum-mechanical process, not a classical process. One
The states in the path can be written down by inspection consequence is that there are no definite completion times or
of the decision tree and the initial statexi#j+2 one has durations for any of the phases corresponding to steps in the
tree. This is the case even if the initial state has the quantum
~ o robot and particlg in definite positions as in Eq17) and
[P1)=1],i+2)|0,0,0,0 | do|O)c , just one path contributes. However, the decision tree does
show the time ordering of the steps.
The lack of definite completion and duration times fol-
lows from the fact that for any phase, such asjtting on any
path the amplitude facto(rpjﬂ|(ij)hJ|pj) can be nonzero

|53>:|j+1-j+2>|0-11010>qtm|mr1>o|0>cv for many different values oh;. The dependence of this
- factor onh;, gives the uncertainty in the duration time of the
jth phase on pattp. If the dependence is narrow and
[Pa)=1i+1j+2)]0,2,0,0 g mri)o|1), strongly peaked around some values the uncertainty is small.
o If the dependence is broad and spread over many values of
_ h; the uncertainty is large.
Ips)=j+2,j+2)]0,2,0,0) g Mri),|0), Another point is that if the sum over phase paths contains
- more than one path, the decision tree applies separately to
and each path. For the example studied this occurs if the initial
state is a linear superposition of states of the form given by
_ Eq. (18). This can also occur in case branchings occur in a
[pey=1j+2,j+2)|2,1,0,0qmml1)o| 1) phase. For example suppo%eis such that thenth phase
branches withT"|p,.)=a|pms 1)+ BlPrs 1), Where a#0
This last state shows changes made by the computatio# 8. Herep’ is another path that has the firstelements in
phase at the end of the search when the quantum robot is admmon withp and differs at then+ 1st. In this case and in
the location ofp. The distance 2 has been copied to themore general sums over paths the peak values and spreads in
permanent record, 1 subtracted from the running memorguration amplitudes for the phases can be quite different in
and the state o6 changed tdmil),. Additional phase path each of the paths.
states can be found from the decision tree. This branching may be an essential part of the task or it

|52>: lj,j+ 2>|9&1010>qtm|mr1>0| 1),
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may be due to errors in the constructionilofFor instance, in ~ will be made in carrying out the task because for many paths
the example task, suppose that each time the action phadize distance recorded in the permanent mem@drpne is

mrl is active it moves the stafg), to a linear superposition recorded will not correspond to the actual distance between
of |j+ Lgr and|j +2)q,. This could occur because of errors the quantum robot and the partigbe The total error am.pl_l-

or approximations in construction &, In this case the ex- tude consists of the sum over all phase paths containing at

pression ofT"¥(0) as a sum over phase paths will containleaSt one mrl phase transformation of the folrm”ﬁ“

: : ) +2)qr-
many paths instead of just one as in Etf). The structure As seen in Eq(10) the amplitude for each phase path is a

of the sum over phase paths is a branching tree with binary.oqyct of single-phase amplitudes. The structure of these
branchings occurring whenever mrl is active. individual amplitudes is of interest in that they also can be

In this case the decision tree of Fig. 3 applies to eachwritten as sums over variable length paths within each phase.
phase path separately, as it shows the sequence of actioRer example consider thén (do nothing action phase in
and computations that occur in each path. Of course erroiSig. 3. One has

3 (ixb,dndTHlixbdn =% 3 (dnalTaldn), - (G2l Talu)( Xb.dnOldm: 1)(auli xb.dnD),
length m+1

19

whereT,=TP{ has been used. The stdjex,b,dn,1) refers to the quantum robot and partigeat positionsj andx, the
quantum computer including permanent memory in sfaje and the output and control systems in stdtes1), .. Thec
qubit output stat¢0) shows that these are amplitudes for completed action phases.

This shows that the individual “do nothing” action phase amplitudes are sums over paths of variable length with the
requirement that, except for the control qubit, the initial and final path states are the same. They correspond to doing nothing.
On the other hand, no such requirement is needed for the intermediate path states. Thg)f@mtd <k<m+1 can be any
basis stat¢j’,x’,b’,/”,1). Paths can wander anywhere provided they begin and end in states corresponding to doing nothing
and satisfy the conditions of, in Eq. (6).

This applies to completed computation and action phase amplitudes in general. As discussed earlier, completed phase
amplitudes must begin and end with states describing changes appropriate to the phase being considered. Each phase pat
amplitude facto(pj+1|(ij)hi|pj> can be expanded as a sum over paths withinjthghase as

Pyl (Ty)"p)= X (i +1l To An ) - - (0ol Ty [02)(0| Ty [2){Py 4l + 1)(P1 ) (20
gt 31
]

This shows that paths within a phase can wander any- As noted earlier, a main reason for studying quantum ro-
where provided they begin and end with states correspondinigots and their interactions with environments of quantum
to the input and output states for the phase. The path amplsystems is that these systems provide a well-defined platform
tudes are determined by the propertiesTadind are nonzero for investigation of many interesting questions. For example,
only if Egs. (6) or (3) are satisfied. “What properties must a quantum system have so that one

These representations show that for implementation of @an conclude that it is aware of its environment, makes de-
task as a sequence of action and computation phases, it d¢isions, and has other properties of intelligence?” Answer-
necessary that the initial and terminal states of completethg such a question, even for models of quantum robots plus
phases have the required properties. No requirements aemvironments as defined here, is not easy. It seems impos-
given on intermediate path states. The paths can wander ansgible without the framework of some model such as that
where in the overall system state space. Of course the angiven in this paper. This is emphasized by the fact that the
plitude for any path depends on the propertie§ of only known examples of intelligent quantum systems are
very complex, and contain the order of?3@egrees of free-
dom.

It is also worthwhile to consider the following specula-

The example discussed, of distance measurement by sit@ns. The close connection between quantum computers and
counting, was kept very simple as a first example of a task aguantum robots interacting with environments suggests that
a decision tree of computation and action phases. No erthe class of all possible physical experiments may be ame-
tanglements or basis changes were included. More complexable to characterization just as is done for the computable
tasks that result in entanglements can be considered. For efunctions by the Church-Turing hypothedi38,6,39. That
ample Shor'$9] or Grover's[10] algorithms can be included is, there may be a similar hypothesis for the class of physical
in tasks. Also, tasks that include decision trees of sequencexperiments.
of measurements of noncommuting observables are possible. The description of tasks carried out by quantum robots

VIlI. CONCLUSION
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(Sec. 1) lends support to this idea in that there may be amdone to give a precise characterization of physical experi-
equivalent Church-Turing hypothesis for the collection of allments, if such is indeed possible.

tasks that can be carried out. The earlier work that charac-

terizes physical procedures as collections of instructions ACKNOWLEDGMENTS
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