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Quantum robots and environments

Paul Benioff*
Physics Division, Argonne National Laboratory, Argonne, Illinois 60439

~Received 31 December 1997!

Quantum robots and their interactions with environments of quantum systems are described, and their study
justified. A quantum robot is a mobile quantum system that includes an on-board quantum computer and
needed ancillary systems. Quantum robots carry out tasks whose goals include specified changes in the state of
the environment, or carrying out measurements on the environment. Each task is a sequence of alternating
computation and action phases. Computation phase activites include determination of the action to be carried
out in the next phase, and recording of information on neighborhood environmental system states. Action
phase activities include motion of the quantum robot and changes in the neighborhood environment system
states. Models of quantum robots and their interactions with environments are described using discrete space
and time. A unitary step operatorT that gives the single time step dynamics is associated with each task.T
5Ta1Tc is a sum of action phase and computation phase step operators. Conditions thatTa andTc should
satisfy are given along with a description of the evolution as a sum over paths of completed phase input and
output states. A simple example of a task—carrying out a measurement on a very simple environment—is
analyzed in detail. A decision tree for the task is presented and discussed in terms of the sums over phase paths.
It is seen that no definite times or durations are associated with the phase steps in the tree, and that the tree
describes the successive phase steps in each path in the sum over phase paths.@S1050-2947~98!03408-8#

PACS number~s!: 03.67.Lx, 03.65.Bz, 89.70.1c
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I. INTRODUCTION

Much of the impetus to study quantum computation,
ther as networks of quantum gates@1,2# ~see Ref.@3# for a
review! or as quantum Turing machines@4–8#, is based on
the increased efficiency of quantum computers compare
classical computers for solving some important proble
@9,10#. Realization of this goal, or use of quantum comput
to simulate other physical systems@11,6#, requires the even
tual physical construction of quantum computers. Howev
as emphasized repeatedly by Landauer@12#, there are serious
obstacles to such a physical realization.

In much of the work done so far, quantum computers
considered to be free-standing systems. Interactions with
ternal environmental systems are to be avoided either by
of error-correcting codes@13# or other methods of making
resilient quantum computers@14#. However, one can take
different view by considering quantum computers to be pa
of larger systems where interactions between quantum c
puters and systems external to the quantum computer ar
essential part of the overall system dynamics. They are
something to be avoided or minimized.

This view will be followed here by consideration of qua
tum robots and their interactions with environments of qu
tum systems. A quantum robot is considered to be a mo
system with a quantum computer and needed ancillary
tems on board. The quantum robot moves in and inter
with an external environment of quantum systems.

There are also foundational aspects that justify the st
of quantum computers and of quantum robots interac
with environments. These are based on the fact that val
tion of a physical theory such as quantum mechanics
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volves comparison of numerical values calculated fro
theory with experimental results. If quantum mechanics
universally valid ~and there is no reason to assume oth
wise!, then both the systems that carry out theoretical cal
lations and the systems that carry out experiments mus
described within quantum mechanics. It follows that syste
that test the validity of quantum mechanics must be
scribed by the same theory whose validity they are test
That is, quantum mechanics must describe its own valida
to the maximum extent possible@15#.

Because of these self-referential aspects, limitations
mathematical systems expressed by the Go¨del theorems lead
one to expect that there may be interesting questions of s
consistency and limitations in such a description. Limitatio
on self-observation by quantum automata@16–18# may also
play a role here.

Investigation of these questions for quantum mechan
requires that one have well-defined, completely quantu
mechanical, descriptions of systems that compute theore
values, and of systems that carry out experiments. So
there has been much work on quantum computers. These
systems that can, in principle at least, carry out computa
of theoretical values for comparison with experiment. Ho
ever, there has been no comparable development o
quantum-mechanical description of robots. These are
tems that can, in principle at least, carry out experiments

Another related reason that supports the study of quan
robots is that they provide avery smallfirst step toward a
quantum-mechanical description of systems that are awar
their environment, make decisions, are intelligent, and cre
theories such as quantum mechanics@19–21#. If quantum
mechanics is universal, then these systems must also be
scribed in quantum mechanics to the maximum extent p
sible.

From the foundational point of view, the main point o
893 © 1998 The American Physical Society
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894 PRA 58PAUL BENIOFF
this paper is that quantum robots and their interactions w
environments provide a well-defined platform for investig
tion of many interesting questions generated by the ab
considerations. For example, one can investigate if the
proach taken here is useful, and, if not, how the definitio
and platform need to be changed. However, without a w
defined basis, one cannot hope to make progress.

Section II provides more details on the description
quantum robots and their interactions with environmen
The dynamics of the interactions of quantum robots w
environments is described in terms of tasks to be imp
mented by the quantum robot. Tasks are described as a
nating sequences of computation and action phases, with
goal of either making specified changes in the state of
environment or carrying out measurements on the envir
ment. Examples of tasks are given. It is also noted that
description given of a task makes no explicit use of a qu
tum computer. This raises the question if it is sufficient
limit consideration to special purpose-dedicated quantum
bots without on-board computers. A suggested negative
swer, based on efficiency and universality, is given to s
port the need for on-board quantum computers.

Section III provides a specific model of the dynamics
quantum robots and their interactions with environmen
The model includes simplifying assumptions of discrete ti
and space. Properties of the unitary time step operatoT
associated with each task for a quantum robot are descr
in terms of properties of the action phase (Ta) and compu-
tation phase (Tc) step operators, whereT5Ta1Tc .

In Sec. IV, the evolution of the overall system state giv
by C(n)5TnC(0) is organized into a sum over phase pat
This is a sum over variable length paths of input and out
states of successive completed phases of a task. Each
includes a sum over all distributions of steps within ea
phase, subject to the total number of steps equalingn. The
completion and initiation of each phase in a task are re
lated by an on-board control qubit.

A very simple example of a task for a quantum robot in
very simple environment consisting of one particle on a o
dimensional lattice, is analyzed in detail in Sec. V. The ta
consists of measuring the distance between the quantum
bot and the particle by stepwise motion of the quantum ro
to the particle, recording the number of steps needed,
returning the quantum robot to its original position. For ea
initial position of the quantum robot and particle the pha
path sum contains just one path. The sums over initial p
segment lengths and distributions of individual phase du
tions remain. An action and computation phase decision
for the task is described.

The material presented so far is discussed in Sec. VI.
noted that, since the sample decision tree applies
quantum-mechanical processes, no definite duration
completion times are associated with the steps in the t
However, the time ordering of the steps in the tree is p
served. If the phase path sum contains more than one p
because the initial state is a linear sum of different robot
particle position states, or becauseT contains errors, then th
decision tree applies to each phase path in the sum.

The paper concludes with a reemphasis of the need f
well-defined platform for a discussion of properties of qua
tum systems that make computations and carry out exp
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ments and are intelligent. Also, the speculative possibility
a Church-turing-type hypothesis for the class of physical
periments is noted.

It must be emphasized that the language used in this p
to describe quantum robots and their interactions with en
ronments is carefully chosen to avoid any suggestions
these systems are aware of their environment, make d
sions, carry out experiments or make measurements, or
other properties characteristic of intelligent or conscious s
tems. The quantum robots described here have no aware
of their environment, and do not make decisions or meas
ments. They are inanimate physical systems that differ
detail only from other physical systems such as atoms or
other quantum systems.

Some aspects of the ideas presented here have alr
occurred in earlier work. Physical operations have been
scribed as instructions for well-defined realizable and rep
ducible procedures@22#, and quantum state preparation a
observation procedures have been described as instru
booklets or programs for robots@23#. However, these con
cepts were not described in detail, and the possibility of
scribing these procedures or operations quantum mech
cally was not mentioned. Also, quantum computers had
yet been described.

More recently, use of the electronic states of ions in
linear ion trap as an apparatus~and a quantum compute
register! to measure properties of vibrational states of t
ions has been described@24#. Quantum-mechanical Max
well’s demons@25# and oracle quantum computing@26,27#
can be considered as interactions of a quantum comp
with an external environment in order to learn someth
about the external system. The same holds for Grover’s@10#
algorithm, where the database can be considered as a sy
external to the quantum computer. Quantum robots and t
interactions with environments were also discussed earlie
the author@28#. However, much of the discussion was lim
ited to environments consisting of quantum registers.

Interactions between the environment and systems w
also considered in other work on environmentally induc
superselection rules@29,30#. Here the emphasis is on inte
actions between the environment, and a system as a mea
ment apparatus that stabilizes a selected basis~the pointer
basis! of states of the apparatus.

II. QUANTUM ROBOTS

As noted, quantum robots are considered here to be
bile systems that have a quantum computer and any o
needed ancillary systems on board. Quantum robots mov
and interact~locally! with environments of quantum system
Since quantum robots are mobile, they are limited to
quantum systems with finite numbers of degrees of freed

The on-board quantum computer can be described a
quantum Turing machine, a network of quantum gates,
any other suitable model. If it is a quantum Turing machin
it consists of a finite state head moving on a finite lattice
qubits. The lattice can have distinct ends. However, it see
preferable if the lattice is closed~i.e., cyclic!. If the computer
is a network of quantum gates, then it should be a cyc
network with many closed internal quantum wire loops an
limited number of open input and output quantum wire
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PRA 58 895QUANTUM ROBOTS AND ENVIRONMENTS
Even though acyclic networks are sufficient for the purpo
of quantum computation@31#, cyclic ones are preferable fo
quantum robots. One reason for this is that interactions
tween these networks and the environment are simple
describe and understand than those containing a large n
ber of input and output lines. Also, the only known examp
of verycomplex systems, that are aware of their environm
and are presumably intelligent, contain large numbers of
ternal loops and internal memory storage.

Environments consist of arbitrary numbers and types
systems moving in one-, two-, or three-dimensional spa
lattices. This is based on the simplifying assumption for t
paper that space and time are discrete. The component
tems can have spin or other internal quantum numbers,
can interact with one another or be free. Environments
be open or closed. If they are open, then there may be
tems that remain for all time outside the domain of inter
tion with the quantum robot that can interact with and est
lish correlations with other environment systems in t
domain on the robot.

The dynamics of a quantum robot, and its interactio
with the environment, is described here in terms oftasks.
Tasks can be described by their goals, or desired resul
carrying out the tasks, and their dynamics, or the types
steps carried out to arrive at the goal. Goals of tasks incl
the carrying out of desired changes in the state of the e
ronment, and the carrying out of measurements by transfe
information from the environment to the quantum rob
Tasks of the first type~with a goal of a desired environmen
state change! are similar to the computation of functions wit
a quantum computer, with the goal being the carrying ou
a specified function computation.

An example of this type of task is ‘‘move each system
regionR three sites to the right if and only if the destinatio
site is unoccupied.’’ Implementation requires specification
a path to be taken by the quantum robot in executing
task. Some method of determining when it is inside or o
side of the specified region, and making appropriate mo
ments, must be available. In this case, if there aren systems
in regionR, at locationsx1 ,x2 , . . . ,xn in regionR, then the
initial state of the regional environment,ux&5 ^ j 51

n uxj& be-
comes^ j 51

n uxj13&5ux13&, provided all destination site
are unoccupied.

If the initial state of the regional environment is a line
superposition of statesc5(xcxux& of n-system position
statesux& in R, then the final state of the regional enviro
ment is given by(xcxux13&. Correlations between the ini
tial configuration statesux& and final statesux of the quantum
robot may be introduced by carrying out the task. Howev
this is not necessary, in principle at least, because the ta
reversible.

The above description shows that quantum robots
carry out the same task on many different environments
multaneously. This can be done by use of an initial state
the quantum robot plus environment that is a linear supe
sition of different environment basis states. For quant
computers the corresponding property of carrying out m
computations in parallel has been known for some time@6#.
Whether the speedup provided by this parallel tasking ab
can be preserved for some tasks, as is the case for Shor@9#
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or Grover’s algorithms@10# for quantum computers, remain
to be seen.

There are also many tasks that are irreversible. An
ample is the task ‘‘clean up the regionR of the environ-
ment,’’ where ‘‘clean up’’ has some specific description su
as ‘‘move all systems inR to some fixed pattern.’’ This task
is irreversible, because many initial states of systems inR are
taken into the same final state. It can be made reversible
storing somewhere in the environment outside ofR a copy of
each component of the initial state of the systems inR. For
example, if c5(xcxux& is the initial state, then the cop
operation is given by(xcxux&u0&cp→(xcxux&ux&cp where
ux&cp is the copy state.

This operation of copying relative to the states in so
basis avoids the limitations imposed by the no-cloning th
rem @32#, because an unknown statec is not being copied.
The price paid is that copying relative to some basis int
duces branching into the process, in that correlations are
troduced between the state of systems in the copy region
states of systems inR. This is the quantum-mechanica
equivalent of the classical case of making a calculation o
many-one function reversible by copying and storing the
put @33#.

In the above case, carrying out the cleanup on the s
(xcxux&ux&cp corresponds to the operation(xcxux&ux&cp

→uy&(xcxux&cp , where uy& is the cleaned up state for th
regionR. The overall process is reversible, as it can be
scribed by the transformation(xcxux&u0&cp→uy&(xcxux&cp .
If the final state of the quantum robot depends on the ini
state of the systems in regionR, then correlations remain
and the overall transformation corresponding to carrying
the cleanup task is given by (xcxux&u0&cpu i

→uy&(xcxux&cpux . Here u i and ux are the initial and final
states of the quantum robot.

Another type of task has the goal of carrying out measu
ments or physical experiments on the environment. Here
emphasis is on the extraction or transfer of information fro
the environment, and not on a specified change of the sta
the environment. An example of this type of task is ‘‘dete
mine the distance between particlep and the quantum robo
~QR!.’’ If p and the QR are in respective position statesux&p
and u j &QR, then carrying out this task corresponds to t
transformation u j &QRuEx&u i & rec⇒u j &QRuEx8&ud( j ,x)& rec. Here
u i & rec and ud( j ,x)& rec denote the initial and final states of th
recording system, whered( j ,x) denotes the distance be
tween positionsj andx. The stateuEx&5ux&puE&Þp denotes
the initial state of the environment with particlep at position
x. Here uE&Þp is the initial state of environment system
other thanp, anduEx8& denotes the final state of all environ
ment systems includingp after interaction of the quantum
robot at sitex.

Reversibility of this task requires that the final stat
ud( j ,x)& recuEx8& be pairwise orthogonal for different values o
j and x. This can be achieved by requiring that the sta
ud& rec are pairwise orthogonal for different values ofd, and
are orthogonal tou i & rec. Also for pairs of positionsj , x and
j , x1 where d( j ,x)5d( j ,x1), the statesuEx8& and uEx1

8 &
should be orthogonal.

In this paper the dynamics of each task is described a
sequence of alternating computation and action phases.



al
et
th
n

ed
c

io
ri
e
st
os
th

t
f t
s
n

tu
a
o
g

st
th
n

se

i
D

ot
in
m

uc
st
ev

v
Th
ut
r
t
in
n

te
m
s
w
s
e
s

n
.

er
te
is

e-

a-

is
m-

ete
n-

icu-
of
de-
ially

ere
can
n-
in-
tum
st
i-
en-

ing

tum
uter
of
the

ms

are

n-
the
ral
st,
-
for
nd-

-
uter
, a
od.
any
ms

m-
e-

of

-
ace
an-
the
um

896 PRA 58PAUL BENIOFF
is assumed to be the case independent of the type or go
the task. The purpose of each computation phase is to d
mine the action to be taken by the quantum robot in
following action phase, and possibly to record local enviro
mental information. The input to the computation, carri
out by the on-board quantum computer, includes the lo
state of the environment and any other pertinent informat
such as the output of the previous computation phase. Du
a computation phase the quantum robot does not mov
change the state of the environment. It does change the
of an on-board ancillary system, the output system wh
state determines the action taken following completion of
computation.

During each action phase the state of the environmen
changed, and the quantum robot can move. The state o
output system is not changed. An action phase may con
of one or more steps. During each step changes in the e
ronment state are limited to a neighborhod of the quan
robot. Also, an upper bound is set on the distance the qu
tum robot can move during each step. This is done to av
jumps over arbitrary distances by the quantum robot durin
step.

What happens during an action phase depends on the
of the ouput system. It may also depend on the state of
neighborhood environment of the quantum robot during a
step. Examples of actions that do not and do require ob
vations are ‘‘move the quantum robot one step in the1x
direction’’ and ‘‘move the quantum robot successive steps
the1x direction as long as no particles are encountered.
not move if a particle is encountered.’’

The description of tasks carried out by quantum rob
requires the use of completion or halting flags to determ
when individual action and computation phases are co
pleted, as well as when the overall task is completed. S
flags are necessary because the unitarity of the time
operator requires that system motion occurs somewhere
after the task is completed.

Note that there are many examples of tasks that ne
halt. Nonhalting of tasks can arise for several reasons.
task may consist of a nonterminating sequence of comp
tion and action phases. Either a computation phase o
action phase may never halt. An example of an action tha
multistep, does not halt, and requires local environment
teractions at each step is the above example when the e
ronment contains no particles in the1x direction from the
quantum robot.

As noted, the purpose of a computation phase is to de
mine the action to be taken in the following phase. It see
intuitively reasonable to implement this determination by u
of a quantum computer on board the quantum robot. Ho
ever, one can ask if quantum computers are really neces
here. Is it sufficient to limit consideration to special purpos
dedicated quantum robots that can carry out specific task
groups of tasks in most any environment? This questio
emphasized by the fact that the model described in Secs
and IV makes no explicit use of quantum computers.

A definite answer cannot be given at this point. Howev
it is likely that they are necessary. To support this, one no
that it is reasonable to require that for each task there ex
a physically reasonableT such that each phase is impl
of
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mented efficiently.~That is, the number of time steps is re
sonable!.

The exact physical meaning of efficient implementation
not clear at present. However, the definition used in co
puter science~computations dealing with numbers'n are
efficient if the number of steps is polynomial in logn) leads
to the following suggestion: Implementation of a phase~and
a task! is efficient if the number of steps needed to compl
a phase is polynomial in the number of relevant informatio
bearing degrees of freedom of the quantum robot. In part
lar, this should not be polynomial in the dimensionality
the Hilbert space of states for the information-bearing
grees of freedom as this corresponds to being exponent
slow ~polynomial inn).

Another requirement is based on the assumption that th
should exist a physically reasonable quantum robot that
carry out almost any task efficiently in almost any enviro
ment. This is equivalent to requiring the existence, in pr
ciple at least, of a general purpose or universal quan
robot that can, with minor modifications, carry out almo
any task efficiently in almost any environment. Minor mod
fications mean such things as use of shielding for harsh
vironments, increase of the number of information-bear
degrees of freedom for complex tasks, etc.

It is suspected that such general purpose efficient quan
robots require the presence of a universal quantum comp
on board. The type of quantum computer and number
relevant degrees of freedom in the computer, as well as
need to carry out efficient quantum computer algorith
such as those of Shor@9# or Grover@10#, may depend on the
task and environment being considered. However, these
all questions for the future.

III. A MODEL OF QUANTUM ROBOTS
PLUS ENVIRONMENTS

Here a model of quantum robots interacting with enviro
ments is described that illustrates the above material. In
interests of clarity and for purposes of illustration, seve
simplifying assumptions and limitations will be made. Fir
the model will be limited to a description of information
bearing degrees of freedom only. The relevance of this
the development of quantum computers was noted by La
auer@34#.

As noted, a quantum robot~QR! contains a quantum com
puter and ancillary systems on board. The quantum comp
can be modeled as a cyclic network of quantum gates
quantum Turing machine, or by any other suitable meth
Since the material in this section does not depend on
specific model, none will be chosen here. Ancillary syste
present are an output systemo, and a control qubitc. In
addition, a memory system may also be present.

Environments are considered to consist of arbitrary nu
bers and types of particles on one-, two-, or thre
dimensional~3D! space lattices. Very simple examples
environments consist of a 1D lattice of qubits~which is a
quantum register! and a 1D lattice containing just one spin
less particle. Figure 1 shows a quantum robot in a 3D sp
lattice environment where the on-board computer is a qu
tum Turing machine. Environment systems external to
quantum robot are not shown. The location of the quant
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PRA 58 897QUANTUM ROBOTS AND ENVIRONMENTS
robot in the lattice is shown by an arrow.
Besides the assumption of discrete space and time,

assumed that changes in the states of environment sys
occur only as a result of interactions with the quantum rob
The states are stationary in the absence of this interac
This restrictive assumption is made to avoid dealing w
complications in describing task dynamics for environme
of moving interacting systems. It is hoped to remove t
restrictive assumption in future work.

The assumed discreteness of time means that motio
the overall system occurs in discrete time steps on a sp
lattice. Based on this, a unitary step operatorT is associated
with each task, whereT describes the task dynamics for on
time step. For eachn the system dynamics forn time steps in
the forward~or backward! time direction is given byTn @or
(T†)n#.

This association ofT with a finite time interval is similar
to the assumption made by Deutsch and others@6,7,35# for
quantum computers. Alternatively,T can be associated wit
an infinitesimal time interval. In this caseT can be used to
directly construct a Hamiltonian according to@36#

H5K~22T2T†!, ~1!

whereK is an arbitrary constant. In this modelT need not be
unitary or even normal (TT†ÞT†T is possible!. This model,
which has been described in detail elsewhere for quan
computers@5,8#, will not be used here.

The description of each task as a sequence of computa
and action phases is reflected in the separation ofT into
operatorsTa andTc describing single steps in action phas
and computation phases, respectively, for the quantum ro
That is,

T5Tc1Ta . ~2!

FIG. 1. A schematic model of a quantum robot and its envir
ment. The environment is a three-dimensional~3D! space lattice
containing various types of quantum systems~not shown!. The
quantum robot QR consists of an on board quantum Turing mac
~QTM!, a finite state output systemo, and a control qubitc. The
on-board QTM consists of a finite closed latticeL2 of qubits and a
finite state headh2 that moves onL2. The location of a marker
qubit q is shown. The positionx5(x,y,z) of the quantum robot
~QR! on the environment lattice is shown by an arrow.
is
ms
t.
n.

s
s
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ce
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ot.

As noted above, the goal of a computation phase (Tc ac-
tive! is to determine the action to be carried out in the f
lowing action phase. The states ofo and the neighborhood
environment are input for the computation. The computati
which is in general multistep, determines a new state ofo as
output. There is no change in the environment state or
location of the quantum robot.

The goal of the action phase (Ta active! is to carry out the
action based on the state ofo. Actions include motion of the
quantum robot and local changes of the environment st
They may be single step or multistep and may or may
require local observation of the environment. The states oo
and the on-board quantum computer are not changed.

The function of the control qubitc is to regulate which
type of phase is active.Tc or Ta is active if c is in the
respective statesu0& or u1&. The last step, or iteration, ofTc
or Ta , of the computation or action phase includes the
spective changeu0&c→u1&c or u1&c→u0&c .

The conditions thatTc and Ta must satisfy can be ex
pressed in terms of properties of these operators relative
reference basisB5B qc

^B anc
^B ext for the quantum robot

and environment. HereB qc5$ub&qc% is a reference basis fo
the quantum computer. If the on-board quantum compute
a quantum Turing machine as in Fig. 1, thenub&qc
5um,k,t& where um& and uk& denote the respective interna
state andL2 the lattice location of the headh2, and ut&5

^ j 51
N11ut j& is the state of the qubits onL2 with t j50 and 1

for N qubits andt j50, 1, and 2 for the marker qubit. For th
ancillary systemsB anc5$ul 1&ou i &c% where$ul 1&o% is a finite
basis for the output system and$u i &c% with i 50 and 1 is a
basis for the control qubit. The external basisB ext for the
environment systems and position of the quantum robo
given by $ux&QRuE&%. The stateux&QR5ux,y,z&QR gives the
lattice site location of the quantum robot, denoted by
arrow in Fig. 1. The basis$uE&% denotes a chosen basis fo
the environment of quantum systems.

The requirement thatTc not change the environment sta
or the QR location is given by

Tc5(
x,E

Px,E
e TcPx,E

e P0
c , ~3!

where Px,E
e 5ux,E&^x,Eu is the projection operator for the

QR at sitex and the environment in stateuE&. This equation
expresses the requirement that iteration ofTc does not
change the location of the quantum robot or the state of
environment relative to the chosen basis,~i.e., Tc is diagonal
in statesux,E&).

This can also be expressed by the requirem
^x8E8uTcuxE&5Tc

xE^x8ux&^E8uE&, where Tc
xE5^xEuTcuxE&

is the operator for the on-board systems for the external s
uxE&. The action ofTc in the presence of external state
(x,EcxEuxE& will in general introduce entanglements b
tween the external basis states and states of the qua
computer. The presence of the projection operatorP0

c for the
control qubit shows thatTc is inactive if the control qubit is
in stateu1&.

-
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To express the requirement that the dependence ofTc on
the state of the environment is limited to the state of
environment in a neighborhood of the quantum robot, o
chooses environment basis states that can be expressed
product of states of systems inside and outside of neigh
hoods. For each lattice positionx of the quantum robot, le
N(x) denote a neighborhood ofx. Then the environmenta
basis can be chosen so thatuE&5uE&N(x)&uEÞN(x)&. Here
uE&N(x) anduE&ÞN(x) are the states of environment systems
and outside ofN(x).

As a specific example, let the environment consist on
particles each with internal degrees of freedom. ThenuE&5
^ j 51

n uxj f j& is the product state ofn particles, whereuxj& and

u f j& denote the lattice position state and the state of the
ternal degrees of freedom of thej th particle. The stateuE&
can also be written as

uE&5 ^ j 51
m uxl j

f l j
& ^ h51

n2muxkh
f kh

&5uE&N~x!&uEÞN~x!& ~4!

wherem of the n systems are insideN(x), and the rest are
outside.

The requirement thatTc depend on the environment on
in the neighborhood of the quantum robot can be be
pressed by the condition

^x,EuTcux,E&5^EN~x!uTcuEN~x!& ~5!

for the quantum robot operator. Here Eq.~4! and
^EÞN(x)uEÞN(x)&51 have been used. This condition
equivalent to requiring thatTc be the identity on the space o
environment states outside ofN(x).

The dependence of^EN(x)uTcuEN(x)& on the neighborhood
environmental states can be very complex as it can dep
on all them variablesf l 1

, . . . ,f l m
of Eq. ~4!, as well as on

which of then systems are insideN(x). If the n environmen-
tal systems are all fermions or bosons, then the complexit
reduced because of symmetry restrictions on the envi
mental states. For example, for fermions, if the neighborh
N(x) is just the pointx, and f can assumeM values, then
there are 2M distinct environmental statesuEx& ~providedn
.M ). By Eq. ~5!, ^EN(x)uTcuEN(x)& can be different for each
of these states. If the particles are bosons, then there are
more distinct local environment states possible as an a
trary number of systems in the same internal state can
present at the QR location, andTc may depend on the num
ber of systems present.

Note that the above description includes a distinct va
for ^EN(x)uTcuEN(x)& in the case that no systems are inN(x).
This describes the computation phase operator if the ne
borhood environment is empty. Tasks that include sea
operations in an environment to find systems make use
this phase, especially if the environment is sparsely po
lated.

Much of the above discussion also applies to the ac
phase operatorTa . This operator depends on but does n
change the states ofo ~and a memory system if presen!
relative to some basis. This condition can be expressed b
equation similar to Eq.~3!,
e
e
the

r-

-

x-

nd

is
n-
d

ven
i-

be

e

h-
h
of
u-

n
t

an

Ta5(
x,x

8
(
l 1

Px8
qr

Pl 1

o TaPl 1

o Px
qrP1

c , ~6!

wherePl 1

o is the projection operator foro in stateul 1&, Px
qr

is the projection operator for the quantum robot at latt
location x, and P1

c is the projection operator forc in state
u1&. These conditions show thatTa is diagonal in the states
ul 1&o , and is inactive whenc is in stateu0&.

The limitation on the sum over quantum robot position

shown by the prime on(x8,x
8 , expresses the restriction to on

site motion in any direction for the quantum robot during o
step. That is, ifx85(x8,y8,z8) andx5(x,y,z) then (x85x
61, y85y, z85z) or (x85x, y85y61, z85z) or (x8
5x, y85y, z85z61) or x85x are possible along with
linear superpositions of these seven alternatives.

Ta is independent of both the states of the on-board qu
tum computer~qc! and the states of environment system
distant from the quantum robot. As a result,Ta is the identity
on the component space spanned by all the states inB qc:

^x8E8uTauxE&5^EÞN~x8,x!
8 uEÞN~x8,x!&

3^x8EN~x8,x!
8 uTauxEN~x8,x!& ~7!

for all x8 and x such thatux82xu<1. The statesuEN(x8,x)&
and uEÞN(x8,x)& describe the respective environments ins
and outside the combined neighborhoods ofx8 and x. The
definition of these states is similar to that given earlier@Eq.
~4!# for uEN(x)& and uEÞN(x)&. Also uE&
5uEN(x8,x)&uEÞN(x8,x)& has been used. The matrix eleme
^EÞN(x8,x)

8 uEÞN(x8,x)&51 if and only if uE8&5uE& st sites
outsideN(x8,x). Otherwise it equals 0.

The right-hand matrix element of Eq.~7! expresses the
limitation that one action phase step can change the envi
ment at most in the neighborhoods of the initial and fin
locations of the quantum robot. As noted earlier, motion
the quantum robot is limited to at most one lattice site in a
direction. If desired, these limitations can be relaxed by s
able modifications of Eqs.~6! and ~7!.

Several additional aspects of the properties ofTa andTc
need to be noted. One is that, to avoid complications,
need for history recording has not been discussed. Both
computation and action phases may need to record s
history. For example, whenTc is active, the changeul &o
→ul 8&o requires history recording if the change is not r
versible. Where records are stored~on board the quantum
computer or in the environment! depends on the mode
Also, the task carried out by the quantum robot may not
reversible unless the components of the initial state of
relevant regions of the environment is copied or recovere

Initial and final states for the starting and completion
tasks may be needed. For example, at the outset, the ou
and control systems might be in the stateul i&ou0&c , and the
environment would be in some suitable initial state. The p
cess begins with the on-board quantum computer active

Completion of a task could be described by designat
one or more statesul f& as final output states, and arrangin
matters so that motion of some type occurs that does
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destroy the final task state. This ballast motion can occu
board the quantum computer, or consist of motion of
quantum robot or some other system along a path in
environment without changing the environmental state, o
can be a combination of both. If the ballast motion occurs
board the quantum computer and it is described by state
a finite dimensional Hilbert space, the stability of the fin
task state lasts for a finite time only before the task is
done.

The conditions given above forTc andTa are sufficiently
general to allow for branching tasks with states describ
entangled activities. For example, during a computat
phase,Tc can take ano stateul & into a linear superposition
( l 1

cl 1
ul 1&. Similarly the action ofTa can take an environ

ment and QR position stateux,E& into a linear superposition
(x8E8cx8E8ux8E8&. In this case the sum is limited to values
x8E8 that satisfy Eqs.~6! and ~7!. Additional branching is
possible if the action ofTc or Ta takes control qubit state
into linear sums ofu0& and u1&. This allows for entangle-
ments of action and computation phases.
n
e
e
it
n
in
l
-

g
n

IV. SUM OVER PHASE PATHS

Another quite illuminating way to study the time deve
opment of the model implementation of a given task is
use of the sum over paths method@37#. If C(0) andC(n)
are the respective overall system initial state and state aftn
time steps, thenC(n)5TnC(0). In particular, the amplitude
that one ends up in stateub,l ,i ,x,E& is given by

^C~n!&5 (
b1 ,l 1 ,i 1 ,x1,E1

^b,l ,i ,x,EuTnub1 ,l 1 ,i 1 ,x1,E1&

3^b1 ,l 1 ,i 1 ,x1,E1uC~0!&. ~8!

As is well known, the matrix elemen
^b,l ,i ,x,EuTnub1 ,l 1 ,i 1 ,x1,E1&, that gives the amplitude
for evolving from state ub1 ,l 1 ,i 1 ,x1,E1& to state
ub,l ,i ,x,E& in n steps, plays a very important role in a d
scription of the time development of the system. To simpl
notation, let the stateuw,i & denote the stateub,l ,i ,x,E&.

Expansion in a complete set of states between eacT
factor gives
explicit, it

s

. The
es
re time

th

f

is can
^w,i uTnuw1 ,i 1&5 (
w2 ,i 2 , . . . ,wn ,i n

^w,i uTuwn ,i n&^wn ,i nuTuwn21 ,i n21&, . . . ,̂ w2 ,i 2uTuw1 ,i 1&. ~9!

This can also be written as a sum over paths of states$uw,i &% of lengthn11, whose initial and final elements areuw1 ,i 1& and
uw,i & @37#:

^w,i uTnuw1 ,i 1&5 (
pathsp of

lengthn11

^pn11uTupn&, . . . ,̂ p2uTup1&^pn11uw,i &^p1uw1 ,i 1&. ~10!

In this paper, tasks are defined as sequences of alternating computation and action phases. To make this feature
is necessary to separate out sums over control qubit states. Since

Tn5~P01P1!T~P01P1!T~P01P1!, . . . ,~P01P1!T~P01P1!, ~11!

wherePi is thec qubit projection operator for stateu i &c , one can use the fact that, by Eqs.~2!, ~3!, and ~6!, Ta5TP1 and
Tc5TP0, to write

Tn5 (
v15a,c

(
t51

n

(
h1 ,h2 , . . . ,ht51

d~(,n!

~P01P1!~Tv t
!ht~Tv t21

!ht21, . . . ,~Tv2
!h2~Tv1

!h1. ~12!

Here v j 115a ~or c) if v j5c ~or a). The upper limitd((,n) on the t fold sum overh1 ,h2 , . . . ,ht means that the sum i
limited to values that satisfyh11h21•••1ht5n.

This equation explicitly shows the expansion ofTn as a sum of alternating computation and action phase operators
term for each value oft and each value ofh1 , . . . ,ht corresponds to a sequence oft alternating computation and action phas
consisting ofh1 ,h2 , . . . ,ht steps. All are completed except possibly the last phase. The operators for each phase a
ordered in that (Tv j 11

)hj 11 occurs after (Tv j
)hj . Note thatTa andTc do not commute. Ifv15c, then the sequence begins wi

Tc . It ends withTa ~or Tc) if t is even~or odd!. For example ifv15c and t is even, the terms in Eq.~12! have the form

Ta
htTc

ht21 , . . . ,Ta
h2Tc

h1 .

If v15a, thena andc are interchanged in the alternation. The terminal factorP01P1 allows for termination or extension o
the phase associated withTv t

. Note that the sums include terms for just one action or computation phase withn steps up to

maximal alternation ofn computation and action phases, each with just one term.
It is useful to expand the amplitude^w,i uTnuw1,0& as a sum over states at the beginning and end of each phase. Th

be done using Eq.~12! to obtain
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^w,i uTnuw1,0&5(
t51

n

(
w2 , . . . ,wt

(
h1 ,h2 , . . . ,ht51

d~(,n!

^w,i u~Tv t
!htuwt&, . . . ,̂ w3u~Ta!h2uw2&^w2u~Tc!

h1uw1&, ~13!

where, as before,uw& denotesub,l ,x,E&. Depending on the value ofn, phaset may or may not be completed.
Each term in this large sum gives the amplitude for findingt alternating phases in the firstn steps, such that each of thet

phases begins with a specified input state and ends after a specified number of steps in a specified output state. The
h1 , . . . ,ht have been commuted past the state sums overw2 , . . . ,wt , as it is merely a rearranging of terms.

As was done for Eq.~10!, the sum overw2 , . . . ,wt can be replaced by a sum over lengtht11 paths of states where th
initial and final states of each path areuw1& and uw&. In particular, one has

^w,i uTnuw1,0&5(
t51

n

(
paths p of
length t11

(
h1 ,h2 , . . . ,ht51

d~(,n!

^pt11 ,i u~Tv t
!htupt&, . . . ,̂ p3u~Ta!h2up2&^p2u~Tc!

h1up1&^wupt11&^p1uw1&,

~14!

whereupj&5uwj&5ubj ,l j ,xj ,Ej& denotes thej th state in pathp.

This result is quite useful in that it expresses the amplitude^w,i uTnuw10& as a sum over phase paths containingt phases
where 1<t<n. Included are sums over different numbers of steps for each phase, subject to the condition that the tota
of steps isn. The sums over state paths describing motion within each phase are suppressed.

The conditions onTa andTc , expressed in Eqs.~6! and~3!, have the consequence that many of the path amplitudes in
~10! and phase path amplitudes in Eq.~14! do not contribute. Because of this the path sums and phase paths sums
restricted to only those paths or phase paths that satisfy the conditions onTa andTc .

Additional restrictions on the phase path sum derive from the fact that for a given taskT is supposed to implement the tas
For example, suppose the task is such that a decision tree can be associated with the task where the tree shows th
ordering, alternatives, and desired outcomes of task steps based on outcomes of prior steps. The decision tree limit
over phase paths to those paths that are consistent with the paths in the tree~and with the requirement that a task is a seque
of computation and action phases!. Other paths have 0 amplitudes~at least ifT is error free!.

For many simple tasks anyT that implements the task is such that just one phase path has nonzero amplitude. In th
Eq. ~14! becomes

^w,i uTnuw1,0&5(
t51

n

(
h1 ,h2 , . . . ,ht51

d~(,n!

^ p̃t11 ,i u~Tv t
!htu p̃t&, . . . ,̂ p̃3u~Ta!h2u p̃2&^ p̃2u~Tc!

h1u p̃1&^wu p̃t11&^ p̃1uw1&, ~15!
r
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where p̃ denotes the contributing path. Thet sum is over
initial segments of lengtht of the pathp̃. The sums over
h1 , . . . ,ht express the fact that in general there is neithe
definite completion time nor a definite duration time for ea
phase. The dependence of the amplitude fac

^ p̃ j 11u(Tv j
)hj u p̃ j& on hj depends onT and the phase pat

states.

V. A VERY SIMPLE EXAMPLE

Here the very simple example described in Sec. II of h
to determine the distance between a quantum robot an
system will be considered to illustrate some aspects of
models discussed above. The environment is extrem
simple in that it consists of one spinless particlep on a 1D
space lattice. The task is carried out by the quantum ro
moving to the right on the lattice, and counting the numb
of steps or lattice sites as it moves. If the particle is loca
the number of steps is recorded as the distance, the qua
robot returns to its initial position, and the task is complet

As noted earlier, the overall quantum robot plus enviro
ment state transformation resulting from carrying out
task can be represented asu j &QRu( i )ux&p→u j &QRu(x
a

rs

a
e
ly

ot
r
d
um
.
-
e

2 j )ux&p provided the particle is found. Hereu j &QRux&p de-
notes the respective initial lattice positions of the quant
robot and the particle, andu( i ) denotes the initial state o
internal degrees of freedom of the quantum robot. The s
u(x2 j ) is the final internal state of the quantum robot wi
the distancex-j recorded in the memory.

If the initial state is a linear superposition of QR andp
position states the overall task transformation is given by

C i5(
j ,x

cj ,xu j &QRux&pu~ i !⇒⇒(
j ,x

8
cj ,xu j &QRux&pu~x2 j !

1cn f . ~16!

The prime on the sum means that it is limited to values ofx-j
such that 0<x2 j <2N21. For these values the quantu
robot will find the particle. What happens ifx-j is outside
this range~the particle is not found! depends on model as
sumptions. The statecn f represents the the task transform
tion if the particle is not found. The statesu(d) are pairwise
orthogonal for different values ofd, and are orthogonal to
the initial stateu( i ).
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PRA 58 901QUANTUM ROBOTS AND ENVIRONMENTS
The description of the task in Eq.~16!, and the require-
ment of pairwise orthogonality of the statesu(d), ensure that
the task is reversible except for the indeterminacy resul
from which side~right or left! of the quantum robot the par
ticle is located. This is removed by specifying the directi
in which the search takes place.

For carrying out this task, the on-board quantum co
puter will be considered to be a quantum Turing machi
The quantum register for the computer is taken to be a fi
closed latticeL2 containingN12 qubits:N qubits are used
for numbers 0,1, . . . ,2N21; one qubit, which is ternary, is
marker; and the remaining qubit adjacent to the marker
notes the sign of the number (u1&;1, u0&;2). This lattice
will be used as a short-term memory to keep a running co
of the number of sites the quantum robot moves at each s

Another ancillary memory systemm is added to the quan
tum robot. This system consists of anotherN12 qubit lattice
L3 like L2. It is used to record permanently the distancex-j
between the initial location of the QR andp and corresponds
to u(x2 j ) in Eq. ~16!. Figure 2 shows the setup on a 1
lattice environment.

There are three types of actions carried out in act
phases for this task: move to the right~mr!, move to the left
~ml!, and do nothing~dn!. There are also two variants of th
motion phases used; move one lattice site, and move with
stopping. Corresponding to these, the output systemo has
five internal statesumr1&o , umr.&o , uml1&o , uml.&o ,
andudn&o . The move right and left action phases for one s
carry out the transformationsu j &QRux&p→u j 11&QRux&p ,
u j &QRu j &p→u j 21&QRux&p , and stop. Do nothing means th
action phase makes no change in the QR andp position
states. All these actions, and the nonstopping motions of
quantum robot, do not involve environment observations

The task begins with the number10 on both on board
lattices ando in stateudn&o , and the computation phase a
tive. If the particlep is at the QR location, the computatio
subtracts 1 from 0 on the running memory latticeL2, and
does not change in the state ofo. If p is not at the location of
QR, the computation phase adds 1 to the running mem
and changes theo state toumr1&o . In this case the subse
quent action phase shifts the QR one site to the right, and
computation phase becomes active again.

This stepwise process of adding 1 to the number on
running memory with no change in theo stateumr1&o in the
computation phase, and one site QR motion in the ac

FIG. 2. A schematic model of a quantum robot for the spec
task on a 1D environment space lattice. The particle (p) is not
shown. The other systems are as in Fig. 1 except that a mem
system is included as anN12 qubit latticeL3. The position of the
quantum robot on the environment lattice is shown with an arro
g
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phase continues untilp is located. At this point the compu
tation phase copies the number from running memory to
permanent memoryL3, subtracts 1 from the running
memory, and changes theo state touml1&o . The next action
phase consists of moving the quantum robot back one la
site.

This process continues until the number 0 appears on
running memory as part of the input to a computation pha
This computation subtracts 1 from the running memory a
changes the state ofo to udn&o . At this point the task is
completed, and the ballast phase begins. Here ballast p
motion consists of repeated subtraction of 1 from the runn
memory with intervening do nothing action phases. The b
last phase ends when the number2(2N21) is in the running
memory.

The task dynamics described above is shown schem
cally in Fig. 3 as a decision tree. The round circl
mr1, mr., ml1, ml., and dn denote action phases. T
square boxes between successive action phases, d
memory system states (d is a running memory and st a pe
manent memory!, and questions with answers based on lo
environmental states. The collection of boxes and arrows
tween successive actions shows what is done during e
computation phase. The left-hand column shows the dyn
ics during the search part of the task. The central colum
with horizontal arrows only, shows changes made in mem

c

ry

.

FIG. 3. Decision tree for the example task. Task process mo
is indicated by the arrows. Circles represent action phases. Sq
boxes show relevant states of systems. Permanent storage and
ning memory are shown byst and d, respectively. The boxes be
tween adjacent action phase circles show what occurs during a c
putation phase. The left-hand column shows task progress du
the first search part. The center column with horizontal arro
shows what happens in a computation phase whenp is first located.
The right-hand column shows task progress during the return p
The ballast activities that occur when the task is complete
shown in the upper right. The actions mr. and ml. are nonhalting
motions of the quantum robot to the right and left.
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states when the particlep is found, and the right-hand col
umn shows the dynamics during the return part of the ta
The right-hand row at the top shows progress during
ballast part of the task.

In Fig. 3, both the first column~the search phase! and the
top row ~the ballast phase! end with the nonterminating ac
tion phases mr. and ml., respectively. The mr. action,
which moves the quantum robot continually to the right, o
curs in casep is not located during the search phase. T
happens ifp is either to the left or at least 2N sites distant to
the right from the quantum robot. The ml. action phase,
which moves the quantum robot continually to the left, o
curs at the end of the ballast phase when the running mem
is full of 1s.

Any T that satisfies Eqs.~2!, ~3!, and ~6! and the condi-
tions of the tree is such that iteration ofT on a suitable initial
state implements the task. To see this, let the initial s
C(0) be given by
s

d

n

ti
is
he
o

k.
e

-
s

-
ry

te

C~0!5u j &QRux&pu0&L3
u0&L2

u00&h2
udn&ou0&c

5u j &QRux&pu0000&qtmudn&ou0&c . ~17!

This state expresses the initial conditions of the quant
Turing machine given by the upper left-hand corner or
decision tree with the running memoryL2 and permanent
memoryL3 lattices in statesu0&, the headh2 in internal state
u0& and at the location of the marker qubit onL2. The ouput
and control systems are in stateudn,0&, and the positions of
the quantum robot and particlep are given byu j ,x&.

The requirement thatT implement the task or decisio
tree of Fig. 3 means that for the initial state of Eq.~17! just
one term in the phase path sum of Eq.~14! is nonzero, and
that this term corresponds to the specific path in the decis
tree that is followed for the initial state of Eq.~17!. This
gives
TnC~0!5(
t51

n

(
h1 ,h2 , . . . ,ht51

d~(,n!

~Tv t
!htu p̃t&^ p̃tu~Tv t21

!ht21u p̃t21&, . . . ,̂ p̃3u~Ta!h2u p̃2&^ p̃2u~Tc!
h1u p̃1&^ p̃1uC~0!&, ~18!
First
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where, as before,v t5a,c. This limitation to one path applie
only to paths of lengtht without the terminalt11st state, as
the last factor (Tv t

)htu p̃t& may not correspond to a complete
phase.

The states in the pathp̃ can be written down by inspectio
of the decision tree and the initial state. Ifx5 j 12 one has

u p̃1&5u j , j 12&u0,0,0,0&qtmudn&ou0&c ,

u p̃2&5u j , j 12&u0,1,0,0&qtmumr1&ou1&c ,

u p̃3&5u j 11,j 12&u0,1,0,0&qtmumr1&ou0&c ,

u p̃4&5u j 11,j 12&u0,2,0,0&qtmumr1&ou1&c ,

u p̃5&5u j 12,j 12&u0,2,0,0&qtmumr1&ou0&c ,

and

u p̃6&5u j 12,j 12&u2,1,0,0&qtmuml1&ou1&c .

This last state shows changes made by the computa
phase at the end of the search when the quantum robot
the location ofp. The distance 2 has been copied to t
permanent record, 1 subtracted from the running mem
and the state ofo changed touml1&o . Additional phase path
states can be found from the decision tree.
on
at

ry

VI. DISCUSSION

Some aspects of the sum over paths need discussion.
it should be noted that the decision tree of Fig. 3 refers t
quantum-mechanical process, not a classical process.
consequence is that there are no definite completion time
durations for any of the phases corresponding to steps in
tree. This is the case even if the initial state has the quan
robot and particlep in definite positions as in Eq.~17! and
just one path contributes. However, the decision tree d
show the time ordering of the steps.

The lack of definite completion and duration times fo
lows from the fact that for any phase, such as thej th, on any
path the amplitude factor̂pj 11u(Tv j

)hj upj& can be nonzero

for many different values ofhj . The dependence of thi
factor onhj , gives the uncertainty in the duration time of th
j th phase on pathp. If the dependence is narrow an
strongly peaked around some values the uncertainty is sm
If the dependence is broad and spread over many value
hj the uncertainty is large.

Another point is that if the sum over phase paths conta
more than one path, the decision tree applies separate
each path. For the example studied this occurs if the ini
state is a linear superposition of states of the form given
Eq. ~18!. This can also occur in case branchings occur i
phase. For example supposeT is such that themth phase
branches withThmupm&5aupm11&1bupm118 &, where aÞ0
Þb. Herep8 is another path that has the firstm elements in
common withp and differs at them11st. In this case and in
more general sums over paths the peak values and sprea
duration amplitudes for the phases can be quite differen
each of the paths.

This branching may be an essential part of the task o
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may be due to errors in the construction ofT. For instance, in
the example task, suppose that each time the action p
mr1 is active it moves the stateu j &qr to a linear superposition
of u j 11&qr andu j 12&qr . This could occur because of erro
or approximations in construction ofT. In this case the ex-
pression ofTnC(0) as a sum over phase paths will conta
many paths instead of just one as in Eq.~18!. The structure
of the sum over phase paths is a branching tree with bin
branchings occurring whenever mr1 is active.

In this case the decision tree of Fig. 3 applies to ea
phase path separately, as it shows the sequence of ac
and computations that occur in each path. Of course er
n
di
p

f
it
te
a

a
a

s
k
e
pl
r

nc
ib
se

ry

h
ons
rs

will be made in carrying out the task because for many pa
the distance recorded in the permanent memory~if one is
recorded! will not correspond to the actual distance betwe
the quantum robot and the particlep. The total error ampli-
tude consists of the sum over all phase paths containin
least one mr1 phase transformation of the formu j &qr→u j
12&qr .

As seen in Eq.~10! the amplitude for each phase path is
product of single-phase amplitudes. The structure of th
individual amplitudes is of interest in that they also can
written as sums over variable length paths within each ph
For example consider thedn ~do nothing! action phase in
Fig. 3. One has
ith the
nothing.

nothing

ed phase
phase path
(
m

^ j ,x,b,dn,0uTa
mu j ,x,b,dn,1&5(

m
(

pathsq of
length m11

^qm11uTauqm&, . . . ,̂ q2uTauq1&^ j ,x,b,dn,0uqm11&^q1u j ,x,b,dn,1&,

~19!

whereTa5TP1
c has been used. The stateu j ,x,b,dn,1& refers to the quantum robot and particlep at positionsj and x, the

quantum computer including permanent memory in stateub&, and the output and control systems in statesudn,1&o,c . The c
qubit output stateu0& shows that these are amplitudes for completed action phases.

This shows that the individual ‘‘do nothing’’ action phase amplitudes are sums over paths of variable length w
requirement that, except for the control qubit, the initial and final path states are the same. They correspond to doing
On the other hand, no such requirement is needed for the intermediate path states. The stateuqk& for 1,k,m11 can be any
basis stateu j 8,x8,b8,l 8,1&. Paths can wander anywhere provided they begin and end in states corresponding to doing
and satisfy the conditions onTa in Eq. ~6!.

This applies to completed computation and action phase amplitudes in general. As discussed earlier, complet
amplitudes must begin and end with states describing changes appropriate to the phase being considered. Each
amplitude factor̂ pj 11u(Tv j

)hj upj& can be expanded as a sum over paths within thej th phase as

^pj 11u~Tv j
!hj upj&5 (

paths q of
length hj 11

^qhj 11uTv j
uqhj

&, . . . ,̂ q3uTv j
uq2&^q2uTv j

uq1&^pj 11uqhj 11&^pj uq1&. ~20!
ro-
um
orm
le,

one
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hat
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This shows that paths within a phase can wander a
where provided they begin and end with states correspon
to the input and output states for the phase. The path am
tudes are determined by the properties ofT and are nonzero
only if Eqs. ~6! or ~3! are satisfied.

These representations show that for implementation o
task as a sequence of action and computation phases,
necessary that the initial and terminal states of comple
phases have the required properties. No requirements
given on intermediate path states. The paths can wander
where in the overall system state space. Of course the
plitude for any path depends on the properties ofT.

VII. CONCLUSION

The example discussed, of distance measurement by
counting, was kept very simple as a first example of a tas
a decision tree of computation and action phases. No
tanglements or basis changes were included. More com
tasks that result in entanglements can be considered. Fo
ample Shor’s@9# or Grover’s@10# algorithms can be included
in tasks. Also, tasks that include decision trees of seque
of measurements of noncommuting observables are poss
y-
ng
li-

a
is
d
re

ny-
m-

ite
as
n-
ex
ex-

es
le.

As noted earlier, a main reason for studying quantum
bots and their interactions with environments of quant
systems is that these systems provide a well-defined platf
for investigation of many interesting questions. For examp
‘‘What properties must a quantum system have so that
can conclude that it is aware of its environment, makes
cisions, and has other properties of intelligence?’’ Answ
ing such a question, even for models of quantum robots p
environments as defined here, is not easy. It seems im
sible without the framework of some model such as t
given in this paper. This is emphasized by the fact that
only known examples of intelligent quantum systems
very complex, and contain the order of 1023 degrees of free-
dom.

It is also worthwhile to consider the following specul
tions. The close connection between quantum computers
quantum robots interacting with environments suggests
the class of all possible physical experiments may be a
nable to characterization just as is done for the computa
functions by the Church-Turing hypothesis@38,6,39#. That
is, there may be a similar hypothesis for the class of phys
experiments.

The description of tasks carried out by quantum rob
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~Sec. II! lends support to this idea in that there may be
equivalent Church-Turing hypothesis for the collection of
tasks that can be carried out. The earlier work that cha
terizes physical procedures as collections of instructi
@22,40#, or state preparation and observation procedure
instruction booklets or programs for robots@23#, also sup-
ports this idea. On the other hand, much work needs to
N.
er

th
r

m

ys
.

r-
ew
,

n
l
c-
s
as

e

done to give a precise characterization of physical exp
ments, if such is indeed possible.
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