PHYSICAL REVIEW A VOLUME 58, NUMBER 5 NOVEMBER 1998
Muonium formation by collisions of muons with solid rare-gas and solid nitrogen layers
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We report an observation of the formation of muonifiu=(x*e~) bound statewith kinetic energies
between 1 and 40 keV on 500-nm-thick solid argon, xenon, and nitroggh léjers. The thin films are
deposited on a 25@:m-thick aluminum target which is bombarded with a 3.6-MgV beam. We measured
the charge state of the muons emerging from the layers as a function of exit energy. The solid layers investi-
gated are of potential interest for the efficient moderatiop 6tlown to energies of 10 eV for use as a source
for a low-energyu™ beam. For the cryogenic insulators investigated, we find that the measured energy-
dependent neutral fraction of the exiting muon beam is well interpreted by velocity scaling of known cross
sections of protons for electron capture and electron loss down to muon energies of 1 keV. The experimental
results are well reproduced by a Monte Carlo simulation. The total fraction of muonium in the exiting beam is
found to be 2102 for argon and nitrogen as well as for the aluminum substrate without deposited layer, and
about 20% less than this for xendi®1050-294®8)07411-3

PACS numbd(s): 34.70+e, 36.10.Dr, 34.50.Bw, 79.90b

[. INTRODUCTION somewhat obscure the details of the charge-changing reac-
tion.

Besides excitation and ionization, charge-exchange reac- An ideal projectile for studying velocity scaling is the
tions like electron capture and electron loss are fundamentaositively charged muong(*) which has a mass of about
processes in understanding ion-atom collisions. At energie$/9 proton massesi(,=m,/8.88). It decays into a positron
below a few tens of keV/nucleon these are the dominangng two neutrinos 4*—e* v,ve) With a lifetime of 7,

inelastic processes. Over the last 40 years there has bee:"?.lQ?,us [9]. In atomic collisions it may be considered as a

extensive study of charge-changing processes for protongapi broton isotope with its neutral and negatively charged
deuterons, and helium ions of kinetic energy below 1 Mewcounterparts muonium My=(z"e") the hydrogenlike

nucleon passing through gases or thin fpils-6]. These ex- bound statband Mu™ [=(x e e")], respectively. So far,

perimental and theoretical studies show that the cross se Swever onlv few data on muon-atom interactions are avail-
tions for charge exchange depend on the velocity of th » only

projectile but not on its mass. This is known as the velocitye_‘bl_e' Since energy ranges and fluxes/ dr beams are quite
scaling of cross sections. For example, for deuterons witlli"_‘Ited the experiments are perfqrmed mainly WIFh relat|vg|y
energies between 25 and 170 keV/nucleon the measurdBick (~um) targets. Data obtained from experiments with
charge fractions D, D° and D™ on several materials are the metal and carbon foil§10—13 indicate the validity of ve-
same as for protons with equal velocj]. Also, for heavier locity scaling for atomic interactions gf *. These include
charged ions Z>1) extensive data on equilibrium charge charge exchange, ionization, and excitation processes.
fractions are availablg7]. For instance, in charge-changing  Detailed knowledge of the charge-changing processes of
collisions of the neon isotope¥Ne and?Ne with thin car- " would be also very useful for the efficient formation in
bon foils, it was shown that the neutral fractions of bothvacuum of the Mu atom or of the negatively charged Mu
isotopes are the same at equal velocity in the energy range &fn. These hydrogenlike systems are ideal for spectroscopic
0.5—2.0 keV/nucleoh8]. However, the comparison between tests of the validity of quantum electrodynami¢SED),
proton data and heavier charged ion data or between diffesince the leptonic constituents of Mu and Miehave as
ent heavier ion data is complicated by the fact that in a heavypointlike particles down to dimensions of less than ¥om
ion the complex many-electron structure leads to a large va-14]. Numerous spectroscopic experiments on Mu have been
riety of excitations and many-electron processes whictperformed or are currently underway concerning tlse2%
interval, the hyperfine splitting in the ground state, the
2584/2py, Lamb shift, and the &,,-2p5, fine-structure
*Present address: DMP AG, Ch-8604 Volketswil, Switzerland. splitting[15]. Besides spectroscopic experiments, the conser-
TPresent address: Petristrasse 6, D-38118 Braunschweig, Geration of lepton number in electroweak interactions is

many. probed by searching for muonium to antimuonium ")
*present address: ABB Research Corporation, D-69115 Heidelpscillations[16].

berg, Germany. An improved understanding of the charge-changing pro-
Spresent address: Institut rfuPhysik, Technische Univerétta cesses of & interacting with matter is also relevant for the

Chemnitz, D-09107 Chemnitz, Germany. application of polarizedu*as a magnetic microprobe in
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condensed-matter studieg.$R techniqueg17]). In these Substratgaluminum, A) without a frozen gas layer. Due to
investigations, polarizegt™ with energies of a few MeV are their simplicity and ready availability, collisions of hydrogen
implanted in matter, where they slow down and thermalizeatoms and ions with rare gases and gaseou$hidve been
as positive muons or as neutral muonium. The informatiorstudied extensively. Energy-dependent cross sections for
about the muon spin at the moment of the decay, and hendectron capture and electron loss have been summarized and
about local fields, field distributions, magnetic phase transidescribed by fitting empirical formulas to the measured cross
tions, and muon diffusion, is obtained by measuring thesections in Ref[27]. These cross sections determine the
time-dependent angular distribution of the positron originatcharge fractions in the exiting beam. By comparing the
ing from the anisotropic decay of the". In gases the final scaled charge fractions with our experimental data, a more
charge-state fractions of the* are essentially determined detailed understanding of the atomic interaction of thie
by charge-changing cycles involving electron captimeio- ~ €an be obtained than is possible from metal or carbon foil
nium formation and electron loss(muonium breakup €Xxperiments.
[18,19. The last charge-changing cycles take place at ener- In Sec. Il the experimental setup and the data acquisition
gies above a few eV. The muonium formed at these epither@re described in detail. In Sec. Ill the data analysis is pre-
mal energies will thermalize by elastic collisions and detersented, and the experimental neutral fraction is compared
mine the observed fraction of stopped muonium. Thewith the calculated result obtained by velocity scaling of the
remainingu " below a few eV no longer form muonium. In Cross sections for charge transfer of protons. In Sec. IV the
solids these cycles also play an important though perhaps nétfluence of solid-state effects on our result is discussed, and
such a central role. The thermalizgd can interact with the ~ also the consistency of our data with the velocity scaled re-
spur electrons generated during the slowing down ofiifie  Sults down tou™ energies of 1 keV. Additionally, the valid-
by ionization if the mobility of these electrons is sufficiently ity of velocity scaling atu* energies below 1 keV is con-
high. Therefore, in solids, the formation of thermal muoniumsidered with its consequences on the moderation at low
is influenced by the possible convergence of the stopped €nergies. Finally, the results are summarized in Sec. V.
with a spur electron. This was recently shown for solig N
[20], where the formation of thermal muonium was found to
depend partly on the applied electric field. The fraction of
thermalized muonium is increased by a field which pushes The experiment was performed at the Paul Scherrer Insti-
the u™ and the electrons together, and it is decreased withute (PSI, Villigen, Switzerlangi where a 50-MHz cyclotron
the opposite field direction. Also, the observation of muo-delivers protons with an energy of 590 MeV to produce in-
nium in superfluid liquid helium{He) [21] and in liquid and  tense secondary beams of charged pions and muons by tra-
solid neon[22] is explained by the convergence of thermal-versing two graphite targets. The muons originate from
ized u " with a spur electron. charged pion decays and form continuous muon beams. This
The same charge-changing cycles contribute significantlexperiment used theE1 beamline, which was tuned to de-
to the moderation of fast™ , which is particularly relevant liver x* with a momentum of 27.5 Me\¢/ corresponding to
for the generation of a beam of very slow, polarizet with  a kinetic energy of 3.6 MeV, and a momentum widtp/p
energies of a few eV. To date, the most efficient method taf 2% full width at half-maximum(FWHM), corresponding
produce such a beam appears to be a moderation technigue,an energy width of 0.14 MeV. The beam is transported
where fastu™ with energies of a few MeV slow down in a and focused using standard magnetic quadrupoles and di-
moderator formed by condensation of a van der Waals soligholes. A static separator with a crossed electric and magnetic
layer on a metal substraf23—26¢. The most suitable layers field (ExB) reduces are* contamination originating from
are currently made of rare-gas soliRGS’9 or of solid  neutral pion decays to the level of a few percent. Radioactive
nitrogen (N). The studies presented here are also motivatedases, generated in nuclear reactions of the protons in the
by our development of a low-energy”™ beam[25]. The graphite target and diffusing through the beamline, are
usual interpretation of the slowing down in the moderatorstopped in a gas barrier consisting of a 2.6+ Mylar win-
distinguishes a high-, a medium- and a low-energy regimedow at the end of the beamline. Behind the gas barrier our
At high energies, where the velocity, of the ™ is much  apparatus, shown in Fig. 1, is connected with the beamline. It
greater than the velocity, of the atomic electrons, energy is a modified version of the apparatus used for our studies of
loss is caused by ionization, and is well described by thehe ™ moderation techniqui25]. Its main component con-
Bethe-Bloch formula[9]. At medium energies, where,, sists of an UHV chamber with a base pressure of
~v, corresponding tqut energies of about 3 keV, energy 107 1° mbar. Inside the chamber the* impinge on a cryo-
loss is dominated by charge-changing cycles. At energiegenic target consisting of an Al foil with a thin gas layer
below a few eV, in gases only elastic collisions contribute todeposited on the downstream side. In charge-exchange colli-
the energy loss, whereas in solids processes like phonon egions with the atoms of the layer, equilibrium fractions of
citations in principle are also possible. So far, however, there.™ and Mu are formed and exit the layer. The dominant
is no detailed understanding of the moderationwof in  fraction of the exiting muons remains positively charged.
RGS’s or N layers at low energies; in particular, there is aWith a bending magnet on the downstream side of the target
lack of knowledge regarding the role played by Mu forma-the charged particles of the exiting beam can be separated
tion at low energies. from the neutral ones. Time-of-fligiiTOF) spectra are mea-
We have performed studies on the formation of Mu atomssured for the two cases, magnet switched on and off, corre-
with kinetic energies of a few keV emerging from solid ar- sponding to the TOF spectra of Mu and all muon charge
gon (Ar), xenon(Xe), and N, layers and also from the metal states ft*, Mu, Mu~), respectively. The TOF spectra are

Il. EXPERIMENTAL DETAILS
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Veto Counter regulated with a high-precision leak valve, is admitted into
LHe-Shield Vi v, the vacuum chamber through a directional gas doser,
LN,-Shield Coil / mounted on a manipulator which is positioned 10 cm down-

o1 stream of the substrate during the deposition procedure. The
film grows at a partial pressure 08210 ° mbar for about 2

’ 1 min. After termination of the deposition procedure, the re-
sidual pressure returns to the 28-mbar range within a few
minutes. The gas composition in the UHV chamber is moni-
% tored with a quadrupole mass spectrometer. The substrate is
NaI(T1) heated up to 120 K evei8 h toremove the old layer, and a
new one is prepared after cooling back down. This procedure
and the UHV conditions in the chamber ensure the cleanness
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FIG. 1. Schematic of the experimental setup; see text for detalls cent to the substrate and also cooled by the cryostat.

The magnetic field inside the coil is directed perpendicularly up-

wards from the plane of view. B. Beam-target interaction and time-of-flight measurement

The beam momentum of 27.5 Me¥/s determined by
converted into energy spectra to calculate the energyour ™ moderation studies, where an intense, highly polar-
dependent neutral fraction defined as the ratio of the Muzedx™ beam is required. &A™ polarization of nearly 100%
energy spectrum to the energy spectrum of all muon chargis obtained with the so-called surface and subsurface
states. In the following we give a more detailed descriptionbeams with moments29.8 MeVic [29]. With a beam mo-
of the experiment. mentum of 27.5 MeW and an amount of material of about
150 mg/cm traversed by thex™, the stopping density dis-
tribution is centered at the downstream side of the target, i.e.,
in the cryogenic solid layers of condensed gas. This maxi-

The incidentw ™ are detected after collimation when pass-mizes the rate oft™ with energies of a few keV coming out
ing through a 20Qwzm-thick plastic scintillator §,, of the solid layers, and also the integral rate of Mu atoms.
NE102A material, Nuclear Enterprigeshich gives the start About 90% of the beam stops in the Al substrate, or in the
signal for the TOF measurement. The" enter the UHV  copper frame due to multiple scattering in the material in
chamber through a 5@m stainless-steel window, which front of the targe(see Sec. lll . The remaining fraction of
separates the UHV conditions in the chamber from the lesset0% of the beam emerges from the target. A small part of
vacuum of the order of I®® mbar in the beamline. this fraction hits a microchannel plate detecttCP1) pro-

Inside the apparatus, the.:™ traverse two cooled, ducing the stop signal of the TOF measurement. The largest
30-um-thick, Al windows before they impinge on the central part of the exiting beam misses the MCP1 detector or stops
component of the chamber, the cryogenic target. It is comin the vacuum tube in front of the MCP1 due to the multiple
posed of a 25Q:m-thick Al foil of 99.999% purity, cooled scattering of the beam in the target region. The exifing
by a liquid-helium flow cryostat with temperature control have lost most of the initial energy and the energy distribu-
and either covered on the downstream side with300-nm  tion is significantly broadened. The mean energy amounts to
thin solid layer of Ar, Xe, or N, or left uncoveredAl). The  approximately 500 keV, with a FWHM of the same order of
film thickness of 500 nm is sufficient to obtain an equilib- magnitude. The time zerp, of the TOF measurement, de-
rium of charge states inside the layg28]. The Al substrate fined as the time when the® or Mu leave the target, is
is mounted between two gold-plated frames of copper with @btained from the TOF of the contaminating beam after
total thickness of 5 mm. The target is surrounded by twothe separator. At a momentum of 27.5 Me\Mthee™ have a
shields of gold plated, oxygen-free high-conductivity coppervelocity v~c, and appear as a sharp peak in the TOF spec-
(OFHC, each 1.5 mm thigkto reduce the exposure of the trum. From the peak position the tmng when particles are
films to thermal radiation. The outer shield is cooled by apassing the start scintillat, can be calculated using the
liquid nitrogen reservoir, and the inner one by the liquid known distance betwees, and MCPL1. The time zerq is

hellum reservoir. To avoid the absorption of the incomingcaiculated by adding tos, the time of flight of thew* from
* the two Al windows are mounted in the shields on theS to the target1.6 ns.

upstream side. On the downstream side an opening is left for
the particles emerging from the target region.

The base temperature at the target substrate is measured
to be 10 K. The temperature is controlled with LakeShore Si A bending magnet with circular coils, contained in an iron
diodes, and stabilized within 0.1 K. The thin-film layer is yoke, is located between the target and the MCP1 detector.
formed by condensing research purity gas on the cold AWhen the magnet is switched oB (field on), the charged
substrate, where the temperature for the Ar apddyers is  particles are deflected into the side branch of the apparatus
set to 15 K, and that for the Xe layer to 35 K. The gas,and monitored by a second microchannel plate detector

A. Incident beam and cryogenic target

C. Separation of charged and neutral beam components
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(MCP2 which is mounted 20 cm behind the focal plane of G [< LY ggr([:
the magnet. The magnet is set to a field of 0.43 T to deflect P w Siop
muons with a momentum of 13 MeWby 90°, correspond- S s B
ing to a muon energy of 800 keV. The best setting of Bhe [~
field is found by maximizing the MCP2 rate as a function of LTOFGM - . ]
the field strength. With the resulting magnet setting no uu— Gate. I
w*are detected at MCP1. F L
MCP1 R
D. Detection ofe™ from u* decays File-up Gal; I T
Su S 2us  Bp— |
For background reduction, especially for the Mu TOF e cor RO @

measurement, a coincidence between MCP1 and the delaye 4, MCPL)+18 LA {Event
signal of two pairs of plastic scintillator paddl&; [i = :‘ e Gae R

el

(1,2)] surrounding MCP1 is used, where tg detect thee™ . T L v |
originating from thex* decay in MCP1. Each scintillator s,

has a thickness of 4 mm, and is made of NE102A material. D ADC Gate ADC
The lifetime spectrum of the.™ is obtained by measuring  Master Gate S 300ns L fﬁf“e
the time difference between the signals of MCP1 and one okaI(T,)T_@

the S;; detectors. Additionally, the characteristic energy

spectrum of the decag® [30] passing theS,; detectors is

measured with N4&Tl) crystals. Two veto COUnterS\/ﬁvz, FIG. 2. Schematic of the trigger electronics. All input signals
2-cm-thick plastic scintillators, NE102A mateniallow the  are NIM logic pulses except for the Nal) signal, which is the
rejection of events due te" originating fromu " decays in ~ analog pulse. Only one of the Nal) signals is shown hereS:

the side arm of the apparatus. These events are strongly supja'tL: latched;8: busy;P: pile-up;D: delayedR: resetV: veto.
pressed by a 20-cm-thick lead shield between the iron yoke

of the bending magnet and the rear part of the apparatus withnd one of the scintillator pairs using standard NIM electron-

—

the MCP1,S,; and Na(Tl) detectors. ics. For thee., measurement only a coincidence betw&gn
and MCP1 is required. A schematic of the electronics is
E. Detector efficiencies shown in Fig. 2. A MCP1 pulse must occur withinu2 after

The MCP1 detector has a circular active area of 75 mm irf. S“. pulse has been dgtected, and a 'de'layed dgéa)s. .
. : . required to be detected in one of the scintillator pairs within
diameter. It is located at a distance of 88)4cm from the 10us after the MCP1 signal. To ensure the correlation be-
target subtending a solid angle 8fy,cp;=9.5(5)x 10" of # ghal.

2arsr. However, since the muons do not exit the target isoitweensﬂ and MCP1 signals, only thos®, hits are accepted

. L ffor the TOF coincidence which are not preceeded by a sec-
tropically but are forward distributed, the acceptance ofnd'S. for at least 2us. The corresponding signal js
MCP1 with respect to thee ™ or Mu angular distribution is g ' P g stgnal fSin -

Lo X o Additionally, an event is rejected if a;, is followed by a
larger than() . This is discussed in detail in Sec. lllF. . in ) . :
Thg detectio;\wﬂcepflficiency_rMcpl of MCP1 for u.* and Mu is secondS,, during the TOF gate. The MCP1 signal is required

assumed to be about 50%, and approximately constant ové? be not preceeded or followed by a second hit for the du-

the energy range between 1 keV and 1 M@I]. The uni- ration of 1Qus. This ensures the clean correlation between

formity of eycpy OVEr the energy range of the exiting' is MCP1 andS;; signals. An additional pile-up rejection for the

. . : . .Sei detectors is not necessary due to the low maximum de-
an important detail for the data analysis. The detection effi- ¢' .
tection rates of a few hundred counts/s. The accepted beam

ciencye,.. for decaye" of eachS,, detector has been deter- ¢ is reconstructed from single detector and coinci-

- . . rate u;
mined by comparing the number detected in the TOF in - .
spectrurz to tﬁe nl?mber of decgfﬁ detected in theu™* dence rates. It denotes the remaining fraction ofgherate

lifetime spectrum. We obtaia,, =5.7(8)%. This is consis- ?ftetr) pl:f-up rt(ajjecttlon, ‘?.nd tIS ne_rer::le(:lvl]zt:)lgfor_mal|lz_atlon ?jn?
tent with the result from a Monte Carlo simulation using the or background rate estimates. The signal Is used 1o

4 pieos
programGEANT [32], which takes into account the interac- tsrt]art bOtT the_ TOltF ang Illfet_ltnr:e n;easure;netnts to lre_tl:_ﬂrd
tion of thee™ traversing MCP1 and the material surrounding € spectra simultaneously With only one start signal. 1 here-

MCP1. The simulation shows that only 64% of #& origi- Igre, threr;:]innilgna[[r:st(iﬁla)_/reodlzby 1'%3 tc; SEOD trrée J%Th ;
nating fromu™ decays in MCP1 can be detected in . easurement, o that the Spectra are recorde e

The losses are due to scattering and absorption in MCP1 ang>¢ timing. _In the data ?‘”?"ysﬁsec- ll) the TOF spectra
the vacuum tube. Together with the solid angle ofdr® shown with forward timing. The pulses of the Na)

L : detectors are charge integrated to measure the energy depos-
10.00.5% of each scintillator pair subtended at MCP1 and. " o . O
the detection efficiency of approximately 90% for the decaf[efj by thete .t ?dd;’glonatllll'y, t.he. sngnalst are d'?ﬁ”mm?tedt
positrons in each pair, the simulation agrees with the meaZ>Ng constant iraction discriminators 1o use them aiso 1o
sured value of. . . provide the stop for th_e lifetime measurement. T_he time
et spectra are digitized using a LeCroy TDC4208 in single hit
mode. The pulse heights of the N@&ll) crystals are recorded
using a charge integrating LeCroy ADC 2249W. Single de-
The data are recorded event by event. The acquisition of gector and coincidence rates are monitored with CAMAC

valid event is triggered by a triple coincidenceS)f, MCP1,  scalers. The CAMAC modules are controlled and read out by

F. Trigger logic and data acquisition
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a CES Starburst ACC 2180. The data are sent to a VAXsta- Knowing the energy-dependent cross sectiopE) and
tion 4000-90, where they are stored on disk and analyzedr,(E) the neutral fraction can be written g2]
The slowly varying parameters such as target temperature,

pressure, residual gas composition, and film thickness are o(E)
monitored and sent to the VAXstation every few minutes, Do(B)= o(E)+a(E)
where they are also stored on disk.

4

The cross sections(E) and o(E) are measured for pro-

[ll. DATA ANALYSIS AND RESULTS tons in various gases. For Ar, Xe, ang ,Nmeasurements
were done down to energies 6f100 eV. For the calcula-
tion of ®y(E), we use the analytical formulas presented in

The objective of the analysis is to extract the neutral fracthe compilation of Ref[27]. The velocity-scaled cross sec-
tion of the secondary muon beam downstream of the cryotions for ™ at energy E are given by
genic target and to compare the experimental result with th@-c,l(E):Uc,l(Epmp,/mp) with the proton energg,. In Eq.
calculated neutral fraction using known, velocity scaled(4) the formation of the negative Muion is neg]ected since
cross sections of protons for electron captutgeand electron  the formation cross sections are at least one order of magni-
loss g for hydrogen. tude smaller thamr(E) and oy(E).

The neutral fractionb,(E) as a function of muon energy e define the integral neutral fractish$"™ by forming
E is obtained by converting the Mu TOF spechg(t) (B the ratio of the total numbed:i™ of Mu with the total num-

. . M
field on) and the TOF spectrdl,(t) (B field off) to the berNS“™of 1 * in the beam d;wnstream of the target:

corresponding energy spectid,,,(E) and N,(E), and
forming the ratio

A. General scheme of the analysis

N f Nuu(E)dE

Nuu(E Mu
Dy(E)= ) 1) RCHT
ot E) tot J N E)dE
The energy spectra are properly normalized to the accepted oo(E)
number of incomingu * (1&°9. They are extracted from the f — —  _ _N(E)E
TOF spectra using the general relation _J odB)to(E) ®)
dE\ 1 f N E)dE
N(E)=N(t) E) , 2
Experimentally, we determine the second term of Ej),
where NSivcr? Nt mep, Where the subscript MCP1 means the
detected fraction on the MCP1 detector. This number is com-
dE 4 o3 pared with the last term of Eq5), where again we use the
a7 Y mlt™=, scaled cross sections together with a simulated energy spec-
trum Ny mcpE). The simulated energy spectrum is ob-
tained by calculating the energy loss, energy straggling, and
)’:[ /1_(|/Ct)§]fl, y g ay ay ggling

multiple scattering of theu™ in the target using velocity
, , o , scaled proton data. The simulation will show that the energy
in which m denotes the mass of the partidieés the distance  gpoc4rym of the total exiting beam is different from that frac-
between target and MCP1, ands the velocity of light. The  yjon of the beam hitting MCP1. Therefore, the integral frac-
experimental data and also a simulation, described beIOV\ﬁOn ®SU™ of the total beam will differ fromdS“™.,. with

show that the energy spectruiiy,(E) is a Gaussian to good g sum._ g sum 0.MCP1
approximation. In this case, the TOF spectrig(t') at bin 0 O.MCPL:

i can be written agsee Appendix A
B. Analysis of thep* and Mu time-of-flight data

sum

ot The description of the analysis procedure is confined to

Ntot(ti):

Lerf(x}) —erf(x}) ]+ B(th—t)), the example of one Ar run. The measured time-of-flight
erfc( S ) spectraN;y(t) and Ny,(t) are shown in Figs. 3 and 4, re-
\/50'” spectively. Cuts, described later in Sec. Il C, are applied in

(3)  the analysis to reduce the background. This is essential for
the extraction of the Mu TOF spectra.

where E, and o, are the mean energy and the standard Figure 3a) shows theNy(t) spectrum with a fit using the
deviation of the Gaussian distributioNgy " is the total num-  function of Eq.(3). In Fig. 3b), the same spectrum is con-
ber of muons in the TOF peaB is a flat background con- verted first into an energy spectrum using E2), and sub-
tribution per channel, which is a good approximation in thesequently, a Gaussian is fittedNig,( E). Both methods give,
vicinity of the ™ peak, and;, andt; are the upper and lower within the errors, the same mean energy and standard devia-
boundary of time biri. The arguments' of the error func-  tion. The knowledge that the energy distribution is a Gauss-
tion erf are given in detail in Appendix A, and erfc denotesian is useful in order to reduce the statistical error per bin in
the complementary error function. the Nio(E) spectrum. The fit parameters of the Gaussian
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FIG. 3. (a) Measured time-of-flight spectrum for™ with soft- _ _ - _

ware cuts appliedsee Sec. Il §, fitted with the function given in FIG. 4. Time-of-flight spectrum of Mu exiting a thin Ar layer.
Eq. (3). (b) The TOF spectrum is first converted into an energy The peak at approximately.(s arises from scattered beam posi-
spectrum, where subsequently a Gaussian is fitted. The horizont#ions.(a) Without cuts, the solid line is a fitted background accord-
error bars are showing the variable bin size in the energy spectrunilg to Eq.(B14) (see Sec. IlI D and Appendix)BThe dashed and

dotted curves are the two contributions to the total background. The
(Ngu™, E,. o,) are extracted from the fit with small errors. dashed line is due to uncorrelated events in the TOF spectrum,
The fitted energy spectrum shows no statistical fluctuation/hereas the dotted line is caused by correlated decayb) The
and the errors per bin are calculated by standard error propé’l” TOF with the cuts described in Sec. Il C. The dashed line is the
gation using the errors of the fit parameters. Therefore, théttéd, uncorrelated background between 1 anduisgwith asz'r’fd
errors per bin in the fitted spectrum can be regarded as af°Pe according to EqB14). The total number of Mu atontdy, "is
average of the statistical fluctuations over the totaj(E) calculated by subtracting the background from the spectrum be-
spectrum. The error per bin in the fitted spectrum, especiall)tlween 0.05 and As.
at low energies where Mu formation is expected, is smaller . .
than the errors in thél,,(E) spectrum, where the error per total trlgge_r r_ate amounts to 0.2/s, so that the S|gnal to back-
bin i is given by with n; the number of counts in the ground ratio is of the order &/B=1/50. For theB field off

corresponding time bin in the TOF spectrum. For the calcu—and with cuts applied, the detected numbendf is about

: . . 7.7/s with a total trigger rate of 15/s.
lation of the neutral fraction, in Eq1l) we use theNy(E)
spectrum obtained from the fit to the TOF spectrum. The energy spectrilio(E) andNy,(E) for Ar are shown

The raw Mu spectrum in Fig. (4 shows no structure in Fig. 5. The bin widthAE at energies above 10 keV in

Nwu(E) is determined by the bin width of 32 ns in the
apart from a prompt peak &t=0 due to scattered beaet Mu .
and a decreasing background. The fitted background betvve%#j\”“(t.) spectrun{see Eq(2)]. At approxmat(_ely 10 keV the
0.1 and 1.6us is discussed below and in Appendix B. Only 'n.W'dth has decrea;ed 10 2 keV. .At energies below 10 keV
after applying cuts does the broad Mu TOF distribution be-2 f'X?d AE=2 keV is chosgn by integrating over s_everal
tween 0.1 and is become visible, corresponding to Mu bins in the TOF spectrum. Figure 5 shows that considerable

energies of 40 and 0.4 keV, respectiviége Fig. 4)]. We Mu formation sets in at energies below 15 keV, whereas,

, : . above 40 keV, practically no Mu is observed. A similar be-
use Eq.(2) to determine the energy spectrum since there | avior is obtained with the other targets investigated.

no theoretical model to predict the shape of the energy spec-
trum. The background in Fig.(8) is indicated as a dashed )
line and is discussed below. To give an example of the im- C. Cuts for background reduction

portance of the correct background subtraction to obtain the The cuts applied to the TOF spectra are defined using the
Mu energy spectrum at low energies, one should notice thafifetime and the decag® energy spectra. They are shown in
after background subtraction, the total number of detectegigs. 6 and 7. The lifetime spectrum with tBefield off, in

Mu atoms amounts tdly"=50(9), yielding a detected Mu  Fig. 6a), shows a prompt peak at 0% arising from scat-
rate of 0.004/s at an accepted beam ratg{ff=10°/s. The tered beane™ or from u*, which are not detected in MCP1.
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FIG. 6. (a) Lifetime spectrum without cut$B field off). The

prompt peak at 0.%s is discussed in the text. The function of
Eqg. (6) is fitted using a maximum likelihood fit with Poisson

statistics. The time zerd] is at 0.9us. The fitted lifetime

7=2.201(35) us is consistent with the

muon

lifetime

7,=2.197 us[9]. (b) Lifetime spectrum with cuts for Mug field
on), exiting a thin Ar layer. The function of Ed6) is fitted to the
spectrum withr, fixed. The total number of Mu atoméy,"

with that found in the TOF spectrufsee Fig. 4b)].
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FIG. 7. (a) Measured energy spectrum in the Nd) detectors
for decay positrons originating from* decay in MCP1, with th&
field off. (b) Energy spectrum simulated with the programanT
[32]. The simulation allows for energy loss, straggling, and multiple
scattering of the positrons in the MCP1, the vacuum tube, and the
S.i and Nal(Tl) detectors . No detector resolution of the N@) is
included, but the simulation agrees well qualitatively with the mea-
surement. The dashed line is the theoretical energy spectrum of the
decay positron§30].

For the latter, the subsequently emitted deedy gives a
signal in both the MCP1 and one of the scintillator pairs at
essentially the same time. In the Mu lifetime spectrum the
origin of the prompt peak is different, and is discussed below
together with the background in the Mu TOF spectra. Since
these prompt events have the wrong MCP1 signal for the
TOF measurement they are cut off.

The lifetime spectrunDy; (t') at bini is given by in-
tegrating the decay probability density with the lifetime
7, over each bin,

Nsum d
tot, Mu e~ (t'— tO)/TM

Ty

dt’+b

. ti
Dot ,Mu(tl) = ftih

=N e 00— e 0] b, (§)
Wheretg denotes the time zero of the decay spectrum, which
is determined by the position of the prompt peak, and a

flat background per time bin assumed to be constant over the
total lifetime spectrum due to the loa/ stop rate. The total
number of detected muons or Mu atoms can be determined
in an alternative way by fitting this function to the corre-
sponding spectra. This provides a check on the correctness of
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the background subtraction in the TOF spectra, where thef the S,; detectorgsee Appendix B
background is not flat over a TOF interval of a few hundred The two sources of* give rise to additional background
ns. This is demonstrated by comparing the results for Mu ofn the TOF spectra. A" is detected ag,,, and stops in the
Fig. 6(b) with Fig. 4(b). Furthermore, in the case of Mu, the target region or in the side branch. The corresponding decay
lifetime spectrum convincingly demonstrates the detection og* js detected in MCP1 and in one of tiSg, detectors. The
Mu atoms _since the slope of the spectrum is consistent witla+ signal in MCP1 Eiicpy) Starts the TOF gate in the trigger
the l_ﬁ lifetime. o electronics(reverse timing for the TOF measurement, see
[Figure qa) shows the energy distribution of the de@y  sec. || F and Fig. 2 If the delayedu;, signal coincides with
originating fromu ™ decay in MCP1 detected in one of the the TOF gate, an exponential background is observed in the
Nal(Tl) crystals. The pulse height spectra of the crystals arqof spectrum. The slope is given by thé decay rate o,
calibratt_ad by tuning the separator i_n the beamlinetpand (again, the slope is corrected because of3hile-up. The
measuring the energy deposited in the (W8l crystals by "ande/ ., signals are correlated. In the forward-timing

beame*+ scgttered in the MCP1 detector. The energy of therop spectrunisee Fig. 4a)] this background appears be-
beame” with a momentum of 27.5 Me\/ is about 27  yyeen time zero and 1.s. Therefore, the only™ which
MeV, which corresponds to the maximum energy depositedonripute to this background are those which decay within

in _the crystals. A simulated_ energy spectrum of deedy 1 ¢ s after they stopped in the apparatusuA decaying
using the progranseanT [32] is shown in Fig. T), together  |4ter has a delayeg,, signal outside the TOF gate. In this

with the theoretical spectruitMichel spectrumplotted as a  o5e g delayed:;, pulse, generated by a secopd, can

dashed curve. The distinct deviation of the Michel spectrum, ;. i4e with the TOE gate. Now the,, and e,.p; signals
. . . . in MCP1
from the expen][nental 0?6 IS vedry Weiltl r(_aprocgjf;:lzd, and is re uncorrelated. The background shape is the same as in the
consequence ot energy 10Ss and scattering o AVETS”  -ase of accidental coincidences. Thus the background in the
ing the MCPl d‘?t‘?cmf and the material surrounqmg MCPlTOF spectra due tey,cp; Signals is a sum of two exponen-
\KIV;(_rr?;qg:rztglgnlnlmum energy of 1 MeV deposited in thetials with different slopes. Since the prompt peak in the life-
For thg anal. sis of the TOF data onlv those events aréime spectrum is cut off, this component of the background is
Y y removed in the analysis. The remaining background in the

accepted wherél) only one pair of scintillators has a hi®) . . .
. . . Mu TOF spectra is caused by the first compor@ctidental
the corresponding N@Il) detector has a hit correlated in coincidences ofu,,, MCP1, andS,) with a slope deter-

time with the scintillator pair within a time window of 40 ns, ™~ d by theS. rate. This. sl ‘s fixed when fiti
(3) the hit is detected after the prompt peak in the "fetimegggnen)t/ial %a/é kr(;;'m q Ifostﬁgel\;lsu I‘i'(eOF V\épir;[[;ﬁg?egn
spectrum, and4) the energy deposited in the Nal) detec- curve in Fig. 4b)]. In Fig. 4a) the background is fitted ac-

tors is larger than 1 MeV. The effect of the applied cuts on : :

the signal can be estimated by comparing the total numbe ording to Eq(B14). The slop_e_|s larger than f_or the uncor-

NSU™ of detectedut with and without cuts. With cuts there related case due to the additional exponential contribution
o .

from the decaye™. The fitted, uncorrelated background is

's a loss of signal of about 20%, whereas the background 'drawn as a dashed line, and the correlated one as a dotted
nearly completely removed. line '

By integrating the prompt peak entries a background rate
D. Sources of background of 0.15/s is obtained, so that the sum with the uncorrelated

We will now discuss the background in the Mu TOF spec_background rate yields the measured trigger (aeproxi-

. ) . ) . mately equal to the background ratef 0.2/s for Mu data
tra. Details are given in Appendix B. Without cuts, the baCk'.taking. Other background sources such as scattered-béam

T o oy ey r i toms o Geteted n NCP bt e cecaysre
L ; o ANLI '’ less intense and are also cut off in the analysis, since they

and one of the scintillator paiiS,; within the time windows contribute to the prompt peak
defined by the trigger electronics, depending on the single '
detector rates and the gate lengths. This background rate is
estimated to~0.05/s. In principle, this background is flat.
However, due to th&, pile-up coincidence, which gives rise ~ The same procedure as described above for the Ar data is
to a reset of the data acquisition, the background is modifiedpplied to analyze the data for Al, solid Xe, and.NTr'he
to become exponential with a slope determined by $he background correction gives consistent results within 10%.
rate (see Appendix R This is inferred from the comparison between the numbers

The other two components are caused by the prompt peaky," determined from the TOF and lifetime spectra. The
in the lifetime spectrum and are therefore correlated inexperimental neutral fraction®,(E) are determined using
MCP1 andS,;. They consist ofe™ originating fromu«*  Eq. (1). They are shown in Fig. 8, and compared with the
decays in the target region, where about 90% of the beamalculated fractiongsolid lineg. For the solid gas layers
stops(see the simulation belowand frome* originating ~ ®,(E) is calculated using Eq4) with the velocity scaled
from the u™ stopped in the side branch. The deedyfrom  cross sections for protons compiled in Rgf7]. For the Al
the target are only slightly deflected by the bending magnetarget the solid line represents a sum of three exponentials
(set to deflect particles of a momentum of 13 MeWy fitted empirically by Ahn[12] to measured muon data and
90°), because thess" have a momentum normally higher velocity scaled neutral fraction data of protons and deuterons
than 13 MeVt [dashed curve in Fig. (B)]. With some [1,33]. The muon, proton and deuteron data used in R,
probability they are scattered in MCP1 toward the directionare for “dirty foils” with a thin layer of aluminum oxide at

E. Energy-dependent neutral fraction
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FIG. 8. Measured energy dependence of neutral fractiong for
exiting from (a) the aluminum foil(Al, probably covered by a few energy (keV)

atomic layers of oxide on the surfacéb) an Ar layer on Al,(c) a .
Xe layer on Al, and(d) a N, layer on Al. The solid line in@) is FIG. 9. (a) Measured energy-dependent neutral fraction data for

obtained from a fit by Ahrj12] to muon data and velocity scaled Ar, Xe, and N targets.(b) Calculated energy dependence of the

proton and deuteron dafa,33], where the Al is covered by a thin neutral fraction for Al, Ar, Xe, and bl

layer of oxide. In(b)—(d) the solid line is obtained by a velocity

scaling of cross sections for protons, and calculating the neutral The different energy dependence®df(E) for Xe, com-

fraction according to Eq(4). pared with Ar and N, can be attributed to the shift of the
) S maximum of the electron loss cross section frerd0 keV

the surface. In this case the neutral fraction is different comso, aAr and N, to 6 keV for Xe: see Fig. 1®). Also, the

pared with a_freshly evaporated Al lf"“{éﬂ' Since we cannot capture cross section for Xe is smaller thay{E) for Ar and
exclude a thin film of aluminum oxide at the surface of ourl\|2 at energies above 6 keV, see Fig(d0

Al target, we use Ahn’s fit to compare our data with his There is a larae difference in the sha {E) below 1
muon data and the scaled proton and deuteron data. keV. which is th 9 . peo%l in thi .
Common to all investigated targets is the decrease of meY, whichis t € energy region not accessible In this experi-
production with increasing energy. At lower energies the sta"€Nt: The maximum otr¢(E) for Xe is located atEmax
tistical errors increase due to the low statistics in the TOF= 70 €V and for Ar and NatEya~250 eV. Atan energy
spectra at increasing times. Within the statistical errors th@f 15 €V o¢(E) is about 1.6¢10™* cn for Xe and about
data are well described by solid lines representing the scale30x 10~ cn? for Ar and N,. The difference in the posi-
proton data. The results are summarized in Fig. 9, wheréon of the maximum can be attributed to the matching of the
differences between the targets become more recognizableglocities of then ™ and the valence electrons in the target.
Figure 9a) shows our data for the gas layers. The Al data ard~or Xe, the valence electrons in the=5 shell move slower
not drawn here to obtain a better overview. They are similathan in Ar (1=3). This shifts the maximum af.(E) for Xe
to the N, data except the points at 8 and 22 keV, which areto lower energies. In a very simple picture the smaller value
located below the calculated curisee Fig. 8)]. There are  of o (Enha for Ar and N, compared with Xe can be ex-
slight differences in the shapes of the neutral fractions. Thelained by the larger atomic cross section and the larger in-
Xe data fall systematically below the Ar and, Mata. This teraction time(due to the loweru “velocity) in Xe. The
behavior is represented in the calculated neutral fractionsgmallness ofr.(E) of Ar and N, compared with Xe at en-
shown in Fig. @b). For Xe the decrease df,(E) is steeper ergies far belowE,,, can be attributed to the different ion-
at lower energies. For Ar and,Nthe calculated shape of ization energies, which are 15.8 eV for Ar, 15.6 eV fos,N
@, (E) is about the same abovel0O keV, whereas our data 12.1 eV for Xe, and 13.6 eV for Mu. Therefore, the capture
for Ar are placed a little below the \data. In Fig. @) the  process is energetically possible for Xe even at zero energy,
calculated neutral fractions yield 92% for Ar, 100% for Xe, whereas it is forbidden for Ar and N As well, this gives
80% for N,, and 95% for Al when extrapolating to thermal rise to the extrapolated neutral fractions of 100% for Xe and
energy. less than this for Ar and N In the solid the ionization
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FIG. 10. Velocity scaled cross sections of prot¢@g] for (a) FIG. 11. Simulated £ th b q
electron capture,(E) of u™, and(b) for electron lossr,(E) of the - 11. Simulated energy SPe,C,”a of the muon beam down-
Mu atom. Solid line, Ar; dotted line, Xe; dashed line; N stream of the target for an initial beam momentum pf

=27.5 MeVlc andAp/p=2%. (a) All u* exiting the target. The
; solid line represents a sum of two Gaussians which empirically fits
energy has to be substituted by the band gap en&gy o 7
_ . well to the data(b) Muons hitting the MCP1 detector. A Gaussian
14.1, 14, and 9.3 eV for Ar, N and Xe, respectively. is fitted, yielding the mean enerdy, and the widtho,, of the
distribution. The resulting values agree with those obtained from
fitting to the experimental datésee Fig. 3 within two standard
In order to probe velocity scaling, and to estimate thedeviations.
integral neutral fractionby"™ in the emitted beam, we per-

formed a Monte Carlo simulation to calculate the energyis obtained by velocity scaling of stopping power data for
spectrum and the angular distribution of the muon beanprotons[35], whereas the range straggling is calculated by
downstream of the target. For that fraction of the beam hitmultiplying velocity scaled proton data bym /m, [36].
ting the MCP1 detector we can determidg ., by form-  The velocity scaling is applied down to a* energy of 1
ing the ratioNf"\icpy/ Nigt mep1 [S€€ Eq(5)] where we now  keV. Theu™ stops in the simulation if the energy becomes
added to the subscrlpts MCP1 to emphasize that this integr&ss than 1 keV.
fraction is measured on MCP1. However, since the solid The simulation shows that 87% of the incoming beam
angle of MCP1 is small, the measured energy distribution otops in the Al substrate or in the copper frame surrounding
n* will contain higher energies of the muon beam, becausghe substrate. Only 13% of the beam penetrates the target.
the higher the energy of a particle the lower its mean scatThe simulated energy spectra of theé downstream of the
tering angle. This means that the detected energy distri-  target and of the fraction g™ hitting MCP1 are shown in
bution is shifted to higher energies compared with the energ¥igs. 1Xa) and 11b), respectively. The energy spectrum of
distribution of the total exiting beam. This reduces the dethe total beam in Fig. 1&) is fitted empirically by a sum of
tected fraction ofu ™ with E<40 keV, where Mu formation two Gaussians. The spectrum pf® hitting MCP1 has a
takes place, due to the larger mean scattering angle at low&aussian shape, and agrees with the measured energy spec-
energies. Thereforepg ip; Underestimates the integral Mu trum in Fig. 3. The simulated angular distribution of the full
fraction, and the simulation is needed to calculate the energ§nuon | beam is shown in Fig. (. The angular distribution
spectrum of the total exiting beam to obtain an estimate ofor u* with energies less than 40 keV is broader, with a
o, larger mean scattering angle, compared with the data includ-
“The simulation takes into account the energy loss, rangid all muon energiefsee Fig. 1#b)]. Therefore, the accep-
straggling (from which the straggling in energy loss is de- tanceQép; of MCP1 with respect to the Mu angular distri-
rived), and multiple scattering according to Maks theory  bution is smaller tha)\;, which denotes the acceptance
[34] in the materials the. ™ are traversing. The energy loss for all muon energies. The simulation yield¥\ap,=1.1

F. Monte Carlo simulation and integral neutral fraction
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Mean 17.73 ties. The integral fractions depend on the beam momentum,
RMS 10.39 the momentum bite, and the amount of material the beam has
to traverse. For example, a slightly higher beam momentum
(a) shifts the mean energy of the downstream beam to higher
energies. This reduces the fraction of the beam with energies
below 40 keV, and therefor&§'" is also reduced. Thus the
result can be considered as a consistency check of velocity
scaling with the present experimental setup. Taking into ac-
count the simulated transmission of 13% of the incoming
beam the integral Mu formation probability per incoming

L L — — w™ yields about 3< 10~ * for our setup.
0 20 40 60 80

3000

[
[—4
[
>

1000

counts / (deg leﬂsum)

IV. DISCUSSION

30 | Mean 23.03 In the calculation of the neutral fractions the target layers
12.83 are treated as a dense atomic gas. The use of the “atomic”
cross sections requires that the collision processes of the pro-
(b) jectile with the target atoms can be considered as single col-
lision processes. This condition is met if the timgfor a
single collision process is much smaller than the average
time 7 between two successive impacts,/7<<1. A crude
estimate forr. is obtained by setting.~ay/v, whereay is
the Bohr radius, and the velocity of the projectile. The time
r=1/(nv o) is expressed by the densityof atoms per criy
L AR | 0 the velocityv of the projectile and the cross section The
0 20 40 60 80 condition for the existence of a single collision process can
O (deg) be written asr./ r~nayo<<1. For instance, with a density of
_ o _ p=1.78g/cni for solid Ar andp=3.77 g/cni for solid Xe,
_I_ZIG. 12. Simulated angular dlstrlbutldr((i))sm(@)d@ Qf the  ihe density of atoms yields 21022 and 1.7 1072 cm 3,
ﬁf't'ngomkui;] beham('a)MA" fmuonf and(t:) muons with energies less  ognactively. This results im,/7~ox 1014 cm=2<1, if o
an 4L kev, where Mu formation sets in. <1015 cn®. This is fulfilled for w* energies greater than 1
keV (see Fig. 1D Also, the de Broglie wavelengtk of the
X102 and Q\ep;=1.7X1072. These acceptances are u* is required to be less than the interatomic distance in
larger than the solid angl@cp; of MCP1 subtended at the order to treat the projectile as a pointlike particle during the
target due to the forward-peaked angular distributions. Theollision process. For* with an energy of 1 keV the wave-
fact thatQMi_, < Q% . represents the energy dependence ofength A=2.7x10""* m is about 100 times smaller than

counts / (deg leOsp.in)

the mean scattering angle and shows #gii-p, will un- interatomic scales. The considerations above show that the

derestimate the integral fraction in the emitted beam. simple picture of single collisions within the solid is well
The integral fractions for the different targets are summadustified for the condensed gas targets.

rized in Table I. The experimental fractiodsin., are well At u” energies below approximately 10 keV, correspond-

reproduced within the errors by the simulated data. The X9 tou" velocitiesv<2v, (v, is the velocity of the bound
data yield a smaller fraction, which is due to the reduced Mielectrons, solid-state effects like dynamic screening, and
formation probability at energies above 6 keV compared®Sonant and Auger processes as well as tunneling of elec-
with the Ar, N,, and Al data(see Fig. 9. The simulated trons to the prOJectllg leaving the surface, may affect _the
integral fraction of the full beam is aboutx2l0~3, with charge-transfer reactiof87—39. These processes are attrib-
small deviations between the investigated targets, whicht€d to @ uniform gas of free electrons in the solid. These

again represent the slightly different Mu formation probabili- Sclid-state effects have to be taken into account to yield good
agreement between measured and calculated charge fractions

of protons emerging from metal or carbon foils. However,
the assumption of a uniform electron gas does not hold for
aWide—band—gap insulators like rare-gas solids or solid N
where all electrons are tightly bound in the valence band.
Nevertheless, during slowing down tpe" creates an ioniza-
tion track of free electrons in the conduction band and, from

TABLE I. Experimental and simulated integral neutral fractions
dgvicpr Of the beam hitting the MCP1 detector. Simulated dat
only for ®3"™, denoting the integral neutral fraction of the full
beam downstream of the target.

Experiment Simulation Simulation X . )
Target osum o ogum recent measurements on thermalized in solid N, and .
' i solid rare gases, it is known that these electrons have a high
Ar 1.30(23)x 1073 1.36x10°3 2.17x10°3 mobility [20]. However, the track electrons cannot behave as
Xe 1.00(20)x 102 1.13x1073 1.80x 1073 an electron cloud moving with the projectile, becauseyttie
N, 1.51(30)x 1073 1.34x10°3 2.15x10°3 moves “in front of”’ its own radiolysis electrons. Therefore,
Al 1.25(15)x 103 1.56x10°3 2.48x10°3 the solid-state effects are expected to have no significant in-

fluence on the neutral fraction at low energies in the con-
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densed van der Waals solids. This is in accordance with ouby(E), which was not resolved in the experiment of Ref.
experimental results where the measured neutral fractions afé0], where condensed gases could not be studied. According
described satisfactorily by the calculated fractions using théo Ref. [40] the largest Mu yield can be expected for
scaled cross sections. mediumZ elements like copper or zinc. For instance, at 50
keV/nucleon, corresponding to @t energy of 5.6 keV, a
neutral fraction of about 50% is found for Cu or Zn, and 35%
for Al. These results were obtained with clean surfaces. The
solid curve in Fig. 8), which fits well to our Al data, yields
From our data we can conclude that, within the stati.stica_[rj1 larger neutral fraction of 42% ata" energy of 5.6 keV.
error, a velocity scaling of charge-exchange cross sections ifne curve represents a fit to the data of oxidized Al surfaces.
applicable foru™ with energies down to 1 keV, correspond- Compared with a clean Al surface the oxide layer causes an

ing to an energy per nucleon of about 9 keV/nucleon. Thi§,rease of the neutral fraction above 40 keV/nucleon. Below
extends thg avallable data of charge-exchange processes % keV/nucleon the neutral fraction is larger for the clean
“hydrogen isotopes” from the energy interval above 8 keV surface[1]

for deuterong5,33] to lower energies. Also, the underlying
assumption of velocity scaling of the stopping power and the
range straggling of energetic® traversing the target seems
well confirmed by the good agreement between the Monte As mentioned in Sec. I, our work was also motivated by
Carlo results and the measured energy distribution and intdhe desire to obtain a better insight into the details of the
gral neutral fractions. This implicitly demonstrates that notmechanisms leading to the emission of epithermal from
only charge-exchange processes, but also ionization, whickolid van der Waals layers. Relevant to this question is the
is the dominant process in energy lossudt energies above slowing down ofu* and the corresponding cross sections at
~5 keV, scales with velocity. Additionally, the good agree- 1™ energieEE<1 keV. At these energies our experiment is
ment between measured and simulated energy spectra imet sensitive to the detection @f* or Mu, since the detec-
plies the proper handling of multiple scattering for #fa& in  tion efficiency of the MCP1 detector decreases rapidly below
the traversed material. According to Moligs theory the 1 keV. No direct measurements are available in this case.
scattering angle is proportional to ), with p the mo- However, some results have been obtained by considering
mentum and the velocity of the projectile. the thermalization time ofc™ and its influence on the muon
The small deviations in the shapes®§(E) for the dif-  spin rotation(uSR) signal of stoppegk™ in gases at various
ferent solid gas layers are attributed to th@atomic number  pressureg18,19. In a weak transverse magnetic field the
dependence of the capture and loss cross sections. For tpeecession of the.™ can easily be distinguished from the
rare-gas data compiled in R¢R7], with increasingZ, both  precession of the Mu atom, which is approximately 100
the capture and loss cross sections increase at low energitisies faster. TheuSR method can therefore measure the
with a shift of the maximumE,,, to lower energies. At fraction of u* thermalizing as Mu. Also, the total slowing
energies larger thafk,,, only the loss cross section in- down time as well as the time spent in the ionization, the
creases significantly witl. charge-cycling and the elastic collision regime can be esti-
The dependence an of the energy-dependent as well as mated using scaled cross sections for protons and compared
integral neutral fraction is not expected to be monotonicwith the experimental finding. It is the time spent in the
Recent measurements with protons and boron as projectileharge-cycling regime which influences the observable muon
on several metallic elements ranging from Be to Au showpolarization after thermalization. The Mu states formed ini-
Z-dependent oscillations at energies of 50—500 keV/nucleortjally from 100% polarizedu™ by capture of unpolarized
reflecting the periodic shell structure of the target atpAds. electrons are, with equal probability, the paralleLae> and
In Ref. [40] the cross sections.(E) and o|(E) are calcu- antiparallel|aﬂ/3e> states. Since thba#,Be> state is not an
lated to describe the data qualitatively, using theeigenstate of the hyperfine interaction Hamiltonian in the Mu
Oppenheimer-Brinkmann-Kramers formula foer,(E) and  atom, but a mixture of the singlet and triplet states, it oscil-
the classical-trajectory Monte Carlo method fg(E). The lates with the hyperfine frequency of 4.463 GHz between the
calculation was done for proton energies of 200 keV, wheréa,8.) and|3,a,) states, which gives rise to a depolariza-
the simple picture of single collisions of protons in metalstion of the ™. If the total Mu residence time during mod-
without solid-state effects is applicaldl28]. The calculation eration is of the order of the hyperfine period, a large amount
shows that th& oscillations originate from the capture cross of polarization is lost. The lower the pressure the larger the
sections, whereas the loss cross sections depend monotoreésidence time in the Mu state and, therefore, the observed
cally onZ. From the data in Ref40] the neutral fraction of polarization decreases with decreasing pressure. The ob-
protons for solid Ar and Xe can be interpolated linearly be-served, pressure-dependent polarization in R&8] is in
tween adjacent data points of metallic elements. For each @ood agreement with a calculation using scaled cross sec-
their three plotted energies of 50, 100, and 200 keV/nucleotions for charge exchange down Eo~50 eV.
the interpolation of®y(E) yields a higher neutral fraction The measured neutral fractions in RgL8] at thermal
for Xe than for Ar. This is in contradiction to the result energy in gases are %, 1004)%, and 844)% for Ar,
obtained using the compiled cross sections for protons, a¥e, and N, respectively. This has to be compared with our
well as to our measurements fart, which are well de- scaled values of 92%, 100% and 80%ee Sec. IlIE The
scribed by the scaled cross sections. The discrepancy is probgreement is good with the exception of the Ar data. A more
ably due to an additional structure in t@edependence of detailed analysis by Senlha9] of the moderation process in

A. Velocity scaling down to 1 keV, andZ dependence
of the neutral fraction

B. Velocity scaling and moderation ofu™ below 1 keV
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Ar below 1 keV, accounting also for elastic energy loss anddrogen with the same velocity, corresponding to an energy of
energy loss by ionization, estimated a Mu fraction at thermak100 eV/nucleon, this process is still allowed with a non-
energies of 74%, again using the velocity-scaled cross segero cross sectionThis is the relevant energy range for the
tions for charge exchange and energy-scaled cross sectiopgocesses leading to epithermal emission from solid rare
for the elastic process. This differs from the steady-state fracgas and N layers. Our moderation studies show that the
tion of 92% obtained from Eq4) because this fraction does €pithermalu ™ are emitted from an Ar layer with a mean
not account for energy-loss mechanisms. No estimations a@nhergy of 10 eV, with a FWHM of 20 eV. The measured
published for Xe and )\ The steady-state fraction can be fraction of slowu ™ per incoming muon is 4210~ for Ar,
considered as the fraction of time te” spends in a charge 3.3X107° for N, and 0.0 10~° for Xe, respectively; for
state. It is an appropriate approximation for the measured\, a large escape depth 6100 nm is found26], which is
neutral fraction after passing through a target, if the targe@ direct manifestation of the strongly reduced electronic
thickness allows for a sufficient number of collisions to ob-stopping power at low energies in this system. Using the
tain the charge-state equilibrium and if the thickness does n&caled cross section((E) the mean free path length
effect appreciably the energy of the projectile. This last con=1[no(E)] for a capture process in Ar is estimated\o
dition is always met for a transmission experiment since, fo=40 nm at E=10 eV [o(E)=9x10 8 cn?] and A
instance, at an energy of 10 keV the steady state is obtained 120 nm atE=6 eV [o(E)=3x10*® cn?]. This cor-
within a few atomic layers below the surface where the enyesponds well to the observed escape depth.
ergy loss is negligible. Senba’s work focused on the charge In his analysis of the.SR data ofu " stopped in gaseous
states during slowing down at fixed energy, considering thé\r and N,, Senba estimated a mean energy for the last Mu
probabilities for the projectile to be in the charg@gwtutra)  formation of 1@5) eV which is well above the inelastic
state or to change the charge state from positive to neutrdihreshold of 2.2 e0.5 eV) for the capture process in Ar gas
(neutral to positivk At some fixed energy the estimated (solid). The Mu formed at this energy thermalizes by elastic
probability of having the particle in the neutral state does notollisions and does not undergo any further charge-changing
correspond to the steady-state fraction, but the estimate aycles[18,19. Applying the result obtained for the gas target
thermal energy agrees well with the neutral fractions ob+o the solid, one may conclude that the mean emission en-
served as well as with the pressure-dependent polarization efgy of the epithermak ™ corresponds to the mean energy of
u”" stopped in gases. the last Mu formation. Since there is no sharp threshold near

The experimentak SR data at thermal energies are well this energy, the energy distribution of the emittpd is
interpreted by the cross sections for charge exchange of premeared out. Practically no slow® emitted from Ar are
tons scaled tqu™ energiesE<10 eV, although there are observed withE>50 eV, because here charge-changing
uncertainties in the cross sections of protons for energies leggocesses are still present to moderate g efficiently.
than 100 eV/nucleon due to missing experimental data in thighe contribution of elastic processes to the stopping power
energy regime. This is in accordance with some calculationd E/dx is expected to be small. The elastic stopping power
concerning the electron capture af + H collisions[41].  for isotropic scattering, dE/dx)e=—2m,/MEno¢(E),
The calculations are performed using the impact parametawith the . massm,, , the target masM, the number den-
model, where the relative motion of the particles is treatedsity of the moderaton, and the cross sectian(E), yields
classically, and which is known to give a reasonable descripa relative energy loss of only 0.5% for each elastic process.
tion of thep + H system in the velocity range corresponding In 100 nm of solid Ar this gives roughly a relative energy
to energies of 100 eV/nucleon up to 100 keV/nucl¢4a). loss of about 10% for typical values ofog(E)
The work of Ref.[41] shows that the electron capture pro- ~107% cn? below 100 eV[19].
cess into the ground state of Mu scales with velocity downto  The emitted fraction ofx™ appears to be determined by
E~15 eV, whereas for the capture into excited states anthe Mu formation probability. Using the Mu fractions mea-
also for the cross section of excitation, velocity scaling atsured in gases at thermal energy one estimates a remaining
E<300 eV does not hold. Since the total inelastic cross sedfraction of ™ at energies of~10 eV of 264)%, 164)%,
tion is dominated by the capture into the ground state, velocand (4)% for Ar, N,, and Xe, respectively. The relative
ity scaling is applicable down te-15 eV. A deviation(iso-  fractions of the sloww™* yields agrees within the errors with
topic effec} of the velocity dependence of charge-changingthe relative fractions of remaining ™ :
cross sections for this systefwherep and H may be sub-
stituted by the corresponding deuteron isotopésdnd [, 3.3x10°° 16(4)%
or by u*and Mu is expected only at energies below 2 eV/ 5= 0.7=0.818 =5~ for No-Ar,

o i -~ 4.7x 10 26(4)%

nucleon due to the slight isotopic shift in the binding ener-
gies in H, ¥, and Mu[43]. and

The p + H is a special symmetric collision system for
which theoretical conS|d¢rat|ons cannot be generalized. In 0.02¢ 105 0(4)%
our case of nonsymmetric systems, at least as far as charge ————_ —0.004~0(0.15 = —————
exchange and ionization processes are concerned, deviations 4.7X10°° 26(4)%
from velocity scaling can be expected at energies of the order
of 100 eV/nucleon, corresponding &~ 10 eV for u* However, the absolute yields of slow" are not well repro-
(however, at an energy of 10 eV the electron-loss cross secluced within this simple picture. Our Monte Carlo simula-
tion for Mu is zero due to the ionization energy of 13.6 eV tion shows that a fraction of 102 of the incoming beam
for Mu, and therefore, velocity scaling cannot hold. For hy-stops in a 100-nm layer of solid Ar. This fraction should be

for Xe-Ar.
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observed charge fractions and polarization losses in high-

pressure gases as well as in the condensed ph#4d$,2Q. APPENDIX A: TIME-OF-FLIGHT SPECTRUM

For example, the Mu fraction of 99)% found in solid Ar OF A GAUSSIAN ENERGY DISTRIBUTION

[46] is larger than the fraction in the gas. This can be ex-

plained by the convergence ofd after thermalization with

a spur electron which, however, should have no influence o

A Gaussian energy spectrum with a mean endzgyand
g width o, of the form

the epithermaj. ™. Hot-atom reactions of Mu are believed to sum

occur when the Mu is leaving the charge-exchange regime N(E)= ef(EfE,L)Z/eri (A1)
[18], which is below 50 eV for the targets investigated. They V2o

should reduce the yield of epithermal in the solid van der o ) o
Waals layers. is related to its time spectrum via E@). The normalization

For a more precise understanding of the behaviop 6f @n Eq. (A1) is valid for intggration f.ron[_oo’m]' H'owgver,
in these solids in the “experimental energy gap” between" the case of only positive energies the normalization must

thermal energy and 1 keV, concerning especially the scalin%eugto Eg fmogsi?i;;]ir)gy interval p.>]. Therefore, Eq(A1)
of the charge-exchange cross sections, future investigations

are possible with the slow ™ beam developed at PSI, where sum
4 . N 202
the energy of thex™ can be tuned by electrostatic accelera- N(E)= e (E-E) 20, (A2)
tion between approximately 10 eV and 30 keV. ™ E.
Soerfe —
2 \/Eg#
V. CONCLUSION with the complementary error function erfc defined as

We have measured the neutral fraction ofia beam at 2 (>
energies between 1 and 40 keV, exiting cryogenic insulators erfa(x) = —f e °ds. (A3)
such as Ar, Xe, and N The data are compared with Vi lx

velocity-scaled cross sections for electron capture and elec|=he time spectrunN(t') at bini is given by integration
(0) 9

tron IO.SS of protons in gaseous A_r, Xe, a”Q'-NN"h”_‘ the over the bin width with the lower and upper bourtgdsand
statistical errors our data agree with the result obtained fromy respectively:

the scaled cross sections. The integral yield of Mu from solid"”
Ar and N, layers is comparable to that from Al; the yield _ i
from solid Xe is about 20% smaller. This is well reproduced Niot(t) = | [Ny E(t"))+B(t")]dt’
by a Monte Carlo simulation. Recent measurements with d
protons suggest that mediumelements like copper or zinc E -
are the best suited to produce Mu with energies of a few =Cf e (ETE)T20,dE+ BAL, (A4)
keV. E

Due to their simplicity van der Waals solids can be treated )
as a dense atomic gas in order to extrapolate data from gasééere we have inserted EGA2) for N(E), C represents the

to the solid state. In order to close the “experimental gap”normalization factorAt denotes the bin width in the time
I I H H

for 1", concerning inelastic and elastic processes betweeBPeCtrum, ande, aind Ei are the energies corresponding to
keV (solid data, this work this feature was used for the 9ral over energy can be evaluated easily by a variable sub-
discussion of velocity scaling of charge-exchange cross sedlitutions=(E— E,)/\20,, yielding
tions and the moderation gi * leading to epithermaj™ i
emission from these layers. The discussion showed that vef .h e (E-E %05 qE— \/E%f
locity scaling should be applicable down to" energies of E|
approximately 10 eV. The fraction and mean energy of epi- =
thermal ™ emitted from the solid layers appears to be _ 77 [ [

. ; . o =\ 20— [erf(x,) —erf(x,)], (A5
mainly determined by epithermal Mu formation in the layers. \/—Ut"t 2 Lerf(xi) O], (AS)

i
| 2
e Sds

X
Xi
h
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with the error function pt(t)=f*(t)dt=Re Rt-dt (forte[ty, +=]),

. 2 fx ) A p(t)=f (t)dt=Re"Rt")dt (forte[—=,t]).
er(x)—\/—; Oe S, (AB) (B2)

Using Eg. (B2) we can calculate the probabilit ™ (t;
and the integration limits from the variable substitution: +At) of obtaining the first uncorrelated event at tirhe
€[tg,+ o] in a time bin with widthAt

X = ® . ti+at |
" 2o, P (tﬁ—At)zftl p*(t)dt
. — e R(t1—tg)(1 — g~ RAt
Xi:Ei—EM 7 ( )
N ~e RU"WWRAt forAt<R, (B3)

and the probabilityP ~(t; — At) to obtain the first uncorre-

Inserting Eq.(A5) into Eq. (A4) just gives the result of Eqg. lated event at time, e [ — t,] in a time binAt

Q)
ty
i ot . 4 P’(tl—At)=f Pt
Niot(t') = 2 [erf(x]) — erf(x},) ]+ BAt. t—At
erfc< - \/_M ) = eR(ti~to)(1 — g~ RAYy
2
o (A8) ~eRU~WWRAt for At<R. (B4)

The probabilitiesP™ and P~ are symmetric under time re-
versal about,.

If the TOF gate is opened by the start detectorNdimes
during a measurement, the uncorrelated background distribu-
tion Byncor(t1) for obtaining the first stop in the interval
[t,,t;+At] is calculated to be

Using the relativistic energy relation for the kinetic energy
Exin=(y—1)mc, Eq. (A7) can be rewritten to read

1

1 [( )
i \/Ea'tot{ Vi=(lict] )2

The subscripts are chosen in such a manner xhaorre-
sponds to the lower time bin boundatyandx;, to the upper  Thus the shape of the uncorrelated background is exponen-

1) mc—E,|. (A9)

Buncor(t1) =NP(t;+ At)~Ne R1i~WRAt. (B5)

onety. tial with the slope determined by the stop r&é# the detec-
tor rates are used without any additional conditions in the
APPENDIX B: BACKGROUND SHAPE AND RATE trigger electronics.
IN THE MU TIME-OF-ELIGHT SPECTRA In this experiment the stop rate for the TOF measurement

is given by theu;, rate. A u,, is defined by the trigger logic
In a TOF measurement, accidental coincidences withino be not preceded by anoth§j, hit within at least the du-
some time windowA 1o in the two independent detectors for ration of the pile-up gate length,, =2 us. Theui, rate is
the start and stop signal may occur. If there are no correlatecalculated using th&, rate and substituting® by S, in Eq.
processes and if the detector rates are assumed to be constés), to be
per unit time, the probability densiti(t) of having the first
stop event at time with a stop rateR is given by the expo- pin=S,[1=P~(to=Ap)]=S,e *pus, (B6)
nential distribution47]
where[ 1P~ (to— A, ] is the probability that there was no
—Ra Rty —¢+ S, hit present in the past for at least,=2 us. The mea-
f(h=Re P (forteto, +2]) sﬁred,uin rate of 1.7 10°/s agrees wFi)th the value obtained
=Re'Rt=f"(t) (forte[—o=,t]), (B1)  from Eq.(B6) using the experimentad, rate of 3.6< 10°/s
and the pile-up gate length ofu®, which is adjusted to the
where the first detector defines the starting timd,. Equa-  length of the TOF gatéroe=A,,.
tion (B1) also holds for the probability density of having an ~ Now, we will show that the shape of the uncorrelated
event in a detector at timepreceded(or followed) by an  background in the TOF spectrum using fag signal as the
event in thesamedetector at timé=t,. This is a feature of ~Stop is flat instead of exponential. However, the final shape
the exponential distribution, which has “no memory” about of the background is determined by taking into account the
what happened in the past and therefd(e) is independent SM reset probablllty, which is derived below. The probablllty
on the event defining the time zero. densityf,, (t;) for au, hit at timet, is obtained by weight-
The probabilityp(t) of having a stop everibr an eventin ing the probability densityf *(t;) for a S, atty with the
the same detector given another event=aty) in the time  probability that the las§, was present in the time interval
interval[t,(t+dt)], with dt infinitesimal, is given by [—oo,ti—Au
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. bp_ o (o) total backgroundB(t) in the reverse timing spectrum is a
f (t)=f (tl)Jiw S.e>odt sum of Eqs(B10) and (B12):
- —S,(A
=SMe_SHAPUE,LLm (fort, e [t01t0+Apu])- B(t)=ayncor Su(Atortto) @S,t
(B7) + g e [SuATort o)+ Tt g(Sut Tt
Thus,fﬂm(tl) is flat and does not depend on the titme for fort<t,, (B13)

tie[ty,to+Apyl. If the TOF gateArqr is larger than the . _ _
pile-up gateA,,, f, (t;)=f"*(t;) is exponential again for Wherea,corandac,y are fit parameters, artd is substituted
t;>(to+Apy). It follows from Eq.(B7) for the uncorrelated by t. Fort>t,, B(t) reduces to the first term in E¢B13).
background that In order to calculatd(t’) for the forward timing spectra,
which are shown in Figs.(8) and 4, a variable substitution

At t=—t'+t, is performed to yield
Buncorv(tl):NJ; f,uindt:NMinAt (B8)
1

. . " —a— S, (Aropttyg—t,)
fort; e [to,to+ Apyl, atime binAt<A_,, andN the number B(t')=e S frorTio s

of gate openings during a measurement.

However, theS, reset probability due to pile-up modifies
the shape of the background spectrum. The trigger electron-
ics is reset if a second, hit is detected after the detection of
a ui, signal while the TOF gata ¢ is still active(see Fig.

2). The reset probability (t,) within Atoe, that an eventat pqri/ <0 only the uncorrelated term contributes to the back-
time tye[to,to+ Aror] is followed by a reset in(t;,to  ground. Also, the correlated term is removed after applying
+Arog], is not a constant but depends n the cuts described in Sec. IIl. In Fig(}, only the first term

of Eq. (B14) is fitted, witha,cras the fit parameter.

The integral rate of uncorrelated backgrouBg, . is
estimated using the measured rate of TOF coincidences
(min-MCP1) and the rat&s, of the §; detectors. Given a
wheret, denotes again the start time of the TOF gate. Equa(()ﬁg' 2/'\/((“;E]’tl)incc:;]necitggir;]cttitlel,a :2:% S;ﬁt;aglits(/t 01 ggving) atsleast
. . . . o tot ATop— 0 MS)™ e
tion (B9) is derived by mtegratlngtl p-(t)dt, where X 10 us according to Eq(B3), whereS, substitutesR, the
in p~(t) the time zerd, is substituted byto+A+tof). FOr  10-us master gate length substitutds, and Syx 10 us

t1=to, the reset probability is at maximum whereas it be-<1 is used. With the rates in the Mu TOF measurements of
comes zero whem,; reaches the end of théror window. (4, - MCP1)~54/s andS,~100/s, it follows that

Thus the background distributidy,,c.(t1) in Eq. (B8) must
be corrected for the probabilifyl —r(t,)] of having no re-
set. This yields finally Buncor= (in- MCP1)S, X 10 us~0.054/s, (B15)

-S,t’ —(S,+T )t’
X (Quncor®™ ™* +acor® Sut T )

fort’>0. (B14)

r(ty)=1—e Sulfror(t1~to)] (B9)

Buncor(t1) =Nuj,Ate” ”(ATOFHO)GS"M’ (B10)
_ . . . . where the f;,- MCP1) rate is the accepted coincidence rate
which again has an exponential slope, but now with the signyser pile-up rejection.
changed compared with E¢BS).
The threefold-correlated background due to degaycan
initially be written as

The integral background ra;qe; Of decaye™ originat-
ing at the target is estimated as follows. Taking into account
the spatially anisotropi@* distribution in theu® decay
[30], a fraction ofQ,, =3Xx10 * hits the MCP1 detector.
The GEANT simulation shows that there is a probability

wherel", = 1/r,, is the decay rate of the muon afjddenotes €% 0.02 of scattering &" in MCP1 toward the direction
the time zero ¥0W+ in the TOF spectrum, which is defined Of the scintillator pairs. The decay" are relativistic, so the
as the time when the " reaches the target. Again, this back- detection efficiency in MCP1 is expected to Bfjcp,=<0.1

ground has to be corrected fpt —r(t;)] yielding [31]. Now, the background rat,4;Can be estimated to be

Bty e~ W fort<t,, (B11)

Bg;‘rﬂd(tl) o [SulAtort o)+ Tl (St Tty - (B12) Brarget™ Mﬁfcestoer+ € et ep~0.05/s, (B16)

Fort;>t,, only uncorrelated background is possible with awhere i *=10°/s denotes the accepted beam rate, eggl
shapexe®u'1, =0.87 is the fraction of the beam stopping in the target re-
The twofold-correlated backgroufMCP1 and $; corre-  gion. This background is negligible for thé,,(t) data, but
lated andu;, uncorrelateyl due to decaye* follows Eq.  contributes to a large extent to the background in the Mu

(B10), with N substituted by an unknowN’. Finally, the = measurement.
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The measured Mu TOF background rate of 0.15/s origiin Fig. 4@). This can be checked by considering that a frac-
nating from the prompt peakwhich is the sum of the tion of 0.5<0.15/s=0.075/s of the “prompt peak” back-
twofold- and threefold- correlated background rate®-  ground rate is expected to cause the threefold-correlated
gether with the estimateB, .. rate in Eq.(B15), are in  background, because within the 1.& TOF gate length be-
agreement with the measured trigger raggproximately tween the u™ time zero and the end of the gate, (1
equal to the background ratef 0.2/s. From the fit of Eq. —e %6#57%)=50% of the u™ decay. Thus a fraction of
(B14) to the Mu TOF spectra without cufsee Fig. 48)], a  0.075/0.2=0.375 of the total background rate is expected
threefold-correlated background fraction of 0@lof the to-  from this estimate. Within the error, this is in agreement with
tal background is obtained by integrating the dotted functiorthe result obtained independently from the fit.
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