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Muonium formation by collisions of muons with solid rare-gas and solid nitrogen layers

T. Prokscha, E. Morenzoni, M. Meyberg,* and T. Wutzke†
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~Received 31 March 1998!

We report an observation of the formation of muonium@Mu[(m1e2) bound state# with kinetic energies
between 1 and 40 keV on 500-nm-thick solid argon, xenon, and nitrogen (N2) layers. The thin films are
deposited on a 250-mm-thick aluminum target which is bombarded with a 3.6-MeVm1 beam. We measured
the charge state of the muons emerging from the layers as a function of exit energy. The solid layers investi-
gated are of potential interest for the efficient moderation ofm1down to energies of 10 eV for use as a source
for a low-energym1 beam. For the cryogenic insulators investigated, we find that the measured energy-
dependent neutral fraction of the exiting muon beam is well interpreted by velocity scaling of known cross
sections of protons for electron capture and electron loss down to muon energies of 1 keV. The experimental
results are well reproduced by a Monte Carlo simulation. The total fraction of muonium in the exiting beam is
found to be 231023 for argon and nitrogen as well as for the aluminum substrate without deposited layer, and
about 20% less than this for xenon.@S1050-2947~98!07411-3#

PACS number~s!: 34.70.1e, 36.10.Dr, 34.50.Bw, 79.90.1b
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I. INTRODUCTION

Besides excitation and ionization, charge-exchange re
tions like electron capture and electron loss are fundame
processes in understanding ion-atom collisions. At ener
below a few tens of keV/nucleon these are the domin
inelastic processes. Over the last 40 years there has
extensive study of charge-changing processes for prot
deuterons, and helium ions of kinetic energy below 1 Me
nucleon passing through gases or thin foils@1–6#. These ex-
perimental and theoretical studies show that the cross
tions for charge exchange depend on the velocity of
projectile but not on its mass. This is known as the veloc
scaling of cross sections. For example, for deuterons w
energies between 25 and 170 keV/nucleon the meas
charge fractions D1, D0 and D2 on several materials are th
same as for protons with equal velocity@5#. Also, for heavier
charged ions (Z.1) extensive data on equilibrium charg
fractions are available@7#. For instance, in charge-changin
collisions of the neon isotopes20Ne and22Ne with thin car-
bon foils, it was shown that the neutral fractions of bo
isotopes are the same at equal velocity in the energy rang
0.5–2.0 keV/nucleon@8#. However, the comparison betwee
proton data and heavier charged ion data or between di
ent heavier ion data is complicated by the fact that in a he
ion the complex many-electron structure leads to a large
riety of excitations and many-electron processes wh
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somewhat obscure the details of the charge-changing r
tion.

An ideal projectile for studying velocity scaling is th
positively charged muon (m1) which has a mass of abou
1/9 proton masses (mm5mp/8.88). It decays into a positron

and two neutrinos (m1→e1nm̄ne) with a lifetime of tm

52.197ms @9#. In atomic collisions it may be considered as
light proton isotope with its neutral and negatively charg
counterparts muonium Mu@[(m1e2) the hydrogenlike
bound state# and Mu2 @[(m1e2e2)#, respectively. So far,
however, only few data on muon-atom interactions are av
able. Since energy ranges and fluxes form1 beams are quite
limited the experiments are performed mainly with relative
thick (;mm) targets. Data obtained from experiments w
metal and carbon foils@10–13# indicate the validity of ve-
locity scaling for atomic interactions ofm1. These include
charge exchange, ionization, and excitation processes.

Detailed knowledge of the charge-changing processe
m1would be also very useful for the efficient formation
vacuum of the Mu atom or of the negatively charged Mu2

ion. These hydrogenlike systems are ideal for spectrosc
tests of the validity of quantum electrodynamics~QED!,
since the leptonic constituents of Mu and Mu2 behave as
pointlike particles down to dimensions of less than 10218 m
@14#. Numerous spectroscopic experiments on Mu have b
performed or are currently underway concerning the 1s-2s
interval, the hyperfine splitting in the ground state, t
2s1/2-2p1/2 Lamb shift, and the 2s1/2-2p3/2 fine-structure
splitting @15#. Besides spectroscopic experiments, the con
vation of lepton number in electroweak interactions
probed by searching for muonium to antimuonium (m2e1)
oscillations@16#.

An improved understanding of the charge-changing p
cesses of am1 interacting with matter is also relevant for th
application of polarizedm1as a magnetic microprobe i
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3740 PRA 58T. PROKSCHAet al.
condensed-matter studies (mSR techniques@17#!. In these
investigations, polarizedm1 with energies of a few MeV are
implanted in matter, where they slow down and thermal
as positive muons or as neutral muonium. The informat
about the muon spin at the moment of the decay, and he
about local fields, field distributions, magnetic phase tran
tions, and muon diffusion, is obtained by measuring
time-dependent angular distribution of the positron origin
ing from the anisotropic decay of them1. In gases the fina
charge-state fractions of them1 are essentially determine
by charge-changing cycles involving electron capture~muo-
nium formation! and electron loss~muonium breakup!
@18,19#. The last charge-changing cycles take place at e
gies above a few eV. The muonium formed at these epith
mal energies will thermalize by elastic collisions and det
mine the observed fraction of stopped muonium. T
remainingm1 below a few eV no longer form muonium. I
solids these cycles also play an important though perhaps
such a central role. The thermalizedm1can interact with the
spur electrons generated during the slowing down of them1

by ionization if the mobility of these electrons is sufficient
high. Therefore, in solids, the formation of thermal muoniu
is influenced by the possible convergence of the stoppedm1

with a spur electron. This was recently shown for solid2
@20#, where the formation of thermal muonium was found
depend partly on the applied electric field. The fraction
thermalized muonium is increased by a field which pus
the m1 and the electrons together, and it is decreased w
the opposite field direction. Also, the observation of mu
nium in superfluid liquid helium (4He) @21# and in liquid and
solid neon@22# is explained by the convergence of therm
ized m1with a spur electron.

The same charge-changing cycles contribute significa
to the moderation of fastm1 , which is particularly relevant
for the generation of a beam of very slow, polarizedm1 with
energies of a few eV. To date, the most efficient method
produce such a beam appears to be a moderation techn
where fastm1 with energies of a few MeV slow down in
moderator formed by condensation of a van der Waals s
layer on a metal substrate@23–26#. The most suitable layer
are currently made of rare-gas solids~RGS’s! or of solid
nitrogen (N2). The studies presented here are also motiva
by our development of a low-energym1 beam @25#. The
usual interpretation of the slowing down in the modera
distinguishes a high-, a medium- and a low-energy regi
At high energies, where the velocityvm of the m1 is much
greater than the velocityve of the atomic electrons, energ
loss is caused by ionization, and is well described by
Bethe-Bloch formula@9#. At medium energies, wherevm
;ve corresponding tom1 energies of about 3 keV, energ
loss is dominated by charge-changing cycles. At energ
below a few eV, in gases only elastic collisions contribute
the energy loss, whereas in solids processes like phonon
citations in principle are also possible. So far, however, th
is no detailed understanding of the moderation ofm1 in
RGS’s or N2 layers at low energies; in particular, there is
lack of knowledge regarding the role played by Mu form
tion at low energies.

We have performed studies on the formation of Mu ato
with kinetic energies of a few keV emerging from solid a
gon ~Ar!, xenon~Xe!, and N2 layers and also from the meta
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substrate~aluminum, Al! without a frozen gas layer. Due t
their simplicity and ready availability, collisions of hydroge
atoms and ions with rare gases and gaseous N2 have been
studied extensively. Energy-dependent cross sections
electron capture and electron loss have been summarized
described by fitting empirical formulas to the measured cr
sections in Ref.@27#. These cross sections determine t
charge fractions in the exiting beam. By comparing t
scaled charge fractions with our experimental data, a m
detailed understanding of the atomic interaction of them1

can be obtained than is possible from metal or carbon
experiments.

In Sec. II the experimental setup and the data acquisi
are described in detail. In Sec. III the data analysis is p
sented, and the experimental neutral fraction is compa
with the calculated result obtained by velocity scaling of t
cross sections for charge transfer of protons. In Sec. IV
influence of solid-state effects on our result is discussed,
also the consistency of our data with the velocity scaled
sults down tom1 energies of 1 keV. Additionally, the valid
ity of velocity scaling atm1 energies below 1 keV is con
sidered with its consequences on them1 moderation at low
energies. Finally, the results are summarized in Sec. V.

II. EXPERIMENTAL DETAILS

The experiment was performed at the Paul Scherrer In
tute ~PSI, Villigen, Switzerland!, where a 50-MHz cyclotron
delivers protons with an energy of 590 MeV to produce
tense secondary beams of charged pions and muons by
versing two graphite targets. The muons originate fro
charged pion decays and form continuous muon beams.
experiment used thepE1 beamline, which was tuned to de
liver m1 with a momentum of 27.5 MeV/c, corresponding to
a kinetic energy of 3.6 MeV, and a momentum widthDp/p
of 2% full width at half-maximum~FWHM!, corresponding
to an energy width of 0.14 MeV. The beam is transpor
and focused using standard magnetic quadrupoles and
poles. A static separator with a crossed electric and magn
field (E3B) reduces ane1 contamination originating from
neutral pion decays to the level of a few percent. Radioac
gases, generated in nuclear reactions of the protons in
graphite target and diffusing through the beamline,
stopped in a gas barrier consisting of a 2.0-mm Mylar win-
dow at the end of the beamline. Behind the gas barrier
apparatus, shown in Fig. 1, is connected with the beamlin
is a modified version of the apparatus used for our studie
them1 moderation technique@25#. Its main component con
sists of an UHV chamber with a base pressure
10210 mbar. Inside the chamber them1 impinge on a cryo-
genic target consisting of an Al foil with a thin gas lay
deposited on the downstream side. In charge-exchange c
sions with the atoms of the layer, equilibrium fractions
m1 and Mu are formed and exit the layer. The domina
fraction of the exiting muons remains positively charge
With a bending magnet on the downstream side of the ta
the charged particles of the exiting beam can be separ
from the neutral ones. Time-of-flight~TOF! spectra are mea
sured for the two cases, magnet switched on and off, co
sponding to the TOF spectra of Mu and all muon cha
states (m1, Mu, Mu2), respectively. The TOF spectra a



rg
M
rg

io

s

h
ss

,
al
m

ol

b-

h
w
e
e
a

id
ng
he
t f

u
S

is
A

s

to
ser,
n-
The

re-

ni-
te is

ure
ess
nce
ex-
rtz

ar-

t
-
i.e.,
xi-
t
s.

the
in

of

est
ops
le

u-
s to
of
-

ec-

e

n
tor.

atus
ctor

ail
up

PRA 58 3741MUONIUM FORMATION BY COLLISIONS OF MUONS . . .
converted into energy spectra to calculate the ene
dependent neutral fraction defined as the ratio of the
energy spectrum to the energy spectrum of all muon cha
states. In the following we give a more detailed descript
of the experiment.

A. Incident beam and cryogenic target

The incidentm1 are detected after collimation when pas
ing through a 200-mm-thick plastic scintillator (Sm ,
NE102A material, Nuclear Enterprises! which gives the start
signal for the TOF measurement. Them1 enter the UHV
chamber through a 50-mm stainless-steel window, whic
separates the UHV conditions in the chamber from the le
vacuum of the order of 1026 mbar in the beamline.

Inside the apparatus, them1 traverse two cooled
30-mm-thick, Al windows before they impinge on the centr
component of the chamber, the cryogenic target. It is co
posed of a 250-mm-thick Al foil of 99.999% purity, cooled
by a liquid-helium flow cryostat with temperature contr
and either covered on the downstream side with a;500-nm
thin solid layer of Ar, Xe, or N2 , or left uncovered~Al !. The
film thickness of 500 nm is sufficient to obtain an equili
rium of charge states inside the layers@28#. The Al substrate
is mounted between two gold-plated frames of copper wit
total thickness of 5 mm. The target is surrounded by t
shields of gold plated, oxygen-free high-conductivity copp
~OFHC, each 1.5 mm thick! to reduce the exposure of th
films to thermal radiation. The outer shield is cooled by
liquid nitrogen reservoir, and the inner one by the liqu
helium reservoir. To avoid the absorption of the incomi
m1 the two Al windows are mounted in the shields on t
upstream side. On the downstream side an opening is lef
the particles emerging from the target region.

The base temperature at the target substrate is meas
to be 10 K. The temperature is controlled with LakeShore
diodes, and stabilized within 0.1 K. The thin-film layer
formed by condensing research purity gas on the cold
substrate, where the temperature for the Ar and N2 layers is
set to 15 K, and that for the Xe layer to 35 K. The ga

FIG. 1. Schematic of the experimental setup; see text for det
The magnetic field inside the coil is directed perpendicularly
wards from the plane of view.
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regulated with a high-precision leak valve, is admitted in
the vacuum chamber through a directional gas do
mounted on a manipulator which is positioned 10 cm dow
stream of the substrate during the deposition procedure.
film grows at a partial pressure of 231025 mbar for about 2
min. After termination of the deposition procedure, the
sidual pressure returns to the 10210-mbar range within a few
minutes. The gas composition in the UHV chamber is mo
tored with a quadrupole mass spectrometer. The substra
heated up to 120 K every 8 h to remove the old layer, and a
new one is prepared after cooling back down. This proced
and the UHV conditions in the chamber ensure the cleann
of the film surface over a measurement, so that no influe
from residual gas contaminants on the Mu formation is
pected. The thickness of the film is measured with a qua
microbalance~standard frequency shift method! placed adja-
cent to the substrate and also cooled by the cryostat.

B. Beam-target interaction and time-of-flight measurement

The beam momentum of 27.5 MeV/c is determined by
our m1 moderation studies, where an intense, highly pol
izedm1 beam is required. Am1 polarization of nearly 100%
is obtained with the so-called surface and subsurfacem1

beams with momenta<29.8 MeV/c @29#. With a beam mo-
mentum of 27.5 MeV/c and an amount of material of abou
150 mg/cm2 traversed by them1, the stopping density dis
tribution is centered at the downstream side of the target,
in the cryogenic solid layers of condensed gas. This ma
mizes the rate ofm1 with energies of a few keV coming ou
of the solid layers, and also the integral rate of Mu atom
About 90% of the beam stops in the Al substrate, or in
copper frame due to multiple scattering in the material
front of the target~see Sec. III F!. The remaining fraction of
10% of the beam emerges from the target. A small part
this fraction hits a microchannel plate detector~MCP1! pro-
ducing the stop signal of the TOF measurement. The larg
part of the exiting beam misses the MCP1 detector or st
in the vacuum tube in front of the MCP1 due to the multip
scattering of the beam in the target region. The exitingm1

have lost most of the initial energy and the energy distrib
tion is significantly broadened. The mean energy amount
approximately 500 keV, with a FWHM of the same order
magnitude. The time zerotm of the TOF measurement, de
fined as the time when them1 or Mu leave the target, is
obtained from the TOF of the contaminating beame1 after
the separator. At a momentum of 27.5 MeV/c thee1 have a
velocity v'c, and appear as a sharp peak in the TOF sp
trum. From the peak position the timetSm

when particles are

passing the start scintillatorSm can be calculated using th
known distance betweenSm and MCP1. The time zerotm is
calculated by adding totSm

the time of flight of them1 from

Sm to the target~1.6 ns!.

C. Separation of charged and neutral beam components

A bending magnet with circular coils, contained in an iro
yoke, is located between the target and the MCP1 detec
When the magnet is switched on (B field on!, the charged
particles are deflected into the side branch of the appar
and monitored by a second microchannel plate dete

s.
-
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~MCP2! which is mounted 20 cm behind the focal plane
the magnet. The magnet is set to a field of 0.43 T to defl
muons with a momentum of 13 MeV/c by 90°, correspond-
ing to a muon energy of 800 keV. The best setting of theB
field is found by maximizing the MCP2 rate as a function
the field strength. With the resulting magnet setting
m1are detected at MCP1.

D. Detection ofe1 from µ1 decays

For background reduction, especially for the Mu TO
measurement, a coincidence between MCP1 and the del
signal of two pairs of plastic scintillator paddlesSei @i 5
~1,2!# surrounding MCP1 is used, where theSei detect thee1

originating from them1 decay in MCP1. Each scintillato
has a thickness of 4 mm, and is made of NE102A mate
The lifetime spectrum of them1 is obtained by measuring
the time difference between the signals of MCP1 and one
the Sei detectors. Additionally, the characteristic ener
spectrum of the decaye1 @30# passing theSei detectors is
measured with NaI~Tl! crystals. Two veto counters (V1,2,
2-cm-thick plastic scintillators, NE102A material! allow the
rejection of events due toe1 originating fromm1 decays in
the side arm of the apparatus. These events are strongly
pressed by a 20-cm-thick lead shield between the iron y
of the bending magnet and the rear part of the apparatus
the MCP1,Sei and NaI~Tl! detectors.

E. Detector efficiencies

The MCP1 detector has a circular active area of 75 mm
diameter. It is located at a distance of 86.4~3! cm from the
target subtending a solid angle ofVMCP159.5(5)31024 of
2psr. However, since the muons do not exit the target i
tropically but are forward distributed, the acceptance
MCP1 with respect to them1 or Mu angular distribution is
larger thanVMCP1. This is discussed in detail in Sec. III F
The detection efficiencyeMCP1 of MCP1 for m1 and Mu is
assumed to be about 50%, and approximately constant
the energy range between 1 keV and 1 MeV@31#. The uni-
formity of eMCP1 over the energy range of the exitingm1 is
an important detail for the data analysis. The detection e
ciencyee1 for decaye1 of eachSei detector has been dete
mined by comparing the number ofm1 detected in the TOF
spectrum to the number of decaye1 detected in them1

lifetime spectrum. We obtainee155.7(8)%.This is consis-
tent with the result from a Monte Carlo simulation using t
programGEANT @32#, which takes into account the intera
tion of thee1 traversing MCP1 and the material surroundi
MCP1. The simulation shows that only 64% of thee1 origi-
nating fromm1 decays in MCP1 can be detected in theSei .
The losses are due to scattering and absorption in MCP1
the vacuum tube. Together with the solid angle
10.0~0.5!% of each scintillator pair subtended at MCP1 a
the detection efficiency of approximately 90% for the dec
positrons in each pair, the simulation agrees with the m
sured value ofee1 .

F. Trigger logic and data acquisition

The data are recorded event by event. The acquisition
valid event is triggered by a triple coincidence ofSm , MCP1,
f
ct
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and one of the scintillator pairs using standard NIM electro
ics. For theee1 measurement only a coincidence betweenSm
and MCP1 is required. A schematic of the electronics
shown in Fig. 2. A MCP1 pulse must occur within 2ms after
a Sm pulse has been detected, and a delayed decaye1 is
required to be detected in one of the scintillator pairs with
10ms after the MCP1 signal. To ensure the correlation
tweenSm and MCP1 signals, only thoseSm hits are accepted
for the TOF coincidence which are not preceeded by a s
ond Sm for at least 2ms. The corresponding signal ism in .
Additionally, an event is rejected if am in is followed by a
secondSm during the TOF gate. The MCP1 signal is requir
to be not preceeded or followed by a second hit for the
ration of 10ms. This ensures the clean correlation betwe
MCP1 andSei signals. An additional pile-up rejection for th
Sei detectors is not necessary due to the low maximum
tection rates of a few hundred counts/s. The accepted b
rate m in

acc is reconstructed from single detector and coin
dence rates. It denotes the remaining fraction of them in rate
after pile-up rejection, and is needed for normalization a
for background rate estimates. The MCP1 signal is used
start both the TOF andm1 lifetime measurements to recor
the spectra simultaneously with only one start signal. The
fore, them in signal is delayed by 1.8ms to stop the TOF
measurement, so that the TOF spectra are recorded with
verse timing. In the data analysis~Sec. III! the TOF spectra
are shown with forward timing. The pulses of the NaI~Tl!
detectors are charge integrated to measure the energy d
ited by thee1. Additionally, the signals are discriminate
using constant fraction discriminators to use them also
provide the stop for the lifetime measurement. The tim
spectra are digitized using a LeCroy TDC4208 in single
mode. The pulse heights of the NaI~Tl! crystals are recorded
using a charge integrating LeCroy ADC 2249W. Single d
tector and coincidence rates are monitored with CAMA
scalers. The CAMAC modules are controlled and read ou

FIG. 2. Schematic of the trigger electronics. All input signa
are NIM logic pulses except for the NaI~Tl! signal, which is the
analog pulse. Only one of the NaI~Tl! signals is shown here.S:
start;L: latched;B: busy;P: pile-up;D: delayed;R: reset;V: veto.
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a CES Starburst ACC 2180. The data are sent to a VAX
tion 4000-90, where they are stored on disk and analyz
The slowly varying parameters such as target temperat
pressure, residual gas composition, and film thickness
monitored and sent to the VAXstation every few minute
where they are also stored on disk.

III. DATA ANALYSIS AND RESULTS

A. General scheme of the analysis

The objective of the analysis is to extract the neutral fr
tion of the secondary muon beam downstream of the cr
genic target and to compare the experimental result with
calculated neutral fraction using known, velocity scal
cross sections of protons for electron capturesc and electron
losss l for hydrogen.

The neutral fractionF0(E) as a function of muon energ
E is obtained by converting the Mu TOF spectraNMu(t) (B
field on! and the TOF spectraNtot(t) (B field off! to the
corresponding energy spectraNMu(E) and Ntot(E), and
forming the ratio

F0~E!5
NMu~E!

Ntot~E!
. ~1!

The energy spectra are properly normalized to the acce
number of incomingm1(m in

acc). They are extracted from th
TOF spectra using the general relation

N~E!5N~ t !S dE

dt D
21

, ~2!

where

dE

dt
52g3ml2t23,

g5@A12~ l /ct!2#21,

in which m denotes the mass of the particle,l is the distance
between target and MCP1, andc is the velocity of light. The
experimental data and also a simulation, described be
show that the energy spectrumNtot(E) is a Gaussian to good
approximation. In this case, the TOF spectrumNtot(t

i) at bin
i can be written as~see Appendix A!

Ntot~ t i !5
Ntot

sum

erfcS 2
Em

A2sm
D @erf~xl

i !2erf~xh
i !#1B~ th

i 2t l
i !,

~3!

where Em and sm are the mean energy and the stand
deviation of the Gaussian distribution,Ntot

sum is the total num-
ber of muons in the TOF peak,B is a flat background con
tribution per channel, which is a good approximation in t
vicinity of them1 peak, andth

i andt l
i are the upper and lowe

boundary of time bini . The argumentsxi of the error func-
tion erf are given in detail in Appendix A, and erfc denot
the complementary error function.
a-
d.
re,
re
,

-
-
e

ed

w,

d

Knowing the energy-dependent cross sectionssc(E) and
s l(E) the neutral fraction can be written as@2#

F0~E!5
sc~E!

sc~E!1s l~E!
. ~4!

The cross sectionssc(E) and s l(E) are measured for pro
tons in various gases. For Ar, Xe, and N2, measurements
were done down to energies of;100 eV. For the calcula-
tion of F0(E), we use the analytical formulas presented
the compilation of Ref.@27#. The velocity-scaled cross sec
tions for m1 at energy E are given by
sc,l(E)5sc,l(Epmm /mp) with the proton energyEp . In Eq.
~4! the formation of the negative Mu2 ion is neglected since
the formation cross sections are at least one order of ma
tude smaller thansc(E) ands l(E).

We define the integral neutral fractionF0
sum by forming

the ratio of the total numberNMu
sum of Mu with the total num-

ber Ntot
sum of m1 in the beam downstream of the target:

F0
sum5

NMu
sum

Ntot
sum

5

E NMu~E!dE

E Ntot~E!dE

5

E sc~E!

sc~E!1s l~E!
Ntot~E!dE

E Ntot~E!dE

. ~5!

Experimentally, we determine the second term of Eq.~5!,
NMu,MCP1

sum /Ntot,MCP1
sum , where the subscript MCP1 means th

detected fraction on the MCP1 detector. This number is co
pared with the last term of Eq.~5!, where again we use th
scaled cross sections together with a simulated energy s
trum Ntot,MCP1(E). The simulated energy spectrum is o
tained by calculating the energy loss, energy straggling,
multiple scattering of them1 in the target using velocity
scaled proton data. The simulation will show that the ene
spectrum of the total exiting beam is different from that fra
tion of the beam hitting MCP1. Therefore, the integral fra
tion F0

sum of the total beam will differ fromF0,MCP1
sum with

F0
sum.F0,MCP1

sum .

B. Analysis of theµ1 and Mu time-of-flight data

The description of the analysis procedure is confined
the example of one Ar run. The measured time-of-flig
spectraNtot(t) and NMu(t) are shown in Figs. 3 and 4, re
spectively. Cuts, described later in Sec. III C, are applied
the analysis to reduce the background. This is essentia
the extraction of the Mu TOF spectra.

Figure 3~a! shows theNtot(t) spectrum with a fit using the
function of Eq.~3!. In Fig. 3~b!, the same spectrum is con
verted first into an energy spectrum using Eq.~2!, and sub-
sequently, a Gaussian is fitted toNtot(E). Both methods give,
within the errors, the same mean energy and standard de
tion. The knowledge that the energy distribution is a Gau
ian is useful in order to reduce the statistical error per bin
the Ntot(E) spectrum. The fit parameters of the Gauss
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(Ntot
sum, Em , sm) are extracted from the fit with small error

The fitted energy spectrum shows no statistical fluctuati
and the errors per bin are calculated by standard error pr
gation using the errors of the fit parameters. Therefore,
errors per bin in the fitted spectrum can be regarded a
average of the statistical fluctuations over the totalNtot(E)
spectrum. The error per bin in the fitted spectrum, especi
at low energies where Mu formation is expected, is sma
than the errors in theNtot(E) spectrum, where the error pe
bin i is given byAni with ni the number of counts in the
corresponding time bin in the TOF spectrum. For the cal
lation of the neutral fraction, in Eq.~1! we use theNtot(E)
spectrum obtained from the fit to the TOF spectrum.

The raw Mu spectrum in Fig. 4~a! shows no structure
apart from a prompt peak att'0 due to scattered beame1

and a decreasing background. The fitted background betw
0.1 and 1.6ms is discussed below and in Appendix B. On
after applying cuts does the broad Mu TOF distribution b
tween 0.1 and 1ms become visible, corresponding to M
energies of 40 and 0.4 keV, respectively@see Fig. 4~b!#. We
use Eq.~2! to determine the energy spectrum since there
no theoretical model to predict the shape of the energy s
trum. The background in Fig. 4~b! is indicated as a dashe
line and is discussed below. To give an example of the
portance of the correct background subtraction to obtain
Mu energy spectrum at low energies, one should notice t
after background subtraction, the total number of detec
Mu atoms amounts toNMu

sum550(9), yielding a detected Mu
rate of 0.004/s at an accepted beam rate ofm in

acc5105/s. The

FIG. 3. ~a! Measured time-of-flight spectrum form1 with soft-
ware cuts applied~see Sec. III C!, fitted with the function given in
Eq. ~3!. ~b! The TOF spectrum is first converted into an ener
spectrum, where subsequently a Gaussian is fitted. The horiz
error bars are showing the variable bin size in the energy spect
s
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total trigger rate amounts to 0.2/s, so that the signal to ba
ground ratio is of the order ofS/B51/50. For theB field off
and with cuts applied, the detected number ofm1 is about
7.7/s with a total trigger rate of 15/s.

The energy spectraNtot(E) andNMu(E) for Ar are shown
in Fig. 5. The bin widthDE at energies above 10 keV i
NMu(E) is determined by the bin width of 32 ns in th
NMu(t) spectrum@see Eq.~2!#. At approximately 10 keV the
bin width has decreased to 2 keV. At energies below 10 k
a fixed DE52 keV is chosen by integrating over sever
bins in the TOF spectrum. Figure 5 shows that considera
Mu formation sets in at energies below 15 keV, where
above 40 keV, practically no Mu is observed. A similar b
havior is obtained with the other targets investigated.

C. Cuts for background reduction

The cuts applied to the TOF spectra are defined using
lifetime and the decaye1 energy spectra. They are shown
Figs. 6 and 7. The lifetime spectrum with theB field off, in
Fig. 6~a!, shows a prompt peak at 0.9ms arising from scat-
tered beame1 or from m1, which are not detected in MCP1

tal
m.

FIG. 4. Time-of-flight spectrum of Mu exiting a thin Ar layer
The peak at approximately 0ms arises from scattered beam pos
trons.~a! Without cuts, the solid line is a fitted background accor
ing to Eq.~B14! ~see Sec. III D and Appendix B!. The dashed and
dotted curves are the two contributions to the total background.
dashed line is due to uncorrelated events in the TOF spectr
whereas the dotted line is caused by correlated decaye1. ~b! The
Mu TOF with the cuts described in Sec. III C. The dashed line is
fitted, uncorrelated background between 1 and 1.6ms, with a fixed
slope according to Eq.~B14!. The total number of Mu atomsNMu

sumis
calculated by subtracting the background from the spectrum
tween 0.05 and 1ms.
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FIG. 5. Energy spectra of the muon charge states exiting a
zen Ar layer. Closed circles denote the normalized energy spec
NMu(E) of Mu, and the solid line shows the normalized ener
spectrumNtot(E) of all muon charge states. InNtot(E), error bars
are drawn up toE530 keV. The horizontal error bars inNMu(E)
show the variable bin size in the energy spectrum.

FIG. 6. ~a! Lifetime spectrum without cuts~B field off!. The
prompt peak at 0.9ms is discussed in the text. The function
Eq. ~6! is fitted using a maximum likelihood fit with Poisso
statistics. The time zerot0

d is at 0.9ms. The fitted lifetime
t52.201(35) ms is consistent with the muon lifetim
tm52.197 ms @9#. ~b! Lifetime spectrum with cuts for Mu (B field
on!, exiting a thin Ar layer. The function of Eq.~6! is fitted to the
spectrum withtm fixed. The total number of Mu atomsNMu

sum agrees
with that found in the TOF spectrum@see Fig. 4~b!#.
For the latter, the subsequently emitted decaye1 gives a
signal in both the MCP1 and one of the scintillator pairs
essentially the same time. In the Mu lifetime spectrum
origin of the prompt peak is different, and is discussed bel
together with the background in the Mu TOF spectra. Sin
these prompt events have the wrong MCP1 signal for
TOF measurement they are cut off.

The lifetime spectrumD tot,Mu(t
i) at bin i is given by in-

tegrating the decay probability density with them1 lifetime
tm over each bin,

D tot ,Mu~ t i !5E
t l
i

th
i FNtot, Mu

sum

tm
e2~ t82t0

d
!/tmGdt81b

5Ntot, Mu
sum @e2~ t l

i
2t0

d
!/tm2e2~ th

i
2t0

d
!/tm#1b, ~6!

wheret0
d denotes the time zero of the decay spectrum, wh

is determined by the position of the prompt peak, andb is a
flat background per time bin assumed to be constant over
total lifetime spectrum due to the lowe1 stop rate. The total
number of detected muons or Mu atoms can be determ
in an alternative way by fitting this function to the corr
sponding spectra. This provides a check on the correctne

o-
m

FIG. 7. ~a! Measured energy spectrum in the NaI~Tl! detectors
for decay positrons originating fromm1 decay in MCP1, with theB
field off. ~b! Energy spectrum simulated with the programGEANT

@32#. The simulation allows for energy loss, straggling, and multip
scattering of the positrons in the MCP1, the vacuum tube, and
Sei and NaI~Tl! detectors . No detector resolution of the NaI~Tl! is
included, but the simulation agrees well qualitatively with the me
surement. The dashed line is the theoretical energy spectrum o
decay positrons@30#.
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the background subtraction in the TOF spectra, where
background is not flat over a TOF interval of a few hundr
ns. This is demonstrated by comparing the results for Mu
Fig. 6~b! with Fig. 4~b!. Furthermore, in the case of Mu, th
lifetime spectrum convincingly demonstrates the detection
Mu atoms since the slope of the spectrum is consistent w
the m1 lifetime.

Figure 7~a! shows the energy distribution of the decaye1

originating fromm1 decay in MCP1 detected in one of th
NaI~Tl! crystals. The pulse height spectra of the crystals
calibrated by tuning the separator in the beamline toe1, and
measuring the energy deposited in the NaI~Tl! crystals by
beame1 scattered in the MCP1 detector. The energy of
beam e1 with a momentum of 27.5 MeV/c is about 27
MeV, which corresponds to the maximum energy depos
in the crystals. A simulated energy spectrum of decaye1

using the programGEANT @32# is shown in Fig. 7~b!, together
with the theoretical spectrum~Michel spectrum! plotted as a
dashed curve. The distinct deviation of the Michel spectr
from the experimental one is very well reproduced, and i
consequence of energy loss and scattering of thee1 travers-
ing the MCP1 detector and the material surrounding MC
We require a minimum energy of 1 MeV deposited in t
NaI~Tl! crystals.

For the analysis of the TOF data only those events
accepted where~1! only one pair of scintillators has a hit,~2!
the corresponding NaI~Tl! detector has a hit correlated i
time with the scintillator pair within a time window of 40 ns
~3! the hit is detected after the prompt peak in the lifetim
spectrum, and~4! the energy deposited in the NaI~Tl! detec-
tors is larger than 1 MeV. The effect of the applied cuts
the signal can be estimated by comparing the total num
Ntot

sum of detectedm1 with and without cuts. With cuts ther
is a loss of signal of about 20%, whereas the backgroun
nearly completely removed.

D. Sources of background

We will now discuss the background in the Mu TOF spe
tra. Details are given in Appendix B. Without cuts, the bac
ground consists mainly of three components. The first on
due to accidental, uncorrelated coincidences ofm in , MCP1,
and one of the scintillator pairsSei within the time windows
defined by the trigger electronics, depending on the sin
detector rates and the gate lengths. This background ra
estimated to;0.05/s. In principle, this background is fla
However, due to theSm pile-up coincidence, which gives ris
to a reset of the data acquisition, the background is modi
to become exponential with a slope determined by theSm
rate ~see Appendix B!.

The other two components are caused by the prompt p
in the lifetime spectrum and are therefore correlated
MCP1 andSei . They consist ofe1 originating from m1

decays in the target region, where about 90% of the be
stops ~see the simulation below!, and frome1 originating
from them1 stopped in the side branch. The decaye1 from
the target are only slightly deflected by the bending mag
~set to deflect particles of a momentum of 13 MeV/c by
90°), because thesee1 have a momentum normally highe
than 13 MeV/c @dashed curve in Fig. 7~b!#. With some
probability they are scattered in MCP1 toward the direct
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of the Sei detectors~see Appendix B!.
The two sources ofe1 give rise to additional backgroun

in the TOF spectra. Am1 is detected asm in , and stops in the
target region or in the side branch. The corresponding de
e1 is detected in MCP1 and in one of theSei detectors. The
e1 signal in MCP1 (eMCP1

1 ) starts the TOF gate in the trigge
electronics~reverse timing for the TOF measurement, s
Sec. II F and Fig. 2!. If the delayedm in signal coincides with
the TOF gate, an exponential background is observed in
TOF spectrum. The slope is given by them1 decay rate 1/tm
~again, the slope is corrected because of theSm pile-up!. The
m in and eMCP1

1 signals are correlated. In the forward-timin
TOF spectrum@see Fig. 4~a!# this background appears be
tween time zero and 1.6ms. Therefore, the onlym1 which
contribute to this background are those which decay wit
1.6 ms after they stopped in the apparatus. Am1 decaying
later has a delayedm in signal outside the TOF gate. In thi
case a delayedm in pulse, generated by a secondm1, can
coincide with the TOF gate. Now them in andeMCP1

1 signals
are uncorrelated. The background shape is the same as i
case of accidental coincidences. Thus the background in
TOF spectra due toeMCP1

1 signals is a sum of two exponen
tials with different slopes. Since the prompt peak in the li
time spectrum is cut off, this component of the background
removed in the analysis. The remaining background in
Mu TOF spectra is caused by the first component~accidental
coincidences ofm in , MCP1, andSei) with a slope deter-
mined by theSm rate. This slope is fixed when fitting a
exponential background to the Mu TOF spectra@dashed
curve in Fig. 4~b!#. In Fig. 4~a! the background is fitted ac
cording to Eq.~B14!. The slope is larger than for the unco
related case due to the additional exponential contribu
from the decaye1. The fitted, uncorrelated background
drawn as a dashed line, and the correlated one as a d
line.

By integrating the prompt peak entries a background r
of 0.15/s is obtained, so that the sum with the uncorrela
background rate yields the measured trigger rate~approxi-
mately equal to the background rate! of 0.2/s for Mu data
taking. Other background sources such as scattered-beame1

or Mu atoms not detected in MCP1, but their decayse1 are
less intense and are also cut off in the analysis, since t
contribute to the prompt peak.

E. Energy-dependent neutral fraction

The same procedure as described above for the Ar da
applied to analyze the data for Al, solid Xe, and N2. The
background correction gives consistent results within 10
This is inferred from the comparison between the numb
NMu

sum determined from the TOF and lifetime spectra. T
experimental neutral fractionsF0(E) are determined using
Eq. ~1!. They are shown in Fig. 8, and compared with t
calculated fractions~solid lines!. For the solid gas layers
F0(E) is calculated using Eq.~4! with the velocity scaled
cross sections for protons compiled in Ref.@27#. For the Al
target the solid line represents a sum of three exponen
fitted empirically by Ahn@12# to measured muon data an
velocity scaled neutral fraction data of protons and deuter
@1,33#. The muon, proton and deuteron data used in Ref.@12#
are for ‘‘dirty foils’’ with a thin layer of aluminum oxide at
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the surface. In this case the neutral fraction is different co
pared with a freshly evaporated Al layer@1#. Since we cannot
exclude a thin film of aluminum oxide at the surface of o
Al target, we use Ahn’s fit to compare our data with h
muon data and the scaled proton and deuteron data.

Common to all investigated targets is the decrease of
production with increasing energy. At lower energies the s
tistical errors increase due to the low statistics in the T
spectra at increasing times. Within the statistical errors
data are well described by solid lines representing the sc
proton data. The results are summarized in Fig. 9, wh
differences between the targets become more recogniz
Figure 9~a! shows our data for the gas layers. The Al data
not drawn here to obtain a better overview. They are sim
to the N2 data except the points at 8 and 22 keV, which a
located below the calculated curve@see Fig. 8~a!#. There are
slight differences in the shapes of the neutral fractions. T
Xe data fall systematically below the Ar and N2 data. This
behavior is represented in the calculated neutral fractio
shown in Fig. 9~b!. For Xe the decrease ofF0(E) is steeper
at lower energies. For Ar and N2 the calculated shape o
F0(E) is about the same above;10 keV, whereas our dat
for Ar are placed a little below the N2 data. In Fig. 9~b! the
calculated neutral fractions yield 92% for Ar, 100% for X
80% for N2 , and 95% for Al when extrapolating to therm
energy.

FIG. 8. Measured energy dependence of neutral fractions form1

exiting from ~a! the aluminum foil~Al, probably covered by a few
atomic layers of oxide on the surface!, ~b! an Ar layer on Al,~c! a
Xe layer on Al, and~d! a N2 layer on Al. The solid line in~a! is
obtained from a fit by Ahn@12# to muon data and velocity scale
proton and deuteron data@1,33#, where the Al is covered by a thin
layer of oxide. In~b!–~d! the solid line is obtained by a velocit
scaling of cross sections for protons, and calculating the neu
fraction according to Eq.~4!.
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The different energy dependence ofF0(E) for Xe, com-
pared with Ar and N2, can be attributed to the shift of th
maximum of the electron loss cross section from;10 keV
for Ar and N2 to 6 keV for Xe; see Fig. 10~b!. Also, the
capture cross section for Xe is smaller thansc(E) for Ar and
N2 at energies above 6 keV, see Fig. 10~a!.

There is a large difference in the shape ofsc(E) below 1
keV, which is the energy region not accessible in this exp
ment. The maximum ofsc(E) for Xe is located atEmax

'70 eV and for Ar and N2 at Emax'250 eV. At an energy
of 15 eV sc(E) is about 1.0310215 cm2 for Xe and about
3.0310217 cm2 for Ar and N2. The difference in the posi-
tion of the maximum can be attributed to the matching of
velocities of them1 and the valence electrons in the targ
For Xe, the valence electrons in then55 shell move slower
than in Ar (n53). This shifts the maximum ofsc(E) for Xe
to lower energies. In a very simple picture the smaller va
of sc(Emax) for Ar and N2 compared with Xe can be ex
plained by the larger atomic cross section and the larger
teraction time~due to the lowerm1velocity! in Xe. The
smallness ofsc(E) of Ar and N2 compared with Xe at en-
ergies far belowEmax can be attributed to the different ion
ization energies, which are 15.8 eV for Ar, 15.6 eV for N2,
12.1 eV for Xe, and 13.6 eV for Mu. Therefore, the captu
process is energetically possible for Xe even at zero ene
whereas it is forbidden for Ar and N2. As well, this gives
rise to the extrapolated neutral fractions of 100% for Xe a
less than this for Ar and N2. In the solid the ionization

al

FIG. 9. ~a! Measured energy-dependent neutral fraction data
Ar, Xe, and N2 targets.~b! Calculated energy dependence of t
neutral fraction for Al, Ar, Xe, and N2 .



h
-
rg
am
hi

g
li
o

us
ca

rg
e

w
u
r
o

ng
e-

s

for
by

es

m
ing
rget.

of

spec-
ll

a
lud-
-
i-
e

wn-

fits
n

om

3748 PRA 58T. PROKSCHAet al.
energy has to be substituted by the band gap energyEg
514.1, 14, and 9.3 eV for Ar, N2 , and Xe, respectively.

F. Monte Carlo simulation and integral neutral fraction

In order to probe velocity scaling, and to estimate t
integral neutral fractionF0

sum in the emitted beam, we per
formed a Monte Carlo simulation to calculate the ene
spectrum and the angular distribution of the muon be
downstream of the target. For that fraction of the beam
ting the MCP1 detector we can determineF0,MCP1

sum by form-
ing the ratioNMu,MCP1

sum /Ntot,MCP1
sum @see Eq.~5!# where we now

added to the subscripts MCP1 to emphasize that this inte
fraction is measured on MCP1. However, since the so
angle of MCP1 is small, the measured energy distribution
m1 will contain higher energies of the muon beam, beca
the higher the energy of a particle the lower its mean s
tering angle. This means that the detectedm1 energy distri-
bution is shifted to higher energies compared with the ene
distribution of the total exiting beam. This reduces the d
tected fraction ofm1 with E,40 keV, where Mu formation
takes place, due to the larger mean scattering angle at lo
energies. Therefore,F0,MCP1

sum underestimates the integral M
fraction, and the simulation is needed to calculate the ene
spectrum of the total exiting beam to obtain an estimate
F0

sum.
The simulation takes into account the energy loss, ra

straggling~from which the straggling in energy loss is d
rived!, and multiple scattering according to Molie`re’s theory
@34# in the materials them1 are traversing. The energy los

FIG. 10. Velocity scaled cross sections of protons@27# for ~a!
electron capturesc(E) of m1, and~b! for electron losss l(E) of the
Mu atom. Solid line, Ar; dotted line, Xe; dashed line, N2 .
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is obtained by velocity scaling of stopping power data
protons@35#, whereas the range straggling is calculated
multiplying velocity scaled proton data byAmp /mm @36#.
The velocity scaling is applied down to am1 energy of 1
keV. Them1 stops in the simulation if the energy becom
less than 1 keV.

The simulation shows that 87% of the incoming bea
stops in the Al substrate or in the copper frame surround
the substrate. Only 13% of the beam penetrates the ta
The simulated energy spectra of them1 downstream of the
target and of the fraction ofm1 hitting MCP1 are shown in
Figs. 11~a! and 11~b!, respectively. The energy spectrum
the total beam in Fig. 11~a! is fitted empirically by a sum of
two Gaussians. The spectrum ofm1 hitting MCP1 has a
Gaussian shape, and agrees with the measured energy
trum in Fig. 3. The simulated angular distribution of the fu
muon beam is shown in Fig. 12~a!. The angular distribution
for m1 with energies less than 40 keV is broader, with
larger mean scattering angle, compared with the data inc
ing all muon energies@see Fig. 12~b!#. Therefore, the accep
tanceVMCP1

Mu of MCP1 with respect to the Mu angular distr
bution is smaller thanVMCP1

tot , which denotes the acceptanc
for all muon energies. The simulation yieldsVMCP1

Mu 51.1

FIG. 11. Simulated energy spectra of the muon beam do
stream of the target for an initial beam momentum ofp
527.5 MeV/c andDp/p52%. ~a! All m1 exiting the target. The
solid line represents a sum of two Gaussians which empirically
well to the data.~b! Muons hitting the MCP1 detector. A Gaussia
is fitted, yielding the mean energyEm and the widthsm of the
distribution. The resulting values agree with those obtained fr
fitting to the experimental data~see Fig. 3! within two standard
deviations.



re
e

h
o

a

X
M
re

ic
ili-

um,
has

tum
her
gies
e
city
ac-
ing
g

ers
ic’’

pro-
col-

age

an
f

1

in
he
-
n
the

ll

d-

nd
lec-

the
b-
se

ood
tions

er,
for

nd.

om

high
as

,
t in-
on-

ns
ata
ll

s

PRA 58 3749MUONIUM FORMATION BY COLLISIONS OF MUONS . . .
31022 and VMCP1
tot 51.731022. These acceptances a

larger than the solid angleVMCP1 of MCP1 subtended at th
target due to the forward-peaked angular distributions. T
fact thatVMCP1

Mu ,VMCP1
tot represents the energy dependence

the mean scattering angle and shows thatF0,MCP1
sum will un-

derestimate the integral fraction in the emitted beam.
The integral fractions for the different targets are summ

rized in Table I. The experimental fractionsF0,MCP1
sum are well

reproduced within the errors by the simulated data. The
data yield a smaller fraction, which is due to the reduced
formation probability at energies above 6 keV compa
with the Ar, N2 , and Al data~see Fig. 9!. The simulated
integral fraction of the full beam is about 231023, with
small deviations between the investigated targets, wh
again represent the slightly different Mu formation probab

TABLE I. Experimental and simulated integral neutral fractio
F0,MCP1

sum of the beam hitting the MCP1 detector. Simulated d
only for F0

sum, denoting the integral neutral fraction of the fu
beam downstream of the target.

Experiment Simulation Simulation
Target F0,MCP1

sum F0,MCP1
sum F0

sum

Ar 1.30(23)31023 1.3631023 2.1731023

Xe 1.00(20)31023 1.1331023 1.8031023

N2 1.51(30)31023 1.3431023 2.1531023

Al 1.25(15)31023 1.5631023 2.4831023

FIG. 12. Simulated angular distributionf (Q)sin(Q)dQ of the
exiting muon beam.~a! All muons and~b! muons with energies les
than 40 keV, where Mu formation sets in.
e
f

-

e
u
d

h

ties. The integral fractions depend on the beam moment
the momentum bite, and the amount of material the beam
to traverse. For example, a slightly higher beam momen
shifts the mean energy of the downstream beam to hig
energies. This reduces the fraction of the beam with ener
below 40 keV, and therefore,F0

sum is also reduced. Thus th
result can be considered as a consistency check of velo
scaling with the present experimental setup. Taking into
count the simulated transmission of 13% of the incom
beam the integral Mu formation probability per incomin
m1 yields about 331024 for our setup.

IV. DISCUSSION

In the calculation of the neutral fractions the target lay
are treated as a dense atomic gas. The use of the ‘‘atom
cross sections requires that the collision processes of the
jectile with the target atoms can be considered as single
lision processes. This condition is met if the timetc for a
single collision process is much smaller than the aver
time t between two successive impacts,tc /t!1. A crude
estimate fortc is obtained by settingtc'a0 /v, wherea0 is
the Bohr radius, andv the velocity of the projectile. The time
t51/(nvs) is expressed by the densityn of atoms per cm3,
the velocityv of the projectile and the cross sections. The
condition for the existence of a single collision process c
be written astc /t'na0s!1. For instance, with a density o
r51.78g/cm3 for solid Ar andr53.77 g/cm3 for solid Xe,
the density of atoms yields 2.731022 and 1.731022 cm23,
respectively. This results intc /t's31014 cm22!1, if s
,10215 cm2. This is fulfilled for m1energies greater than
keV ~see Fig. 10!. Also, the de Broglie wavelengthl of the
m1 is required to be less than the interatomic distance
order to treat the projectile as a pointlike particle during t
collision process. Form1 with an energy of 1 keV the wave
length l52.7310212 m is about 100 times smaller tha
interatomic scales. The considerations above show that
simple picture of single collisions within the solid is we
justified for the condensed gas targets.

At m1 energies below approximately 10 keV, correspon
ing to m1 velocitiesv,2ve (ve is the velocity of the bound
electrons!, solid-state effects like dynamic screening, a
resonant and Auger processes as well as tunneling of e
trons to the projectile leaving the surface, may affect
charge-transfer reactions@37–39#. These processes are attri
uted to a uniform gas of free electrons in the solid. The
solid-state effects have to be taken into account to yield g
agreement between measured and calculated charge frac
of protons emerging from metal or carbon foils. Howev
the assumption of a uniform electron gas does not hold
wide-band-gap insulators like rare-gas solids or solid N2 ,
where all electrons are tightly bound in the valence ba
Nevertheless, during slowing down them1 creates an ioniza-
tion track of free electrons in the conduction band and, fr
recent measurements on thermalizedm1 in solid N2 and
solid rare gases, it is known that these electrons have a
mobility @20#. However, the track electrons cannot behave
an electron cloud moving with the projectile, because them1

moves ‘‘in front of’’ its own radiolysis electrons. Therefore
the solid-state effects are expected to have no significan
fluence on the neutral fraction at low energies in the c
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densed van der Waals solids. This is in accordance with
experimental results where the measured neutral fractions
described satisfactorily by the calculated fractions using
scaled cross sections.

A. Velocity scaling down to 1 keV, andZ dependence
of the neutral fraction

From our data we can conclude that, within the statisti
error, a velocity scaling of charge-exchange cross section
applicable form1 with energies down to 1 keV, correspon
ing to an energy per nucleon of about 9 keV/nucleon. T
extends the available data of charge-exchange processe
‘‘hydrogen isotopes’’ from the energy interval above 8 ke
for deuterons@5,33# to lower energies. Also, the underlyin
assumption of velocity scaling of the stopping power and
range straggling of energeticm1 traversing the target seem
well confirmed by the good agreement between the Mo
Carlo results and the measured energy distribution and i
gral neutral fractions. This implicitly demonstrates that n
only charge-exchange processes, but also ionization, w
is the dominant process in energy loss atm1 energies above
;5 keV, scales with velocity. Additionally, the good agre
ment between measured and simulated energy spectra
plies the proper handling of multiple scattering for them1 in
the traversed material. According to Molie`re’s theory the
scattering angle is proportional to 1/(pv), with p the mo-
mentum andv the velocity of the projectile.

The small deviations in the shapes ofF0(E) for the dif-
ferent solid gas layers are attributed to theZ ~atomic number!
dependence of the capture and loss cross sections. Fo
rare-gas data compiled in Ref.@27#, with increasingZ, both
the capture and loss cross sections increase at low ene
with a shift of the maximumEmax to lower energies. At
energies larger thanEmax only the loss cross section in
creases significantly withZ.

The dependence onZ of the energy-dependent as well
integral neutral fraction is not expected to be monoton
Recent measurements with protons and boron as projec
on several metallic elements ranging from Be to Au sh
Z-dependent oscillations at energies of 50–500 keV/nucle
reflecting the periodic shell structure of the target atoms@40#.
In Ref. @40# the cross sectionssc(E) and s l(E) are calcu-
lated to describe the data qualitatively, using t
Oppenheimer-Brinkmann-Kramers formula forsc(E) and
the classical-trajectory Monte Carlo method fors l(E). The
calculation was done for proton energies of 200 keV, wh
the simple picture of single collisions of protons in meta
without solid-state effects is applicable@28#. The calculation
shows that theZ oscillations originate from the capture cro
sections, whereas the loss cross sections depend mono
cally onZ. From the data in Ref.@40# the neutral fraction of
protons for solid Ar and Xe can be interpolated linearly b
tween adjacent data points of metallic elements. For eac
their three plotted energies of 50, 100, and 200 keV/nucl
the interpolation ofF0(E) yields a higher neutral fraction
for Xe than for Ar. This is in contradiction to the resu
obtained using the compiled cross sections for protons
well as to our measurements form1, which are well de-
scribed by the scaled cross sections. The discrepancy is p
ably due to an additional structure in theZ dependence o
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F0(E), which was not resolved in the experiment of Re
@40#, where condensed gases could not be studied. Accor
to Ref. @40# the largest Mu yield can be expected f
medium-Z elements like copper or zinc. For instance, at
keV/nucleon, corresponding to am1 energy of 5.6 keV, a
neutral fraction of about 50% is found for Cu or Zn, and 35
for Al. These results were obtained with clean surfaces. T
solid curve in Fig. 8~a!, which fits well to our Al data, yields
a larger neutral fraction of 42% at am1 energy of 5.6 keV.
The curve represents a fit to the data of oxidized Al surfac
Compared with a clean Al surface the oxide layer causes
increase of the neutral fraction above 40 keV/nucleon. Be
40 keV/nucleon the neutral fraction is larger for the cle
surface@1#.

B. Velocity scaling and moderation ofµ1 below 1 keV

As mentioned in Sec. I, our work was also motivated
the desire to obtain a better insight into the details of
mechanisms leading to the emission of epithermalm1 from
solid van der Waals layers. Relevant to this question is
slowing down ofm1 and the corresponding cross sections
m1 energiesE,1 keV. At these energies our experiment
not sensitive to the detection ofm1 or Mu, since the detec-
tion efficiency of the MCP1 detector decreases rapidly be
1 keV. No direct measurements are available in this ca
However, some results have been obtained by conside
the thermalization time ofm1 and its influence on the muo
spin rotation~mSR! signal of stoppedm1 in gases at various
pressures@18,19#. In a weak transverse magnetic field th
precession of them1 can easily be distinguished from th
precession of the Mu atom, which is approximately 1
times faster. ThemSR method can therefore measure t
fraction of m1 thermalizing as Mu. Also, the total slowin
down time as well as the time spent in the ionization, t
charge-cycling and the elastic collision regime can be e
mated using scaled cross sections for protons and comp
with the experimental finding. It is the time spent in th
charge-cycling regime which influences the observable m
polarization after thermalization. The Mu states formed i
tially from 100% polarizedm1 by capture of unpolarized
electrons are, with equal probability, the paralleluamae& and
antiparalleluambe& states. Since theuambe& state is not an
eigenstate of the hyperfine interaction Hamiltonian in the M
atom, but a mixture of the singlet and triplet states, it os
lates with the hyperfine frequency of 4.463 GHz between
uambe& and ubmae& states, which gives rise to a depolariz
tion of the m1. If the total Mu residence time during mod
eration is of the order of the hyperfine period, a large amo
of polarization is lost. The lower the pressure the larger
residence time in the Mu state and, therefore, the obse
polarization decreases with decreasing pressure. The
served, pressure-dependent polarization in Ref.@18# is in
good agreement with a calculation using scaled cross
tions for charge exchange down toE;50 eV.

The measured neutral fractions in Ref.@18# at thermal
energy in gases are 74~4!%, 100~4!%, and 84~4!% for Ar,
Xe, and N2, respectively. This has to be compared with o
scaled values of 92%, 100% and 80%~see Sec. III E!. The
agreement is good with the exception of the Ar data. A m
detailed analysis by Senba@19# of the moderation process i
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Ar below 1 keV, accounting also for elastic energy loss a
energy loss by ionization, estimated a Mu fraction at therm
energies of 74%, again using the velocity-scaled cross
tions for charge exchange and energy-scaled cross sec
for the elastic process. This differs from the steady-state f
tion of 92% obtained from Eq.~4! because this fraction doe
not account for energy-loss mechanisms. No estimations
published for Xe and N2. The steady-state fraction can b
considered as the fraction of time them1 spends in a charge
state. It is an appropriate approximation for the measu
neutral fraction after passing through a target, if the tar
thickness allows for a sufficient number of collisions to o
tain the charge-state equilibrium and if the thickness does
effect appreciably the energy of the projectile. This last c
dition is always met for a transmission experiment since,
instance, at an energy of 10 keV the steady state is obta
within a few atomic layers below the surface where the
ergy loss is negligible. Senba’s work focused on the cha
states during slowing down at fixed energy, considering
probabilities for the projectile to be in the charged~neutral!
state or to change the charge state from positive to neu
~neutral to positive!. At some fixed energy the estimate
probability of having the particle in the neutral state does
correspond to the steady-state fraction, but the estimat
thermal energy agrees well with the neutral fractions
served as well as with the pressure-dependent polarizatio
m1 stopped in gases.

The experimentalmSR data at thermal energies are w
interpreted by the cross sections for charge exchange of
tons scaled tom1 energiesE,10 eV, although there are
uncertainties in the cross sections of protons for energies
than 100 eV/nucleon due to missing experimental data in
energy regime. This is in accordance with some calculati
concerning the electron capture ofm11 H collisions @41#.
The calculations are performed using the impact param
model, where the relative motion of the particles is trea
classically, and which is known to give a reasonable desc
tion of thep 1 H system in the velocity range correspondi
to energies of 100 eV/nucleon up to 100 keV/nucleon@42#.
The work of Ref.@41# shows that the electron capture pr
cess into the ground state of Mu scales with velocity down
E;15 eV, whereas for the capture into excited states
also for the cross section of excitation, velocity scaling
E,300 eV does not hold. Since the total inelastic cross s
tion is dominated by the capture into the ground state, ve
ity scaling is applicable down to;15 eV. A deviation~iso-
topic effect! of the velocity dependence of charge-chang
cross sections for this system~wherep and H may be sub-
stituted by the corresponding deuteron isotopes D1 and D0,
or by m1and Mu! is expected only at energies below 2 e
nucleon due to the slight isotopic shift in the binding en
gies in H, D0, and Mu@43#.

The p 1 H is a special symmetric collision system fo
which theoretical considerations cannot be generalized
our case of nonsymmetric systems, at least as far as ch
exchange and ionization processes are concerned, devia
from velocity scaling can be expected at energies of the o
of 100 eV/nucleon, corresponding toE;10 eV for m1

~however, at an energy of 10 eV the electron-loss cross
tion for Mu is zero due to the ionization energy of 13.6 e
for Mu, and therefore, velocity scaling cannot hold. For h
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drogen with the same velocity, corresponding to an energ
;100 eV/nucleon, this process is still allowed with a no
zero cross section!. This is the relevant energy range for th
processes leading to epithermalm1 emission from solid rare
gas and N2 layers. Our moderation studies show that t
epithermalm1 are emitted from an Ar layer with a mea
energy of 10 eV, with a FWHM of 20 eV. The measure
fraction of slowm1 per incoming muon is 4.731025 for Ar,
3.331025 for N2 and 0.0231025 for Xe, respectively; for
Ar, a large escape depth of;100 nm is found@26#, which is
a direct manifestation of the strongly reduced electro
stopping power at low energies in this system. Using
scaled cross sectionsc(E) the mean free path lengthl
51/@nsc(E)# for a capture process in Ar is estimated tol
540 nm at E510 eV @sc(E)59310218 cm2# and l
5120 nm atE56 eV @sc(E)53310218 cm2#. This cor-
responds well to the observed escape depth.

In his analysis of themSR data ofm1stopped in gaseou
Ar and N2, Senba estimated a mean energy for the last
formation of 10~5! eV which is well above the inelastic
threshold of 2.2 eV~0.5 eV! for the capture process in Ar ga
~solid!. The Mu formed at this energy thermalizes by elas
collisions and does not undergo any further charge-chang
cycles@18,19#. Applying the result obtained for the gas targ
to the solid, one may conclude that the mean emission
ergy of the epithermalm1 corresponds to the mean energy
the last Mu formation. Since there is no sharp threshold n
this energy, the energy distribution of the emittedm1 is
smeared out. Practically no slowm1 emitted from Ar are
observed withE.50 eV, because here charge-changi
processes are still present to moderate them1 efficiently.
The contribution of elastic processes to the stopping po
dE/dx is expected to be small. The elastic stopping pow
for isotropic scattering, (dE/dx)el522mm /MEnsel(E),
with the m1 massmm , the target massM , the number den-
sity of the moderatorn, and the cross sectionsel(E), yields
a relative energy loss of only 0.5% for each elastic proce
In 100 nm of solid Ar this gives roughly a relative energ
loss of about 10% for typical values ofsel(E)
;10216 cm2 below 100 eV@19#.

The emitted fraction ofm1 appears to be determined b
the Mu formation probability. Using the Mu fractions me
sured in gases at thermal energy one estimates a rema
fraction of m1 at energies of;10 eV of 26~4!%, 16~4!%,
and 0~4!% for Ar, N2 , and Xe, respectively. The relativ
fractions of the slowm1 yields agrees within the errors wit
the relative fractions of remainingm1:

3.331025

4.731025
50.7'0.6~18!5

16~4!%

26~4!%
for N2-Ar,

and

0.0231025

4.731025
50.004'0~0.15!5

0~4!%

26~4!%
for Xe-Ar.

However, the absolute yields of slowm1 are not well repro-
duced within this simple picture. Our Monte Carlo simul
tion shows that a fraction of;1023 of the incoming beam
stops in a 100-nm layer of solid Ar. This fraction should
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comparable to the fraction ofm1 moving with epithermal
energies through the solid. Accounting for the loss due to
formation and assuming an isotropic angular distribution
the slowm1 within the solid after passing through some te
of nm, yielding an escape probability of 50%, one estima
a slowm1 fraction of about 1.331024 for Ar which is about
three times larger than the observed fraction. Other proce
like hot-atom reactions of Mu~for example, formation of the
ArMu1 molecular ion! and reactions with spur electrons a
not considered here. FrommSR studies it is well known tha
these processes have to be taken into account to interpre
observed charge fractions and polarization losses in h
pressure gases as well as in the condensed phases@44,45,20#.
For example, the Mu fraction of 91~9!% found in solid Ar
@46# is larger than the fraction in the gas. This can be
plained by the convergence of am1 after thermalization with
a spur electron which, however, should have no influence
the epithermalm1. Hot-atom reactions of Mu are believed
occur when the Mu is leaving the charge-exchange reg
@18#, which is below 50 eV for the targets investigated. Th
should reduce the yield of epithermalm1in the solid van der
Waals layers.

For a more precise understanding of the behavior ofm1

in these solids in the ‘‘experimental energy gap’’ betwe
thermal energy and 1 keV, concerning especially the sca
of the charge-exchange cross sections, future investigat
are possible with the slowm1 beam developed at PSI, whe
the energy of them1 can be tuned by electrostatic accele
tion between approximately 10 eV and 30 keV.

V. CONCLUSION

We have measured the neutral fraction of am1 beam at
energies between 1 and 40 keV, exiting cryogenic insula
such as Ar, Xe, and N2. The data are compared wit
velocity-scaled cross sections for electron capture and e
tron loss of protons in gaseous Ar, Xe, and N2. Within the
statistical errors our data agree with the result obtained f
the scaled cross sections. The integral yield of Mu from so
Ar and N2 layers is comparable to that from Al; the yie
from solid Xe is about 20% smaller. This is well reproduc
by a Monte Carlo simulation. Recent measurements w
protons suggest that medium-Z elements like copper or zin
are the best suited to produce Mu with energies of a
keV.

Due to their simplicity van der Waals solids can be trea
as a dense atomic gas in order to extrapolate data from g
to the solid state. In order to close the ‘‘experimental ga
for m1, concerning inelastic and elastic processes betw
thermal energy~gas and solid data! and energies above
keV ~solid data, this work!, this feature was used for th
discussion of velocity scaling of charge-exchange cross
tions and the moderation ofm1 leading to epithermalm1

emission from these layers. The discussion showed that
locity scaling should be applicable down tom1 energies of
approximately 10 eV. The fraction and mean energy of e
thermal m1 emitted from the solid layers appears to
mainly determined by epithermal Mu formation in the laye
u
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APPENDIX A: TIME-OF-FLIGHT SPECTRUM
OF A GAUSSIAN ENERGY DISTRIBUTION

A Gaussian energy spectrum with a mean energyEm and
a width sm of the form

N~E!5
Nsum

A2ps tot

e2~E2Em!2/2sm
2

~A1!

is related to its time spectrum via Eq.~2!. The normalization
in Eq. ~A1! is valid for integration from@2`,`#. However,
in the case of only positive energies the normalization m
be done for an energy interval of@0,̀ #. Therefore, Eq.~A1!
must be modified to

N~E!5
Nsum

Ap

2
smerfcS 2

Em

A2sm
D e2~E2Em!2/2sm

2
, ~A2!

with the complementary error function erfc defined as

erfc~x!5
2

Ap
E

x

`

e2s2
ds. ~A3!

The time spectrumNtot(t
i) at bin i is given by integration

over the bin width with the lower and upper boundst l
i and

th
i , respectively:

Ntot~ t i !5E
t l
i

th
i

@Ntot„E~ t8!…1B~ t8!#dt8

5CE
El

i

Eh
i

e2~E2Em!2/2sm
2
dE1BDt, ~A4!

where we have inserted Eq.~A2! for N(E), C represents the
normalization factor,Dt denotes the bin width in the time
spectrum, andEh

i and El
i are the energies corresponding

the bin boundariesth
i and t l

i in the time spectrum. The inte
gral over energy can be evaluated easily by a variable s
stitution s[(E2Em)/A2sm yielding

E
El

i

Eh
i

e2~E2Em!2/2sm
2
dE5A2smE

xh
i

xl
i

e2s2
ds

5A2s tot

Ap

2
@erf~xl

i !2erf~xh
i !#, ~A5!
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with the error function

erf~x!5
2

Ap
E

0

x

e2s2
ds, ~A6!

and the integration limits from the variable substitution:

xl
i5

Eh
i 2Em

A2sm

,

xh
i 5

El
i2Em

A2sm

. ~A7!

Inserting Eq.~A5! into Eq. ~A4! just gives the result of Eq
~3!:

Ntot~ t i !5
Ntot

sum

erfcS 2
Em

A2sm
D @erf~xl

i !2erf~xh
i !#1BDt.

~A8!

Using the relativistic energy relation for the kinetic ener
Ekin5(g21)mc2, Eq. ~A7! can be rewritten to read

xl ,h
i 5

1

A2s tot
F S 1

A12~ l /ctl ,h
i !2

21D mc22EmG . ~A9!

The subscripts are chosen in such a manner thatxl corre-
sponds to the lower time bin boundary,t l andxh to the upper
one th .

APPENDIX B: BACKGROUND SHAPE AND RATE
IN THE MU TIME-OF-FLIGHT SPECTRA

In a TOF measurement, accidental coincidences wit
some time windowDTOF in the two independent detectors fo
the start and stop signal may occur. If there are no correla
processes and if the detector rates are assumed to be co
per unit time, the probability densityf (t) of having the first
stop event at timet with a stop rateR is given by the expo-
nential distribution@47#

f ~ t !5Re2R~ t2t0![ f 1~ t ! ~for tP@ t0 ,1`#!

5Re1R~ t2t0![ f 2~ t ! ~for tP@2`,t0#!, ~B1!

where the first detector defines the starting timet5t0 . Equa-
tion ~B1! also holds for the probability density of having a
event in a detector at timet preceded~or followed! by an
event in thesamedetector at timet5t0 . This is a feature of
the exponential distribution, which has ‘‘no memory’’ abo
what happened in the past and therefore,f (t) is independent
on the event defining the time zero.

The probabilityp(t) of having a stop event~or an event in
the same detector given another event att5t0) in the time
interval @ t,(t1dt)#, with dt infinitesimal, is given by
in

ed
tant

p1~ t !5 f 1~ t !dt5Re2R~ t2t0!dt ~for tP@ t0 ,1`#!,

p2~ t !5 f 2~ t !dt5Re1R~ t2t0!dt ~for tP@2`,t0#!.
~B2!

Using Eq. ~B2! we can calculate the probabilityP1(t1
1Dt) of obtaining the first uncorrelated event at timet1
P@ t0 ,1`# in a time bin with widthDt

P1~ t11Dt !5E
t1

t11Dt

p1~ t !dt

5e2R~ t12t0!~12e2RDt!

'e2R~ t12t0!RDt for Dt!R, ~B3!

and the probabilityP2(t12Dt) to obtain the first uncorre-
lated event at timet1P@2`,t0# in a time binDt,

P2~ t12Dt !5E
t12Dt

t1
p2~ t !dt

5eR~ t12t0!~12e2RDt!

'eR~ t12t0!RDt for Dt!R. ~B4!

The probabilitiesP1 and P2 are symmetric under time re
versal aboutt0 .

If the TOF gate is opened by the start detector forN times
during a measurement, the uncorrelated background distr
tion Buncorr(t1) for obtaining the first stop in the interva
@ t1 ,t11Dt# is calculated to be

Buncorr~ t1!5NP1~ t11Dt !'Ne2R~ t12t0!RDt. ~B5!

Thus the shape of the uncorrelated background is expo
tial with the slope determined by the stop rateR if the detec-
tor rates are used without any additional conditions in
trigger electronics.

In this experiment the stop rate for the TOF measurem
is given by them in rate. Am in is defined by the trigger logic
to be not preceded by anotherSm hit within at least the du-
ration of the pile-up gate lengthDpu52 ms. Them in rate is
calculated using theSm rate and substitutingR by Sm in Eq.
~B4!, to be

m in5Sm@12P2~ t02Dpu!#5Sme2DpuSm, ~B6!

where@12P2(t02Dpu)# is the probability that there was n
Sm hit present in the past for at leastDpu52 ms. The mea-
suredm in rate of 1.73105/s agrees with the value obtaine
from Eq. ~B6! using the experimentalSm rate of 3.63105/s
and the pile-up gate length of 2ms, which is adjusted to the
length of the TOF gateDTOF5Dpu.

Now, we will show that the shape of the uncorrelat
background in the TOF spectrum using them in signal as the
stop is flat instead of exponential. However, the final sha
of the background is determined by taking into account
Sm reset probability, which is derived below. The probabili
densityf m in

(t1) for a m in hit at timet1 is obtained by weight-

ing the probability densityf 1(t1) for a Sm at t1 with the
probability that the lastSm was present in the time interva
@2`,t12Dpu#:
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f m in
~ t1!5 f 1~ t1!E

2`

t12Dpu
SmeSm~ t2t0!dt

5Sme2SmDpu[m in ~for t1P@ t0 ,t01Dpu#!.

~B7!

Thus, f m in
(t1) is flat and does not depend on the timet1 , for

t1P@ t0 ,t01Dpu#. If the TOF gateDTOF is larger than the
pile-up gateDpu, f m in

(t1)5 f 1(t1) is exponential again for

t1.(t01Dpu). It follows from Eq.~B7! for the uncorrelated
background that

Buncorr~ t1!5NE
t1

t11Dt

f m in
dt5Nm inDt ~B8!

for t1P@ t0 ,t01Dpu#, a time binDt<Dpu, andN the number
of gate openings during a measurement.

However, theSm reset probability due to pile-up modifie
the shape of the background spectrum. The trigger elect
ics is reset if a secondSm hit is detected after the detection o
a m in signal while the TOF gateDTOF is still active~see Fig.
2!. The reset probabilityr (t1) within DTOF, that an event at
time t1P@ t0 ,t01DTOF# is followed by a reset in@ t1 ,t0
1DTOF#, is not a constant but depends ont1 :

r ~ t1!512e2Sm[DTOF2~ t12t0!] , ~B9!

wheret0 denotes again the start time of the TOF gate. Eq
tion ~B9! is derived by integrating* t1

t01DTOFp2(t)dt, where

in p2(t) the time zerot0 is substituted by (t01DTOF). For
t15t0 , the reset probability is at maximum whereas it b
comes zero whent1 reaches the end of theDTOF window.
Thus the background distributionBuncorr(t1) in Eq. ~B8! must
be corrected for the probability@12r (t1)# of having no re-
set. This yields finally

Buncorr~ t1!5Nm inDte2Sm~DTOF1t0!eSmt1, ~B10!

which again has an exponential slope, but now with the s
changed compared with Eq.~B5!.

The threefold-correlated background due to decaye1 can
initially be written as

Bcorr
3-fold~ t1!}e2~ tm2t1!Gm for t1<tm , ~B11!

whereGm51/tm is the decay rate of the muon andtm denotes
the time zero form1 in the TOF spectrum, which is define
as the time when them1 reaches the target. Again, this bac
ground has to be corrected for@12r (t1)# yielding

Bcorr
3-fold~ t1!}e2[Sm~DTOF1t0!1Gmtm]e~Sm1Gm!t1. ~B12!

For t1.tm , only uncorrelated background is possible with
shape}eSmt1.

The twofold-correlated background~MCP1 and Sei corre-
lated andm in uncorrelated! due to decaye1 follows Eq.
~B10!, with N substituted by an unknownN8. Finally, the
n-

-

-

n

total backgroundB(t) in the reverse timing spectrum is
sum of Eqs.~B10! and ~B12!:

B~ t !5auncorre
2Sm~DTOF1t0!eSmt

1acorre
2[Sm~DTOF1t0!1Gmtm]e~Sm1Gm!t

for t<tm , ~B13!

whereauncorrandacorr are fit parameters, andt1 is substituted
by t. For t.tm , B(t) reduces to the first term in Eq.~B13!.

In order to calculateB(t8) for the forward timing spectra
which are shown in Figs. 3~a! and 4, a variable substitution
t52t81tm is performed to yield

B~ t8!5e2Sm~DTOF1t02tm!

3~auncorre
2Smt81acorre

2~Sm1Gm!t8!

for t8.0. ~B14!

For t8,0, only the uncorrelated term contributes to the ba
ground. Also, the correlated term is removed after apply
the cuts described in Sec. III. In Fig. 4~b!, only the first term
of Eq. ~B14! is fitted, withauncorr as the fit parameter.

The integral rate of uncorrelated backgroundBuncorr is
estimated using the measured rate of TOF coinciden
(m in•MCP1) and the rateSe of the Sei detectors. Given a
(m in•MCP1) coincidence, the probability of having at lea
one event in the scintillator pairs isP1(t0110 ms)'Se
310 ms according to Eq.~B3!, whereSe substitutesR, the
10-ms master gate length substitutesDt, and Se310 ms
!1 is used. With the rates in the Mu TOF measurements
(m in•MCP1)'54/s andSe'100/s, it follows that

Buncorr5~m in•MCP1!Se310 ms'0.054/s, ~B15!

where the (m in•MCP1) rate is the accepted coincidence ra
after pile-up rejection.

The integral background rateBtargetof decaye1 originat-
ing at the target is estimated as follows. Taking into acco
the spatially anisotropice1 distribution in them1 decay
@30#, a fraction ofVe15331024 hits the MCP1 detector
The GEANT simulation shows that there is a probabili
ee1

scatt'0.02 of scattering ae1 in MCP1 toward the direction
of the scintillator pairs. The decaye1 are relativistic, so the
detection efficiency in MCP1 is expected to beeMCP1

e1 <0.1
@31#. Now, the background rateBtargetcan be estimated to b

Btarget5m in
accestopVe1ee1

scatteMCP1
e1 '0.05/s, ~B16!

wherem in
acc5105/s denotes the accepted beam rate, andestop

50.87 is the fraction of the beam stopping in the target
gion. This background is negligible for theNtot(t) data, but
contributes to a large extent to the background in the
measurement.
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The measured Mu TOF background rate of 0.15/s or
nating from the prompt peak~which is the sum of the
twofold- and threefold- correlated background rates!, to-
gether with the estimatedBuncorr rate in Eq.~B15!, are in
agreement with the measured trigger rate~approximately
equal to the background rate! of 0.2/s. From the fit of Eq.
~B14! to the Mu TOF spectra without cuts@see Fig. 4~a!#, a
threefold-correlated background fraction of 0.31~6! of the to-
tal background is obtained by integrating the dotted funct
e
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in Fig. 4~a!. This can be checked by considering that a fra
tion of 0.530.15/s50.075/s of the ‘‘prompt peak’’ back-
ground rate is expected to cause the threefold-correla
background, because within the 1.6-ms TOF gate length be
tween the m1 time zero and the end of the gate, (
2e21.6ms/tm)550% of the m1 decay. Thus a fraction o
0.075/0.250.375 of the total background rate is expect
from this estimate. Within the error, this is in agreement w
the result obtained independently from the fit.
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