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Electron capture and excitation in proton-Nay, collisions at low velocities
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We present a many-electron theoretical study of electron capture and excitation in collisiofisvaifrH
Nayg clusters for impact energies 40—500 eV. The collision is treated semiclassically using the independent-
electron model, and the cluster is described in the framework of the Kohn-Sham formalism with a local-density
approximation which includes exchange, correlation, and a self-interaction correction. We have found that
capture cross sections are(2—5)x 10" cn? and dominate in the above energy range. In contrast with
ion-atom collisions, excitation cross sections are comparable to the former, and multiple processes such as
capture excitation cannot be neglected at low velocities. From the analysis of the vacancies originated in the
collision, we have evaluated the energy deposited in the cluster, which is an essential parameter in the study of
cluster fragmentatior].S1050-294{®8)08406-9

PACS numbd(s): 36.40.Sx, 34.70:e

. INTRODUCTION For this purpose, we have chosen the simplest ioh,ad a
medium-size closed-shell metal cluster,,NaSince there
Cluster research is a rapidly growing field in which manyare 20active electrons in Ng,, one must use a truly many-
branches of physics and chemistry are invol{/ed3]. Inthe  electron time-dependent theory. The easiest way to achieve
early stages of this field, a crucial problem was to determinghis goal is to work in the framework of the independent-
the structure and static properties of clusters. But, in the lastlectron modellEM). A sample of results obtained within
few years, these investigations are turning to the study othis model will be presented elsewhdrsd]. In the present
dynamical aspects that may probe their properties and magaper we develop the theory in detail and present a system-
lead to the discovery of new interesting phenomena and agtic study of electron capture and excitation iff HNay,
plications[4—11]. At present, free clusters of a well defined collisions for impact energies between 40 and 500 eV.
number of alkali-metal atoms are experimentally available When using the IEM, the first problem is to build realistic
[3], which opens up the way for alean and meaningful one-electron potentials that take into account the effect of all
study of their interactions with atoms, molecules, and surthe electrons. In most previous worksee, e.g.[15]), this
faces. As an example, recent experimental wdrk 13 has  kind of collision has been investigated using simple phenom-
shown that low energy collisions of metal clusters withenological cluster potentials. However, isolatedNdusters
highly charged ions is an efficient way to produce positivelycan be accurately described using density functiob&) or
charged clusters. An interesting application of this techniquéiartree-FockHF) theories[2,16]. Hence it seems desirable
is the formation of clusters with critical charge-size ratiosthat dynamical studies make use of the latter high-quality
which lead to fragmentation. There are several mechanisnmpotentials. Since closed-shell metal clusters are practically
that can lead to the formation of positively charged clusterspherical, the problem has the same global symmetry as in
by ion impact: single and multiple capture, single and mul-ion-atom collisions. Consequently, the language and tech-
tiple ionization, capture ionization, capture excitation, etc.niques to be used in the study of HNay collisions will be
All these processes have been extensively studied in iorclose to the ones used in ion-atom collisions. The second
atom collisions, but very little is known about them in ion- problem is to evaluate cross sections that are directly mea-
cluster collisions. We know, for instance, that single-electrorsurable in experiments. As the number of active electidns
capture dominates ion-atom collisions at low impact veloci-is very large, many different processes are possible. How-
ties (i.e., when the projectile velocity is smaller than that of ever, experiments do not provide information on a single
target electrons but can one use ion-atom intuitions to ana-final N configuration but on a series of states in which some
lyze ion-cluster collisions? Is electron capture an efficientevels are occupied irrespective of the occupation of the rest.
way to create positively charged clusters? Are there otheFor instance, it seems possible to design experiments to de-
processes competing efficiently with electron capture?ect the number of captured electrons and the final state of
Which are the relevant impact energy ranges? the projectile, but it seems very unlikely that the experiments
The aim of the present work is to find answers to thesgrovide detailed information about electrons remaining in the
questions and to provide quantitative cross sections for elecluster. Consequently, all those processes leading to the
tron capture and excitation in the low impact energy rangesame final state of the projectile will contribute to the mea-
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sured cross section. This corresponds to what has been calledre potential by a constant positive background correspond-

in the literature arinclusivecross sectiofl7,18|. ing to a uniformly distributed charge density. For a metal
The paper is organized as follows. In Sec. Il B we explaincluster havingA singly charged ionic cores, this potential is

the theory we have used to obtain the cluster potentialsgiven by

namely, our implementation of the spherical jellium model

using a local-density approximation with exchange, correla- A r\? f r<R

tion, and a self-interaction correctiathDAXC-SIC) [16]— " 2Rc 3— Rc or T=rc

the latter correction ensures the correct asymptotic behavior Vjel(r) = A 1)
—1/r of the potential, which is crucial in the present case —— for r>Rc,
because the capture process occurs mainly at large distances. r

The basic ingredients of the formalismiatlusiveprobabili- U , i . .
ties are presented in Sec. Il C. In Sec. Il D we briefly sum-Where Re=A"rs and r, is the Wigner-Seitz radius. For
marize themolecularmethod, which has been widely used in N@o, Rc=10.5 a.u. In the Kohn-Sham formulation of den-
ion-atom collisions and we have adopted here to solve thélty functional theory, the ground-state electronic densiy
time-dependent Schadinger equation. Our results are pre- of an N-electron system is written in terms of single-particle
sented and discussed in Sec. IIl. We end the paper with sonf¥bitals ¢; :
conclusions in Sec. IV. Atomic units are used throughout

N
unless otherwise stated.
pe(N=2, pi(N=2 |&i(D]. 2
Il. THEORETICAL METHOD
A. General considerations These orbitals obey the Sclidiager equation
In this work we consider collision velocities in the range 1
Ucor~0.04—0.14 a.u. These velocities are much smaller than - §V2+VKs(f) $i(r)= € ¢i(r), ©)

the orbital velocities of the cluster electrons near the Fermi
level,ve~0.6[16]. Hence, according to the theoretical mod- \yhere v, (1) is an effective single-particle potential given
els used in ion-atom collisions, the present situation correy,
sponds to the low energy regime. It justifies the use of a
molecular picture to analyze the collision dynamics. Vies(N) =Vjel(1) + Vi (pe(N) + Vielpe(r)), (4)
We will see below that electron transfer takes place at
large impact parametembf,,~20—30 a.u). At the impact whereV,(pc(r)) is the Hartree potential and,(pc(r)) the
energies considered here, this corresponds to a collision timgkchange-correlation potential. Since the formvgf is not
Teol™ 2Dmax/V o~ (0.7—3.6)x 10" ** s. The characteristic known in general, several approximations have been pro-
time 7, associated with the interaction between sodium atposed in the literature. In this work, we have used the form
oms inside the clustefperiod of vibration is 7,~10"'*s  obtained by Gunnarsson and Lundq\igt] in the frame-
[19]. This time is very long compared te., and, conse- work of the local-density approximatiofi.DA):
quently, the ionic background of the cluster will remain fro-
zen during the collision. 114
Besides electron capture, the proton may lead to elec- ch(Pc(r)):_( m
tronic excitations of the cluster. This excess energy relaxes s

with a lifetime 7,o~10"'°~10"** s among the numerous \wherer (r)=[3/4mpc(r)]*2 is the local Wigner-Seitz ra-
internal modes through electron-phonon  couplif20l.  dius. For a neutral cluster, the asymptotic behaviovgf is
When the energy deposit is larger than the lowest dissocigjven by the exchange contribution ., which behaves at
tion energy, the cluster may dissociate later on. Howexgr, |arge distance asc(r)"2. As a consequence, the Kohn-Sham
being much larger than,,, dissociation processes resulting potentialV s decreases exponentially to zero, i.e., it does not
from energy relaxation can be ignored during the collision.reproduce the correctrlAsymptotic behavior. This problem
Still, dissociation might be induced in frontal collisions with goes not appear in Hartree-Fock theory, because the HF ex-
the projectile, but this possibility will not be taken into ac- change potential exactly compensates the self-interaction
count in our model. This is not a serious drawback of theterm contained in the Hartree potential. Following Perdew
theory provided that the capture mechanism takes place @hd zungef22], we have added a self-interaction correction
long distances, as is the case for protong\@llisions. (SIO) that restores the correct asymptotic behavior of the
Finally, some comments are appropriate concerning pospotential(we will call this method LDAXC-SIG. This pro-
sible plasmon excitation during the collision. The plasmoncedure has been successfully applied to the study of both
energy for Na, is about 3 eV[16]. At the low collision  ground- and excited-state properties of small metal clusters

energy considered in this work, the frequency associated 10 g 23_25 The corrected Kohn-Sham potentidl,. is then
Teol DEING much smaller than the plasmon frequency, ther%iven by

will be no plasmon excitation during the collision process.

1/3

3pc(r)
7T

—0.0333 Ir( 1+ ) , (5

B. Cluster description is|c(r):Vje|(r)+j Loc(r |)r__prif|r Jler +Vyd pc(r)]

The cluster is described in the spherical background jel-
lium model. This model consists in replacing the real ionic —Vyd pi(r)1, (6)
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' T ' potentials do not differ appreciably from the HF ones. This is
0.00 clearly shown in Fig. 1 for>9 a.u. In fact, the state-
dependenVg, potentials can be replaced in this region by a
-0.05 common average potential
-0.10 1
Ve(N=(Vsin) =52 VéNne, v
=015
s where the summation is performed over all occupied orbitals
> -0.20 andn, denotes the number of electrons in subshellt can
be seen in Table | that the single-particle energies resulting
025 from this average potential are practically identical to those
g obtained with the state-dependent potentidls.. As we
030 will see in the next section, the scattering problem is greatly
simplified by using the same effective potential for all active
035 electrons, since the single-particle orbitals are orthogonal

and the total Hamiltonian can be written as a sum over iden-
tical single-particle Hamiltonians.
r (a.u.) The V¢ potential of the isolated cluster has been obtained
_ numerically using Eqgs(3), (6), and (7). For practical rea-
FIG. 1. Comparison between thé;. potentials, the LDAXC  sons, we have fittel to an analytical function. More spe-
one, and the average potentié (see text The figure also shows cifically, we have rewritten the potential in the following

the function—1/R. way:

wherep; is thei single-particle density defined in E(R). It _ 1

is easy to check that, as in HF theory, the resulting potential Ve(r)=lim [Vc(r)®g(r)— A11=6.(], 8
has the correct t/behavior at large distances. Notice also e—0

that theViSIC potential is now explicitly state dependent. Fig- . o Y . -
ure 1 shows a comparison between the original LDAXC po-WhereS Is a "step” function fulfilling
tential and the calculate¥ g potentials for the occupied 1, r<ro—e
orbitals s, 1p, 1d, and X of Nay,. The corresponding en- 0.(r)= 9
; . . € 0, r>ro+
ergy eigenvalues are given in Table I. ' 0T €.
Similarly to Koopman'’s theorem in HF theory, the energy

. . . . For Ngg, we have chosemy=25 a.u. Then, for a small

of the highest occupiedHO) orbital resulting fromexact enoughe, we have least-squares fitted the two functions

Kohn-Sham calculations is an excellent approximation to th% Ve and®, , using a linear combination of 30 Gaussian
gVC g

cluster jonization potential. In fact, it is also a good apprOXi_functions laced on the cluster center. The resulting analyti-
mation for theapproximateLDAXC-SIC theory, as illus- placed . ) -sutting y
cal potential is identical to the one shown in Fig. 1 to a

trated by the good agreement between thegergy reported o .

in Tableyl 3 34 eV gnd the experimental ionizggtionp poten- precision of 10°. The advantage of such a procedure is that
: y : . all matrix elements involving/c and the Gaussian-type or-
tial (3.77 e\) [26]. This means that the eigenvalue and itals (GTO) used to describe the compound System

. ) . ) . it
eigenfunction associated to the HO orbital can be mterprete?N + X
as the particle energy and wave function, respectively. Al- 3o H)" (see Sec. Il Pcan be performed analytically.

though this cannot be proved for other Kohn-Sham eigenval-
ues and eigenfunctionsee Ref[2] for a detailed discus- C. Inclusive cross sections
sion), one can expect, however, this interpretation to provide aAs explained above, all cluster electrons are affected by,
reasonable approximations to the actual single-particle progg 3 good degree of approximation, the same average poten-
erties. This is supported by the fact that most of the collisionja|. Thus, for an isolated cluster, it is reasonable to use the
dynamics occurs far from the cluster surface, whereie  independent-electron model. Here, we assume that the IEM
is still valid in the presence of the proton potential. Of
TABLE |. Eigenenergiesatomic unit3 of the occupied single-  coyrse, this is not completely true: the proton induces a po-
particle states of Ng calculated in the local-density approximation |arization potential that affects each electron differently. In-
with exchange, correlation, and self-interaction correction. The eNyeed, as is well known, the projectile polarizes the cluster
ergies(e) are those obtained by using the average potential of Edy o in turn exerts an attractive force on the projectile. The
@. equivalent classical picture is given in electrostatics by the
presence of an image char@27]. Therefore the potential

Orbital € (&) affecting a given electron will be affected by the polarization
1s —0.233 —0.230 of the whole electronic cloud. However, since the leading
1p —0.199 —0.200 term of the polarization potential decreases & lits rela-
1d —0.159 —0.163 tive importance decreases rapidly with Consequently, in
2s ~0.141 —0.150 all dynamical calculations reported in this work we will use

the average potentidl discussed in the preceding section.
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ﬁwi(r,t):i%lpi(r,t), i=1,... N (12

where eachy;(r,t) wave function is subject to the initial
condition

lim ;(r,t)=¢;(r)exd —iet] (13

t—
and fulfills the orthogonality condition
(i (r,0]g(r, 1)=& (14

for all t. The transition probability from a specific initial
configuration given by the Slater determinamt,(. . . ,iy)
=[l¢,---¢iJl to a specific final configuration

(f1, .. fn) =, - - ¢ |l is given by

Pr. iy =Kth, - t=+lfr - fOP (15

+
Na20

which is calledexclusive probability29] and can be written
FIG. 2. Geometry of the (H-Ng) * system. as a (N\XN) determinant

Pr,. ... fy=delyp), nn'=1...N (1

In the independent-electron approximation, the total
N-electron Hamiltonian is written as a sum of one-
electron effective Hamiltoniany(i),

11

where vy, is the one-particle density matrix

N Yo =(Tnlplfnr) 17)
F=2 hi). (10) )

=1 and p is the density operator which accounts for the time
evolution of the spin orbitals:

The h Hamiltonian is given by N
p(rr)=2 [di(rt==))ui(r' t==)|.  (18)

ﬁ=—3V2+vp(|r—R|)+vc(r), (12)
2 As discussed in the Introduction, the experiments do not

detect all the electrons at the end of the collision but only

whereVp is the proton Coulomb potentia¥p=—1/r—R|, ~ Some of them and possibly some vacancies. For this reason,

andV. is the average potential defined in Ed). Notice that it IS more useful to eval_uatmclusi_ve probabili_tiesthz_at can

the origin of electronic coordinates has been placed on thBe directly compared with experiment. The inclusive prob-

cluster center. The geometry of such a system is displayed i@Pility P ... s, of finding g of the N electrons in the sub-

Fig. 2. configuration €, ... .f;) while the remainingN—q elec-
Now, we treat the collision in the framework of the im- trons occupy any other states is given by an ordered sum

pact parameter methodPM), i.e., the projectile follows a over all exclusive probabilities which include that subcon-

straight line trajectory whereas the electrons are describefiguration:

guantum mechanically. In the IEM approximation, two

equivalent methods can be used to solveNhgarticle prob-

lem using a basis af one-electron spin orbital;&N). In

a “full” many-particle approach, one usually expands the

time-dependent wave function in terms=e{y) Slater deter-  which from Eq.(16) is a sum of N X N) determinants. How-
minants. The transition amplitudes are then the solution Oéver, using the closure relation and orthogonality of ¢he
=(n) coupled differential equations. An alternative methodspin orbitals[see Eq.(14)], it can be showr{18] that the
is to consider the evolution of each electron independentlynclusive probability is given by theq(< q) determinant:
by solvingN one-electron problems which lead kbsets of
n one-electron amplitudes\-electron amplitudes obtained P ... fq:de('}/nn/), nn'=1...09 9q<N.
in both ways are related exactly, but the second method is (20)
computationally less involve[28].

Let us assume that each electiiors initially in a ¢;(r) The inclusive probability for a configuration withoccupan-
spin orbital of energy;. Then, we have to solve a setidf cies andL—q holes, in terms of inclusive probabilities re-
time-dependent Schdinger equations lated only to occupancies, is given pig]

g<N (29
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—-0.1
fgets -
q+1l: TL— —
P Py .. g > LR B S
q+1
+ 2 Py forfarr.t
fqr1=fqi2 1 q'Tq+1Tg+2
—1)L-a
H(=D) P gy d0 (2D

where occupancies are indicated by subscripts and vacancies
by superscripts. The inclusive probabiliti€X)) and(21) are
associated to a sum of processes and take into account the
Pauli exclusion principle. The one-particle density operator

(18) includes spin orbitals with both spin up) and down *0-410 : 2'0 : 3'0 : 20
(B). It can be formally written R(a.u.)
,3:,3“+;)ﬁ, (22 FIG. 3. Adiabatic potential energy curves of (H-fya. Full

lines: o states; dashed lines: states. Curves for other symmetries
where the first operator is responsible for scatteringzof are not shown because they correspond to states that are irrelevant
electrons and the second one f®electrons. In our descrip- for the collisional study.
tion, spin will be preserved during the collision because we

neglect spin-orbit coupling. Therefore spin orbitals will dcy, d [t ,

not be coupled tg8 spin orbitals and, from Eq22), we can IW:g‘k X ~lgg|xi)Cii exg —i fO(EI_Ek)dt :

write 26)
P flene o) Pr. ... f|ﬂPf|ﬂ voh @3 here the coupling matrix elemen{s,|—id/dt|y,) have

the usual radial and rotational components in the molecule
wherel , is the number of electrons with spin andP® and  reference fram¢30]. The use of the GTO basis ensures that
P# are inclusive probabilities involvin@ and p?, respec-  all the couplings can be evaluated analytically. The systems

tively. Then, the inclusive probabilitp, q“ """ .t defined in  of equations(26) have been solved using the program

Eq. (21) can be obtained fror®* and PB probablhtles Spin SUPERPAMPA[31].

orbitals which are described by the same spatial part during
the collision lead to one-electron transition amplitudes which . RESULTS AND DISCUSSION
are identical. Therefore only one transition probability must

. . A. Adiabati i d li
be evaluated for each doubly occupied orbital. abafic energies and couplings

We show in Fig. 3 the adiabatic potential energy curves
for the o and 7 states of the (Na-H)* molecule[see Eq.

D. The “molecular” method N . .
(25)], and in Fig. 4 a set of radial couplings that are relevant

The set of time-dependent Schinger equation$l2) has
been solved by expanding the one-electron wave functions T T T T T
#i(r,t) in a basis of Born-Oppenheimé&BO) molecular
states{ x(r,R)}: 05

f

t
lﬂi(f,t)Zz Cik(t)Xk(rvR)eXF{_ifOEk(R)dt,}y (24
: : . . ) 0.0 -
where theE, energies are the BO adiabatic energies associ- ’
ated to the{ y,(r,R)} states:

hxi(r,R)=Ex(R) xk(1,R). (25)

Radial couplings

Equation(25) has been solved by expanding the BO states in
a two-centeratomic basis built from spherical GTOs as de-
scribed in the Appendix. Notice that expansi@4) does not
include translation factors. Since the origin of electronic co- ]
ordinates has been placed on the heaviest c¢inderon the . ; . . .
Nay, clustey and the collision velocities considered in this 10 15 20 25 30 35 40
work are rather small, we do not expect translation factors to R(a.u.)

be important for the present collisional study. Substitution of

Eqg. (24) in the time-dependent Scliimger equation(12) FIG. 4. Radial couplings between tifg state and the € 1d,
leads to the system of coupled differential equations: and 1If states ofe symmetry.
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for the understanding of the dynamics. For simplicity, the
molecular orbitals are labeled using the separate “atom”
(SA) notation(i.e., that corresponding to infinitely separated
H* and Ngg or H and Na,"). In the SA limit, hydrogen = 10}
orbitals include a subscript H, whereas cluster orbitals do<
not. It must be also noticed that the excited H orbitais ( ;_3
=2,3,...) are infact Stark hybrids due to the cluster elec- *
tric field. For the o(n=2) orbitals of H, we will use

the notation &, =(2sy+ 2p0,H)/\/§ and &, p=(2sy
_2po,H)/\/§- 15l

Figure 3 shows that the molecular orbitals denotedsl
1p, 1d, and X (i.e., those connected to the available en-
trance channelsstrongly interact with ther orbitals corre-
lated with then=2 orbitals of hydrogen. The corresponding
radial couplings present maximaRt=20 a.u., thus showing
that capture to the Hi(=2) orbitals must take place far be-
yond the cluster surface. The radial couplings between o
states(not shown are important at smalleR (see in Fig. 3, ol
for instance, that the avoided crossing between the 2
state and the d,. one occurs aR=15 a.u). Therefore one
can expect the role of initially occupied states to be less |G, 5. Transition probabilitie®; timesb as functions ofb.
important than that of states, which is further supported by Full line: P, ; dashed line:P, . line with open circles:Py;;
the fact thair- rotational couplings contributing to the cap- dotted |ine:pép_ '
ture process are not important arouRe: 20 a.u.

It must be pointed out that the energy spacing betweewnther multiple processes such as capture excitation and mul-
cluster states is much smaller than that of hydrogen statesiple excitation are properly described in our model and,
This is crucial to understand the dynamics of the collision.hence, they are included in the calculated inclusive probabili-
For instance, at low collision energies, this implies that theties.
capture reaction must lead to the formation ofnkH2) al- In Fig. 5 we have plottethP; andbP;, as functions

most exclusively. Indeed, the energy scale used in Fig. 3¢ at several impact energies. It can be seen that the largest
shows that the H(4) state lies far below in energy, so that it contripution to the total capture cross section comes from the

cannot be efficiently populated. Similar arguments apply tdegion aroundb~20—30 a.u., which is far apart from the
more excited states of H, and to cluster orbitals above the| ster surface. In the same figure we have inclubéy,

empty 2p one. _ _ , o _andbP,,, which are the probabilities of finding an excited
_ In view of the previous discussions, in this work we Will gjeciron in the 1 and 2 orbitals, respectively. These prob-
“;nltt thebexpansmtn Irt]hEEL]\EVM) ttot th%_follov_w?g motlecéiijlar abilities are smaller thanP,, , but the largest contributions
states ofr symmetry: the two states dissociating into the, - ’ . .

: T M . 1o the excitation process come again from a region far from
andé,  states of H, the four states dissociating into occupie he cluster surfageb(:zo au), Tﬁese results S?Jpport our

orbitals of the cluster, namelysl 1p, 1d, and 2, and the assumption that capture and excitation reactions can be stud-

states dissociating into the empty and 2 orbitals of the . : . X
) : R ed by neglecting fragmentation effects occurring at short
cluster. This amounts to eight states. This minimal set o :
impact parameterffrontal impacj.

molecular states will allow us to describe the capture reac-

(s} E=40eV | E=122.5eV

b P(b) (a.u.)
s

N
T
0
o)

tion as well as cluster excitation. We define now the total capture probabilify,_;
=2(P§1 P, H). Although addition of two inclusive prob-
B. Transition probabilities and cross sections abilities may lead to overcounting in some caf28], this

. . _ . problem does not exist here because the only configurations
First we have evaluated the inclusive probabiliteg ,  incjuded in bothP, andP, are those with two or more
’ 1.H 2.H

andP,, , which represent the probability of capture t0 the glectrons on the projectile, which, as discussed above, barely
§1,n and§; y states of H, irrespective of the processes expecontribute to the total probability. The factor of 2 appears
rienced by the other electrons. These probabilities includ®ecause the captured electron can have either 3 spin
electron capture and capture excitation. Thus the calculategbmponents. Similarly, we define teecitationprobabilities
probabilities do not correspond to arclusivesingle-capture ¢ ,si =2P,— (P;)2, wherei stands for either L. or 2p. The

reaction, but to a sum of reactions whose common feature i@P-)Z term, which corrects for overcounting, cannot be ne-
I ’ ’

to yield hydrogen atoms with at least one electron. AS Capyected in the present case. The corresponding cross sections
ture of more than one electron is very unlikéifywould lead | ,ve been evaluated using the formula
at most to the formation of H, which is a weakly bound

negative ion, P, andP. can be interpreted as the prob- ©
o . oLH 2H . L oi=2m| bPdb, (27)
abilities of finding one electron in the projectile. In other by
words, we are assuming that double-capture and higher-order
capture cross sections are exactly zero. Nevertheless, all thehereby= R . By using this lower limit for the integral, we
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T T T 15
E=1225eV

E=40eV

_

o
T
{

b P(b) (2.u.)

—_
T

Cross section (107 14cm2)

0 200 400
Impact energy (eV)

FIG. 6. Capture and excitation cross sections for#Nay, col-
lisions.

b P(b) (a.n.)

assume that trajectories penetrating the cluster give negli-
gible contributions to the cross sections. The calculated cross
sections are shown in Fig. 6. The values of these cross sec-
tions are much larger than those observed, for instance, in
H*-Na collisions[32,33 (~1.5x 10" *° e at 500 eV. It FIG. 8. Comparison between the transition probabilites

can also be seen that the capture cross section increases rggq jine) and pétrézik wherek=1s (dotted ling, k=1p (dashed

idly up to E=200 eV and then remains almost flat. This |ine) k=1d (line with open trianglels andk=2s (line with open
behavior is qualitatively similar to that observed in#la  circles.

collisions, but the flat region is reached much earlier in the

present case. The;; and o, cross sections present similar ] ) ) ]

behaviors. In particularg; is only two to three times &l processes leading to capture in the, orbitals, in par-
smaller thano,_, ;. One must stress here that thr¢; and t|cular_, all p0_33|ble capture-excitation channels that can be
o,p Cross sections cannot be interpreted as pure excitatio#escribed with our minimal basis. In_contrast, capture-
cross sections: these cross sections include contributiorexcitation channels are excluded H?gtmpz", because the
from capture excitation. The importance of the capture-;s gng 2p orbitals remain empty. Then the difference be-
excitation mechanism is illustrated in Fig. 7 by comparingyyeen these probabilities will be due to the capture-
P;,,, and P *?P?P (orbitals with and without bars corre- excitation mechanism. It can be seen in Fig. 7 that capture-
spond toB3 and @ spin components, respectivilyAs ex-  €xcitation processes exist even at the lowest energy reported

plained above, the first inclusive probabilify,, , includes N this work and that its relative importance increases with
2H impact energy. Thus, at variance with ion-atom collisions,

b P(b) (a.u.)

b P(b) (a.u.)

FIG. 7. Comparison between the transition probabililﬁ%gH
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b(au)

\ 20
b(a.u.)

(full line) and P1*"2%%° (dashed ling

many-electron processes are important even at low impact
energies.

Another point of interest is to investigate the origin of the
vacancies produced by both capture and excitation mecha-
nisms. This information can be very useful in estimating the
energy deposited in the cluster as a result of the collision.
Knowledge of the energy deposit is essential to determine if
neutral and singly charged clusters remain stable after the
collision or, on the contrary, they undergo fragmentation. In
order to extract this information, we have evaluated the fol-
lowing inclusive probabilities: Pi}v“’gzﬂ, Pf}“'gz-”’ls,
piLr-fzitp Pi}v“’fzv”ld, and PitH¢2#%  The first one,
P%v”’gz*‘, representspure 1f excitation because projectile
orbitals remain empty; th@f}“’gz“’k probabilities represent
pure excitation from a given initially occupied orbitl Fig-
ure 8 shows that, at low energies, excited electrons come
preferentially from the 8 orbital. At higher energies, contri-
butions from the @ and I1p orbitals become increasingly
important and, at 500 eV, formation ok2and 1d holes is
equally probable. We can obtain similar information

for the captured electrons by compariigg!*?P?" with

Pl@pzpls Plfl?pzmp plfif2p2pld g Plfl?pzpzs
&2H 73T by ' &oH )
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FIG. 10. Energy deposit as a function of impact velocity.

responds to the lowest dissociation channel, whose dissocia-

. . ... _tion energy is 0.88 eY35]. Consequently, excited Bgclus-
lf%i'z—pg' Qomparlsonlﬂ%a%en the _ transition IC)r_Obab'““es’ters resulting from the collision of Nawith protons will

Pe,, " (full line) and P, “H" wherek=1s (dotted ling, k  ngergo dissociation into Ng+Na. The corresponding

=1p (dashed ling k=1d (line with open triangles andk=2s  eyaporation time can be estimated using the statistical model

(line with open circles of Weisskopf[36], which leads tore,~10° s. This means

. . . that the excited cluster will remain stable for a long time.
Figure 9 shows that captured electrons arise mainly from theé \y/a have not evaluated the energy deposited ingNa

2s orbital, even at high impact energies. Indeed, at 500 eV sters pecause it is much smaller than the corresponding

there are practically nosland 1p holes, and formation of - gisqaciation energy, which is 0.85 eV. Indeed, Fig. 9 shows
1d holes is still much less probable than formation &f 2 o only a few Na,"* clusters are produced in an excited
holes. state. Moreover, these excited clusters have a hole indhe 1
orbital, so that the energy deposit is approximately given by
C. Energy deposit €,s— €14=0.4 eV, which is not enough to induce dissocia-

As mentioned above, when the collision is over, excitedtion. Consequently, positively charged clusters formed in the
clusters can relax their energy excess among the various i§ollision will remain stable.
ternal modes through electron-phonon coupling. If the en-
ergy excess is larger than the lowest dissociation energy, it IV. CONCLUSION
may induce fragmentation of the cluster. In order to analyze

this possibility, we have evaluated the energy deposit at ?onlg g:}'g pNE;Eirluv;?e?sa\i/r? tsr’:gdilr?]getgteeCr?e”rIZ;)r:aaZt;vi%n g(;%
iven impact energy using the approximate formula: ' . -
9 P oy 9 PP eV. The cluster has been described in the framework of the

Kohn-Sham formalism using a local-density approximation
> (011 jAEssj+09p AESp ) which includes exchange, correlation, and a self-interaction
E*—_ ' (28)  correction. The collision process has been treated semiclas-
D _ _ sically in the framework of the independent-electron model.

4 (O'J_f’]+0'2p’]) W. . . .

] e have evaluated cross sections for capture and excitation
that can be directly compared with experiments and take into
where account the many-particle aspect of the problem. Our results

show that electron capture is the dominant process in the
_ - E1HE2,H | whole energy range investigated here. The calculated cross
it ZwaOZbe (bydb, 9 section is of the order of (25)x 10 % cn? and it is much
larger than the known cross sections fof4la collisions. It
AE;j=¢€j—¢€;, f=1f or 2p, and]j stands for %, 1p, 1d, includes the single-capture mechanism, but also capture ex-
and 2. Figure 10 shows the calculated energy deposit as gitation. The latter process is important even at low collision
function of impact velocity. The energy deposit ranges fromvelocities. Cluster excitation is also a very important process
1.1 eV to 1.4 eV, with a minimum around.,,=0.07 a.u. At  since the corresponding cross sections are only two to three
higher energieskE* is roughly proportional to the collision times smaller than capture cross sections. This behavior is in
velocity, in agreement with the Lindhard model for collision contrast with the one observed in ion-atom collisions. Ex-
velocities smaller than the Fermi velocit$4]. cited neutral clusters may undergo fragmentation when the
The most efficient decay channel for a neutral cluster suckenergy excess is larger than the lowest dissociation energy.
as Ng, is evaporation of a neutral monomi@5]. This cor-  For this reason we have investigated the origin of the vacan-
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cies created during the collision and we have found that the TABLE Il. Exponentse; of GTO basis set used to describe the
energy deposit ranges from 1.1 to 1.4 eV. This suggests thatomic orbitals of hydrogen. See Eg1) for notation.
Naj, mainly decays by ejecting one sodium atom and that thé

typical evaporation time is-10° s. 1=0 =1 I=0 I=2

In summary, we have been able to characterize the dy- k=0 k=1 k=2 k=2
namics of H -Nay, collisions and to provide cross sections 0.0095 0.01 0.015 0.015
and energy deposits of experimental interest. The present 445 0.027 0.055 0.055
methodology will be used in the future to investigate colli- 0035 0.065 018 018

sions involving more complicated clusters and other multiply

h di 0.07 0.15

charged ions. 0.15 0.30

0.30 0.6
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APPENDIX formula a;=0.005 38« 1.7“*1* where j=1,2,...,15 for
Both cluster and hydrogen orbitals have been representgie former four groups angi=1,2, ...,8 for thelast two
in a basis of real spherical Gaussian-type orbitals: groups. Hence the cluster basis amounts to, ®lw, 385,

il . 5 and 23 orbitals. This basis reproduces the orbital energies
k] (1) =N exp(— a1 )Py (6)cos|m| ¢), (A1) of Table I up to six significant figures. The hydrogen basis is
given in Table Il and amounts to 29 144, and 35 orbitals,
which lead to the exact=1 andn=2 hydrogen energies up
to six significant figures.

whereN,; is a normalization constant ar®};, is an asso-
ciated Legendre polynomial. For each GTO of a gingrwe
will use the notation K,I,«;). The cluster basis includes
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