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Influence of electronic exchange on single and multiple processes in collisions between bare io
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The time-dependent many-electron problem encountered in the theory of energetic ion-atom collisions can
be approached systematically within an effective single-particle picture, based, e.g., on the time-dependent
density functional theory. In the present contribution we investigate ionization and electron loss from the target

for the collision systemsp, p̄, He211Ne, andp1Ar in the energy range 10 keV/amu–1 MeV/amu. The results
presented are based on a static approximation to the exchange-correlation contribution of the effective poten-
tial. The corresponding time-dependent single-particle equations are solved with thecontinuum distorted-wave
with eikonal initial-stateapproximation and thebasis generator method, a coupled-channel approach in terms
of structurally adapted basis functions. We demonstrate that in either case the results depend strongly on the
explicit form of the local static exchange potential. An orbital-dependent analysis of electron removal in
He211Ne collisions shows that the quality of the exchange potential is decisive for the suppression of artificial
reaction channels.@S1050-2947~98!05309-8#

PACS number~s!: 34.50.Fa, 34.70.1e
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I. INTRODUCTION

Various features of collisions between bare ions a
noble-gas atoms have been the subject of experimental s
ies, with the aim to provide a quantitative understanding
many-electron dynamics. The data available at present
tain information on differential and total ionization yield
@1–3# and multiple ionization and charge-transfer process
as well as details of the momentum distributions of the p
ticipating particles@4,5#.

In the case of helium targets many of the experimen
results have been analyzed with the aid of both classical
quantum mechanical calculations. In particular, the role
the electron-electron interaction in multiple transition pr
cesses like double ionization has been investigated in s
detail @6,7#.

By contrast, the current understanding of experimen
data for targets involving more than two active electrons
mainly guided by~quasi!classical descriptions of the elec
tronic motion in phase space@8# and statistical treatment
based on the energy deposition model@9#. Notwithstanding
the partial success of these approximations~see, e.g., Ref.
@4#! theoretical methods based on quantum mechanics
desirable not only as a matter of principle but also for
practical purpose of a quantitative understanding of the
perimental results. For example, it has recently been sh
that multiple-capture cross sections in fast Arq11Ar colli-
sions obtained with a variant of the Vlasov (\50) model are
in marked disagreement with experimental data@10#. One
may suppose that the quantum character of the ma
electron system is decisive for multiple-capture proces
since the Pauli exclusion principle has to be consider
Moreover, we have recently shown@11# that even global
ionization cross sections at high impact energies are in
enced by electronic exchange effects, which cannot be ta
into account in a consistent way in classical methods.
PRA 581050-2947/98/58~3!/2063~14!/$15.00
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The few quantum-mechanical approaches, beyond
first Born approximation, for many-electron scattering sy
tems have been restricted to distorted-wave theories for o
electron ionization@12–14# and to an application of the time
dependent Feshbach formalism@15#. They rely on an
effective single-particle picture. This picture can be justifi
by time-dependent density-functional theory~TDDFT!,
which ensures the existence of an exact mapping of the
many-body problem to an effective single-particle descr
tion, in which a multiplicative single-particle potential ac
counts for all electron-electron interaction effects@16,17#.
Therefore, the correlated time-dependent many-elec
problem can be approached systematically by appropriate
proximations of this effective potential.

In this paper, we compare the influence of static excha
effects obtained with different potentials on inelastic co
sion processes. The time dependence of these potentials
to the response of the density in the presence of the pro
tile, is neglected. We utilize two different methods for th
solution of the single-particle equations, both of which ha
demonstrated their reliability in pure one-electron scatter
problems. Thecontinuum distorted-wave with eikonal initia
state~CDW-EIS! approximation introduced by Crothers an
McCann @18# is well suited for a description of ionization
cross sections, differential in emission energy and angle
intermediate and high impact energies@19#, while thebasis
generator method~BGM!, a coupled-channel approach intro
duced recently@20,21#, has been shown to be competitiv
with large-scale calculations in describing excitation, ioniz
tion, and capture over a wide range of energies@22#. Taking
advantage of the capabilities of both methods, we investig
electron-electron interaction effects from different view
points and for different scattering situations.

The paper is organized as follows. After a brief outline
the general theory, in Sec. II A we discuss the properties
the single-particle potentials used. In Sec. II B, we addr
2063 © 1998 The American Physical Society
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the question of how to extract many-electron observab
from the solutions of the single-particle equations. T
CDW-EIS and BGM methods are briefly reviewed in Se
II C. Results are presented in Sec. III. We discuss static
tential effects on energy and angular distributions of c
tinuum electrons inp1Ne andp1Ar collisions ~Sec. III A!,
and on capture processes in He211Ne collisions ~Sec.
III B !. In addition, results for ionization of Ne by antiproton
are presented in Sec. III C. We conclude with a summariz
discussion in Sec. IV. Atomic units are used throughout.

II. THEORY

Within the semiclassical approximation the discussion
ion-atom scattering processes starts from the many-elec
Hamiltonian

Ĥ~ t !5(
i 51

N S 2
1

2
D i2

QT

r i
2

QP

ur i2R~ t !u D1(
i , j

N
1

ur i2r j u
.

~1!

QT andQP denote the charges of target and projectile nuc
respectively,r i is the position vectors of the electrons wi
respect to the target center, andR(t) is the classical nuclea
trajectory, which carries explicit time dependence into
problem. Here we assume a straight lineR(t)5(b,0,vt) with
constant velocityv and impact parameterb. In order to cope
with collision systems involving more than two active ele
trons, we rely on an effective single-particle picture, whi
can be rigorously based on TDDFT. This formalism~with
suitable representability conditions! ensures the existence o
a local ~multiplicative! single-particle potentialvee which,
provided that the system is in its ground state at the be
ning, is a functional of the exact one-particle density

n~r,t !5(
i 51

N

uc i~r,t !u2. ~2!

The orbitals$c i% are solutions of the time-dependent Koh
Sham~TDKS! equations

i ] tc i~r,t !5ĥ~ t !c i~r,t !, i 51, . . . ,N ~3!

with the single-particle Hamiltonian

ĥ~ t !52
1

2
D2

QT

r
2

QP

ur2R~ t !u
1vee„@n~ t !#;r,t…. ~4!

Since, in principle, the time-dependent quantum-mechan
state is uniquely determined byn(r,t) @16,17#, i.e., can be
expressed as a functional of density~2!, the scheme indicated
is formally equivalent to solving the full many-body proble
governed by the Hamiltonian~1!.

Usually, vee is decomposed into time-dependent Hartr
and time-dependent exchange-correlation parts. Although
latter can be expressed exactly in terms of a perturba
series@23#, approximations have to be introduced for prac
cal applications@17,24#.
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Here we do not attempt to tackle this demanding proble
Since we considerenergeticcollisions with bare projectiles
a simpler approximation should be justified: We decomp
vee according to

vee„@n~ t !#;r,t…5vee~@n#;r!1dvee„@n~ t !#;r,t…, ~5!

wheren(r)5n(r,t0) is the ground-state density of the unpe
turbed atomic target, anddvee the variation ofvee due to the
response of the density in the presence of the projectile.
fast collisions the response part may be neglected, since
spatial electronic distribution does not change considera
during the interaction time,

dvee„@n~ t !#;r,t…'0. ~6!

In a recent publication@11#, we showed that this approxima
tion allows a precise calculation of total cross sections for
electron loss and ionization if the frozen atomic potent
vee(@n#;r) accounts accurately for electronic exchange
fects.

A. Atomic potentials

For the effective Kohn-Sham~KS! potentialvKS of sta-
tionary systems,

vKS~@n#;r!5vext~r!1vee~@n#;r!, ~7!

where the external potentialvext is the Coulomb potential of
the target nucleus in our particular case, a variety of appro
mations has been introduced. Extracting its exchan
correlation~xc! component by subtraction of the Hartree p
tential,

vxc~@n#;r!5vee~@n#;r!2vH~@n#;r!, ~8!

vH~@n#;r!5E d3r 8
n~r8!

ur2r8u
, ~9!

two basic DFT concepts for the treatment ofvxc can be dis-
tinguished.

In the traditional schemevxc is approximated as an ex
plicit functional of the density. The two best-known xc p
tentials of this type are the local-density approximati
~LDA ! @25# and the Hartree-Fock-Slater~HFS! @26# poten-
tials. In the former the density dependence of the xc poten
of the homogeneous electron gas~HEG! is used for the ac-
tual local density of the inhomogeneous system of intere

vxc
LDA~@n#;r!5vxc

HEG
„n~r!…5

dexc
HEG~n0!

dn0
U

n05n~r !

, ~10!

where exc
HEG(n0) is the xc energy density of a HEG wit

densityn0. Separating the exchange (x) from the correlation
(c) part, the former is given by

vx
LDA~n!52

~3p2n!1/3

p
, ~11!

while for the latter only accurate analytic interpolation fo
mulas for the numerically evaluatedvc(n0) are available
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~e.g., Ref.@27#!. The HFS potential, on the other hand,
given by the average exchange interaction energy of a si
electron in the HEG with all others,

vxc
HFS~n!5 3

2 vx
LDA~n!. ~12!

2It should be emphasized that from a DFT point of view t
LDA is a consistentfirst principlesapproximation, as it is
derived from the xc energy functionalExc@n# of the HEG via
dExc@n#/dn(r), in contrast to the HFS potential. In additio
the LDA proved to be superior to the HFS approximation
a large variety of systems@28#, so that in the context of DFT
the HFS potential~12! is only used in the framework of th
Xa approximation, i.e., with a prefactora close to2

3 .
The LDA and, in particular, the HFS scheme are oft

modifieda posteriori in order to account for the fact that th
exact atomicvx exhibits a21/r tail in the asymptotic regime
@29#, rather than the exponential decay observed forvx

LDA ,

vxc
LDA/ L~n!5H vxc

LDA~n! for vxc
LDA~n!,21/r

21/r elsewhere.
~13!

This ‘‘latter correction’’ is used throughout the present wo
i.e., we will identify the LDA/L with the LDA in the follow-
ing ~analogously for the HFS approximation!.

As a refined form of explicit density functionals genera
ized gradient approximations~GGA’s! @30#, in which in ad-
dition to n ¹n is also used to represent the exchan
correlation energy, have been extensively used during
last years. However, while GGA’s were shown to impro
the global description of atomic, molecular, and condens
matter systems~see, e.g., Ref.@31#!, these semilocal func
tionals do not resolve some fundamental deficiencies of
LDA, most notably its incomplete cancellation of the se
interaction contained in the Hartree energy and the ass
ated incorrect asymptotic behavior ofvx . As the latter prop-
erty is of particular importance for the discussion
scattering problems, GGA’s cannot be considered a rea
ternative in the present context.

A first-principles DFT scheme, in which the self
interaction energy can be treated exactly, is provided by
optimized potential method~OPM!. In this case the xc en
ergy is represented in terms of the KS orbitalsw i , which
themselves are unique functionals ofn @32#. In the case of
the exchange one usually applies the standard Fock exp
sion,

Ex52
1

2E d3r E d3r 8 (
ek ,e l<eF

wk* ~r!w l~r!w l* ~r8!wk~r8!

ur2r8u
,

~14!

whereek are the KS eigenvalues~the KS single-particle lev-
els are occupied up to the Fermi leveleF). This Ex exactly
cancels the self-interaction of the individual orbitals in t
Hartree contribution, and thus ensures the correct asymp
behavior ofvx .

For the correlation energy, on the other hand, system
cally derived functionals have only recently been sugges
@33#. The only functional available in practice is the empi
cal form of Colle and Salvetti@34#, which we have also use
throughout the present work.
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As a consequence of the implicit density dependence
the xc energy, the corresponding xc potential

vxc~r!5
dExc@w i #

dn~r!
5E d3r 8

dvKS~r8!

dn~r!

3E d3r 9(
k

dwk* ~r9!

dvKS~r8!

dExc@w i #

dwk* ~r9!
1c.c.

has to be evaluated indirectly via the OPM integral equat
@35,36#

E d3r 8
dn~r!

dvKS~r8!
vxc~r8!

5 (
k,lÞk

E d3r 8wk* ~r!
w l~r!w l* ~r8!

ek2e l

dExc

dwk* ~r8!
1c.c.

~15!

Although the numerical solution of Eq.~15! is rather in-
volved, the OPM has attracted considerable interest du
the last years@37#, as applications to atoms@36,38# have
demonstrated that this approach is superior to the conv
tional LDA or GGA and yields in its exchange-only versio
nearly equal results as full Hartree-Fock calculations.

The total LDA, HFS, and OPM KS potentials for neutr
Ar are shown in Fig. 1. Also indicated are the orbital bindi
energiese i of the 3s and 3p wave functions. It is obvious
that the three potentials differ considerably: In the valen
regime aroundr 51 a.u., the differences between the LD
and HFS potential are of the order of 100 mhartree, the
ferences between the HFS and OPM potentials becom
large as 200 mhartree. Correspondingly one finds 3p eigen-
values of2429 mhartree for the LDA,2533 mhartree for
the HFS approximation, and2620 mhartree in the case o
the OPM. One also observes explicitly the sudden switch
of the LDA and HFS potentials to the21/r behavior. The
OPM potential, on the other hand, approaches this li
much more smoothly.

Note that the experimental ionization potential of Ar
2579 mhartree, while the correspondingx-only eigenvalue
is 2591 mhartree@36#. Thus for Ar the exactvc is repulsive
in the valence region, indicating that the Colle-Salvetti c

FIG. 1. Kohn-Sham~KS! potentials for neutral Ar. The horizon
tal lines indicate the orbital binding energies of the 3s and 3p wave
functions.
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relation potential has an incorrect sign in this regime. T
same is true in the case of the LDA, for which, however, t
problem is masked by the much less attractivevx ~see also
Ref. @39#!. As presently no correlation functional whic
gives repulsivevc’s for the noble gases is available, the err
introduced by this part ofvxc is unavoidable, as long as on
does not want to neglectvc completely.

B. Extraction of many-particle probabilities

Within the framework of TDDFT the basic quantity is th
one-particle density@Eq. ~2!#. Thus, it is desirable to relat
the specific many-particle observables of interest directly
it. This is straightforward for net electron loss~Sec. II B 1!,
but in general the functional dependence of many-part
probabilities onn(r,t) is not known. However, the solutio
of the TDKS equations~3! provides a set of quantities whic
are unique functionals ofn(r,t), i.e., the KS orbitalsc i .
While the explicit functional dependence of thec i on n is
not available, any quantity which can be expressed in te
of thec i can thus also be understood as a functional ofn. In
addition, as we do not take into account time-dependent
relation effects@Eq. ~6!#, and the correlation contribution in
vee(@n#;r) is of minor importance for the collision problem
considered, it is well justified to attribute direct physical s
nificance to the Kohn-Sham orbitals and approximate
N-electron wave function by asingleSlater determinant con
structed from them. Multiple-electron transitions~Sec.
II B 2! can then be calculated without further simplificatio
on the basis of inclusive probability theory@40–42#. In order
to be consistent with assumption~6!, we analyze theN-
electron wave function with respect to asymptotic sing
particle states determined by the Hamiltonian of the und
turbed atomic system. Although this procedure is w
defined it is not unique, and may be questionable in part
lar if transition probabilities to many-electron states cor
sponding to high degrees of ionization are calculated. T
ambiguity is related to the well-known difficulties of time
dependent Hartree Fock theory, which would become ap
ent in our description, if we would include a time-depende
response potential.

1. Net electron loss and ionization

We define net electron lossPnet as the average number o
electrons ejected from the target atom in the course of
scattering process. After the collision (t→`) the part of the
electronic density that has been removed from the targe
well separated in space from the remainder. One can fin
surfaceS(T) of zero density flux,1 that encloses the targetT,
and obtainsPnet by integrating the density over the out
region of spaceI:

Pnet5E
I
n~r,t→`!d3r 5N2E

T
n~r,t→`!d3r . ~16!

1The zero flux surface can be defined in terms of the density
e•¹n(r,t→`)50 for all points onS wheree is a vector of unit
length perpendicular toS.
e
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Instead of performing the integration in space, one c
switch to a channel representation ofI in terms of one-
particle orbitals$u f &% that vanish inT. One then finds

Pnet5(
f

(
i

N

ucf
i u2, ~17!

cf
i 5^ f uc i~ t→`!&. ~18!

As the net electron loss is a measure of the total produc
of positive charge in the target atom, it includes all electr
transfer and ionization channels. However, at high imp
energies and for low projectile charges the contribution
capture processes is negligible, andPnet corresponds to the
average number of electrons promoted to the continuum~net
ionization!.

2. Multiple-electron loss and ionization

The starting point for the calculation of quantities th
refer to the observation of onlyq particles of theN-particle
system is the concept of reduced density matrix. The pr
ability of finding q electrons at specific positions with de
fined spin, while nothing is known about the remainingN
2q electrons, is determined by the diagonal elements

gq~x1•••xq!5S N
q D E d4xq11•••d4xNuC~x1•••xN!u2

~19!

of the q-particle density matrix, weighted with the corre
sponding one-particle volumesd4xj (xj denotes space an
spin coordinates of thej th electron!. As soon as theN-
electron wave functionC is approximated by a single Slate
determinant constructed from the solutions of Eqs.~3!, one
finds

gq~x1•••xq!5
1

q!Ug1~x1 ,x1! ••• g1~x1 ,xq!

A � A

g1~xq ,x1! ••• g1~xq ,xq!
U , ~20!

g1~x1 ,x2!5(
i 51

N

f i~x1!f i* ~x2! , ~21!

with the spin orbitals

f i~x!5c i~r!xs i
~s! ~22!

and the standard spin functions

x1/2~s!5S 1
0D , x21/2~s!5S 0

1D . ~23!

The density of any orderq is thus determined by the KS
orbitals and thus by the density. The fact that one has
calculate a determinant reflects the effect of the Pauli p
ciple.

Accordingly, if one switches to a final channel represe
tation of the one-particle density matrix in terms of sp
orbitals$u f̃ &%, the inclusive probability of findingq electrons
in the subconfigurationu f̃ 1••• f̃ q& ~represented by a Slate

s
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determinant!, while the remainingN2q electrons occupy ar
bitrary other one particle states, is given as theq3q deter-
minant @40#

Pf̃ 1••• f̃ q (
5det„^ f̃ i uĝ1~ t→`!u f̃ j&…. ~24!

The probabilityPq of finding exactlyq electrons in any of
the states that correspond to electron loss, whileN2q elec-
trons remain bound to the target, can be expressed in te
of the simple inclusive probabilities~24!

Pq5 (
k50

N2q

~21!kS q1k
k D (

f̃ 1,•••, f̃ q1k

Pf̃ 1••• f̃ q1k( , ~25!

where the ordered sum has to be taken over all electron
states.

The evaluation ofq-fold loss is considerably simplified i
one neglects the Pauli principle and follows the statisti
approach@43#. Starting from single-electron-loss probabi
ties pi , defined as

pi5(
f

ucf
i u2, ~26!

Pq is obtained according to

Pq5 (
q1 ,•••,qm50 ,( i 51

m qi5q

N1 ,•••,Nm

)
i 51

m S Ni

qi
D pi

qi~12pi !
Ni2qi.

~27!

Here,m is the number of electron shells, andNi the number
of electrons in each shell. If one furthermore introduces
average single-electron-loss probability

p5
1

N (
i 51

N

pi , ~28!

one arrives at the simple binomial formula

Pq5S N
q D pq~12p!N2q, ~29!

which has been widely used for the calculation and anal
of multiple-ionization processes@44,45#. Although theq-fold
loss probabilitiesPq calculated from Eqs.~25!, ~27!, and
~29! in general differ due to the effects of the Pauli princip
and the electronic shell structure, one can show that t
average values equal the net electron lossPnet ~17!,

Pnet5 (
q51

N

qPq . ~30!

C. Solution of the single-particle equations

With approximation~6!, the single-particle Hamiltonian
~4! can be split into stationary and time-dependent parts

ĥ~ t !5ĥ01 v̂~ t !, ~31!

ĥ052
1

2
D2

QT

r
1vee~@n#;r!, ~32!
ms

ss

l

e

is

ir

v̂~ t !5
2QP

ur2R~ t !u
. ~33!

In order to solve the time-dependent equations~3! for Hamil-
tonian ~31! for each initially occupied orbital, we apply th
CDW-EIS approximation and the BGM.

1. CDW-EIS

Distorted-wave theories are introduced to represent so
physical features of the collision in the channel wave fun
tions. The essence of the continuum distorted-wave~CDW!
model is to treat some parts of the kinetic energy as per
bation, and to allow for the effects of the potential in th
channel wave functions. The distorted-channel wave fu
tions are expressed as products of unperturbed atomic o
als and a Coulomb distortion factor including the effect
the interaction potential. However, application of the fir
order term in the perturbative series~called also CDW! to
describe the ionization of hydrogen by proton impact show
that the theory overestimates the experiment at intermed
impact energies@46#. This failure was attributed to the incor
rect normalization of the initial distorted-wave function an
was corrected by Crothers and McCann@18# by using the
eikonal approximation to the Coulomb distorted wave in t
initial channel, the CDW-EIS model. In this first-orde
model the initial, eikonal, distorted-wave function is

x i
15a i

1~s!w i~r!e2 i e i t,

w i~r!5
uni l i

~r !

r
Yl i

mi~ r̂ !, ~34!

a i
1~s!5exp@2 in ln~qv!#,

wheren5QP /v, qv5vs1v•s ands5r2R denotes the po-
sition vector of the electron with respect to the projecti
The final, Coulomb distorted wave function is

x f
25a f

2~s!we
2~r!e2 i et,

~35!

a f
2~s!5N* ~z!1F1~2 i z;1;2 iqp!,

where N(z)5exp(pz/2)G(11 i z), z5QP /p, qp5ps1p•s,
p5k2v, andk (p) is the ejected electron momentum in th
target ~projectile! frame. The functionsw i and we

2 are the
bound and continuum eigenstates of the target Hamilton
with energy e i and e5k2/2, respectively. The continuum
eigenstate can be given in the partial wave expansion

we
2~r!5

1

rAk
(
lm

i le2 id luel~r !@Yl
m~ r̂!#* Yl

m~ k̂!, ~36!

normalized on the energy scale through the condition

ue l~r !→ r→`A 2

pk
sinS kr1

1

k
ln~2kr !2

lp

2
1d l D ,

~37!

where d l denotes the phase shift. The statesx i
1 and x f

2

satisfy the correct Coulomb boundary conditions and
scribe the ejected electron as moving in the combined C
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lomb field of the target and projectile nuclei. The latter
important in order to account for two-center effects~TCE’s!
@47#. The model was extended to multielectronic targets
Ref. @48#. In an effective single-particle picture, Rootha
Hartree-Fock@49# and screened H-like orbitals were used f
the initial and final channels, respectively. Recently
model of Ref.@48# was generalized in Ref.@14#: the bound
and continuum states of the target were obtained by solv
numerically the time-independent Schro¨dinger equation with
the Hamiltonian~32! for a given single-particle potential. In
this way the initial and final orbitals of the target are,
definition, orthogonal, which was not the case in the previ
version. The nonorthogonality of the orbitals leads to an
derestimation of the electron emission in the backward dir
tion, as discussed in Ref.@50# in the framework of the first
Born model.

The transition amplitude as a function of impact para
eterb can be expressed as

ai f ~b!52 i E
2`

1`

dt^x f
2u~ ĥ2 i ] t!ux i

1&

5
1

2pE dhe2 i h–bRi f ~h!, ~38!

whereh denotes the transverse momentum transfer. The
vantage of the CDW methods is the fact thatRi f ~transition
amplitude as a function ofh) can be given in analytic form
which was used previously in calculating the cross secti
@14#. Recently the authors of Ref.@51# evaluated the two-
dimensional Fourier transform in Eq.~38! numerically in or-
der to calculate single-ionization probabilities. The probab
ity of finding an electron in the continuum with energye and
in the directionVe is expressed as

dpi~b!

de dVe

5
1

2p
E

0

2p

dwbuai f ~b!u25 (
mm8

(
m52`

1`

(
m852`

1`

Sm,m~b!

3Sm8,m8
* ~b!dm1m,m81m8 , ~39!

wherewb is the azimuthal angle ofb. For details onSm,m and
on the transition amplitudes, the reader is referred to R
@14,51#. The terms withmÞ0 are related to the distortio
effects of the projectile on the electronic structure. The fi
Born approximation (B1) can be obtained by neglecting th
distortions in the channel wave functions@QP50 in Eqs.
~34! and~35!#, consequently only the termm50 survives in
Eq. ~39!. The single-particle probabilitypi for ionization of
an electron from a given initial state can be obtained
integrating Eq.~39! over the coordinates of the ejected ele
trons.

2. Basis generator method (BGM)

Coupled-channel methods rely on a representation of
solution of time-dependent quantum problems within afinite
model space. We start by selecting a set of bound eigensta
$uws

0&,s51, . . . ,L% of the undisturbed atomic Hamiltonia

ĥ0 @Eq. ~32!#, which includes the initially occupied orbitals
n

e

g

s
-

c-

-

d-

s

-

s.

t

y
-

e

s

A hierarchy of finite subspaces is then generated by repe
application of the Schro¨dinger operatorĥ(t)2 i ] t on these
functions:

uws
m&5~ ĥ~ t !2 i ] t!uws

m21&5~ ĥ~ t !2 i ] t!
muws

0&,

s51, . . . ,L, m51, . . . ,M . ~40!

In Ref. @20#, we showed that only states of the highest ord
m5M couple to the part of the Hilbert space that is n
included in the basis. If these states are not accessed du
the collision, the representation of the solution of Eq.~3! in
terms of the hierarchy is exact.

It is a formidable task to construct the statesuws
m& explic-

itly, as the repeated application of the Laplacian in Eq.~31!
leads to complicated gradient terms with increasing orderm.
Therefore, we establish a different strategy in Ref.@21#: the
basis generator method~BGM!. The gist of the BGM is the
construction of a finite model space from different sta
uxs

m&, whose generation is less involved, in order to repres
each stateuws

m& as a linear combination of the former. Thu
the hierarchy$uws

m&,s51, . . . ,L, m50, . . . ,M % is embed-
ded in the new model space generated by the set$uxs

m&,s
51, . . . ,L8, m50, . . . ,M 8%, and the advantageous prope
ties of the basis are maintained.

For the two-center Coulomb problem with the Ham
tonian

ĥ~ t !52
1

2
D2

QT

r
2

QP

ur2R~ t !u
, ~41!

a basis$uxs
m&% with the required properties can be found

one relies on a particular regularization of the Coulomb p
tential. Regularization procedures are necessary in orde
avoid divergent matrix elements, and have been discusse
a previous publication@52#. Using the ansatz

v̂~ t !5
2QP

ur2R~ t !u
52QP lim

«→0
WP~«!,

WP~«!5@~x2X!21y21~z2Z!21«2#21/2,
~42!

v̂052
QT

r
52QT lim

«0→0
W0~«0!,

W0~«0!5@r 21«0
2#21/2[

1

r «0

,

the BGM basis functions can be expressed as

xnlm
m ~r;j,«0 ,«!5@WP~«!#mxnlm

0 ~r;j,«0!,

xnlm
0 ~r;j,«0!5r «0

n21e2jr «0S r

r «0
D l

Yl
m~u,w!, nPZ.

~43!

If the states$xnlm
0 (j,«0)% are replaced by the eigenfunction

$fnlm
0 % of the Hamiltonianĥ0 @Eq. ~32!#, one arrives at the

approximate construction scheme
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xnlm
m ~r;«!5@WP~«!#mwnlm

0 ~r!, ~44!

that has been discussed and applied in previous publica
in a different context@20,22#. For practical applications it is
more convenient to use BGM states that are orthogona
the set of eigenstatesuws

0&. This can be achieved with th
polynomial ansatz@20#

uxs
m&5 (

l50

m

@WP#l (
s851

L

as,s8
m,l uws8

0 &. ~45!

Equations~3! are solved by expansion in terms of these ba
functions

uc i~ t !&5 (
m50

M

(
s51

L

cm,s
i ~ t !uxs

m~ t !&. ~46!

If the set of eigenstates$uws
0&% includes the important elasti

and target excitation channels the BGM states represent
tron loss. Thus information about many-particle loss can
obtained from their occupation fort→`, as described in
Sec. II B.

III. RESULTS AND DISCUSSION

In a recent publication@11#, we showed that both meth
ods, CDW-EIS and BGM, reveal a strong dependence
total cross sections~TCS’s! for net electron loss on the ex
plicit form of the atomic exchange potential inserted in E
~32!. At high impact energies both methods give compara
results if the same potential is used. Here we extend
investigation of static potential effects in order to provi
additional information concerning their role in inelastic co
lision processes.

The energy and angular distribution of electrons ejec
from the target can be studied with the CDW-EIS method
sufficiently high impact velocities. Corresponding results
p1Ne andp1Ar collisions are presented in Sec. III A. Th
BGM also permits a calculation of cross sections at low
impact energies where capture processes contribute sig
cantly to electron loss, if bound projectile states exist. W
analyze the influence of exchange effects on these proce
for He211He collisions in Sec. III B. Finally, we apply both
methods to the scattering systemp̄1Ne, for which ioniza-
tion TCS’s have been measured very recently@53#.

A. Energy and angular distribution of ionized electrons

The study of differential electron ejection is expected
provide more sensitive tests of the adequacy of the diffe
single-particle potentials than the TCS’s. In this section
present results for single differential cross sections~SDCS’s!
and for angular asymmetry parameters. These quantities
calculated for 300-keV H11Ne, Ar collisions in the CDW-
EIS approximation, applying different single-particle pote
tials ~OPM, LDA, and HFS!. At this collision energy the
ionization yields are dominated by the ejection of electro
from the outer shells: then52 and 3 levels of Ne and A
atoms, respectively. These outer orbitals evaluated with
ns
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different potentials exhibit different binding energies that d
viate by about 20–40 %~cf. Fig. 1! and slightly varying
shapes.

Different regions of the differential electron distributio
can be attributed to different collision mechanisms@1#. The
two fundamental ones, giving the most important contrib
tion to the total electron yields, are soft and hard coll
ion processes. Soft collisions are characterized by small
mentum and energy transfer in contrast to hard or bin
collisions which are dominated by large momentum trans
and result in high-energy electron emission. According
soft collisions take place at large impact parameters
transfer of unit angular momentum is the most proba
@ u l ,l 82 l i u51; see Eq.~39!, where l i denotes the angula
momentum of the initial atomic state#. By contrast, transfer
of high angular momenta and significant multipolar cont
butions@terms withl ,l 8;20– 50 in Eq.~39!# characterize the
hard collision mechanism.

Figure 2 shows the SDCS calculated with different tar
potentials as a function of the energy (e) of the ejected elec-
trons. First we focus on the high-energy region of the em
sion spectra. Good agreement is found among the theore
results based on different single-particle potentials for b
Ne and Ar targets ife>100– 150 eV. Details of the calcula
tions show that the different potentials produce very sim
continuum orbitals and the evaluated transition amplitu
deviate only at the lower momentum-transfer values due

FIG. 2. Single-differential cross section~SDCS! as a function of
electron energy for 300-keV H1 impact on ~a! Ne and ~b! Ar.
Lines: CDW-EIS calculation with different atomic potentials; (s)
experimental data taken from Ref.@2#.
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differences in binding energies and in the electronic str
tures. However, at high electron energies contributions w
small momentum transfer are irrelevant in the integrated
plitudes@54#; consequently the SDCS shows no depende
on the binding energies and on the electronic structure.
fact that the form of the interaction between the electron
target plays a negligible role in the production of hig
energy electrons verifies the picture that the process ca
interpreted as a binary collision between the projectile an
free electron@1,55#. The target nucleus is only needed
localize the electron. Differences in the initial velocity di
tributions associated with the different target potentials
manifested in the double-differential electron ejection
changing the shape, and shifting the positions of the cha
teristic binary collision peak. However, they are washed
in the SDCS because of the integration over the ejec
angle.

The situation is different at low electron energies. In lo
energy ionization an essential part of the total energy tran
is associated with the binding energy. Therefore, the bind
energy is considered as an essential scaling paramete
low-energy electron ejection@1#. In the present case the low
energy SDCS’s show a strong dependence on the static
tential applied in the calculation. However, this depende
cannot solely be attributed to the differences in the ini
binding energies since the SDCS’s for Ne are almost ide
cal when evaluated with HFS and OPM potentials@Fig.
2~a!#, although the eigenvalues of the 2p electrons differ by
20%. Moreover, for Ar the SDCS shows a similar structu
~shoulder! arounde55 – 10 eV, if HFS and LDA potentials
are utilized and the SDCS’s are almost identically obtain
with the three potentials at the ionization threshold, while
corresponding 3p eigenvalues deviate from each other s
nificantly ~cf. Fig. 1!.

Similar features can also be observed in SDCS’s w
different potentials inB1 calculations. This means that di
ferences in some other characteristic parameters of the w
functions must also have strong effects on the calcula
cross sections. These can be studied in more detail by m
tidifferential ejection patterns, as discussed below.

One can also study the role of the individual compone
of the static potential. Only small changes in the SDCS’s
observed if one neglects the correlation part of the LD
potential. On the other hand, a strong, monotonic incre
appears in the SDCS’s with decreasing electron energie
the exchange part is also omitted. It is interesting to note
the shoulder observed in the SDCS for Ar with the LD
potential @Fig. 2~b!# disappears in this calculation, and ca
thus be attributed to LDA exchange.

Recommended experimental results@2# are also included
in Fig. 2. The experiments are well represented by the
culations based on the OPM potential for both targets. T
agreement obtained with the other potentials is less conv
ing. SDCS’s obtained with the LDA potentials clearly ove
estimate the measurements for both Ne and Ar targets,
emphasizing the importance of using a correct electronic
change potential. The results obtained with the HFS poten
show no systematic pattern, as has already been observ
the case of the TCS for net ionization@11#.

Further information on the effects of the different sing
particle potentials can be given by extending the studie
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the angular distribution of the electron emission. In the f
lowing we concentrate on low-energy electrons whose an
lar distribution is commonly characterized by anisotropy p
rameters@56,57#. As a further restriction, we investigate on
the forward-backward asymmetry of the angular distribut
described by the parameter

a~e!5
S~0!2S~p!

S~0!1S~p!
, ~47!

where S(u) denotes the cross section at ejection angleu and
at fixede. In Fig. 3 we present results fora as a function of
the electron energy. Independent of the single-particle po
tials, the asymmetry increases with increasing electron
ergy. This is mainly due to the TCE’s included in the CDW
EIS model, which have been discussed in detail elsewh
@1,58#.

The asymmetry parameters presented in Fig. 3 are de
mined from the total electron yield. In these totala values
the asymmetry character of a given orbital is emphasized
suppressed according to its relative contribution to the to
yield. Our calculations show that the total asymmetries
mostly formed by the competition between the outernp0 and
np1 orbitals. The individual orbitals reveal a different depe
dence on the different static potentials. For example,
asymmetries from the Ne(2p1) levels are less sensitive to th
applied potentials than the ones from the 2p0 orbitals, and
the situation is reversed for Ar(3p) levels. This might ex-
plain why the results presented in Fig. 3 show no system
behavior among the different potentials for the different t
gets. The differences among the alpha parameters assoc

FIG. 3. Asymmetry parametera as a function of electron en
ergy for 300-keV H1 impact on~a! Ne and~b! Ar. Lines: CDW-
EIS calculation with different atomic potentials; (s) experimental
data estimated from Ref.@60#.
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with the different potentials change with the strength of
projectile field or with the TCE’s. For example, in a collisio
with a QP520 projectile the asymmetry increases; howev
no differences appear among results obtained with diffe
potentials. In the present collision system a comparison
the results obtained from theB1 and the CDW-EIS calcula
tions shows that the differences among thea values related
to different potentials are two times larger in the case of
B1 approximation than the corresponding ones from
CDW-EIS theory. This means that the projectile and tar
fields are almost equally important for forming the asymm
try.

For Ar the experimental results, estimated from the m
surement of Ref.@59#, are included in Fig. 3~b!. All three
theoretical results are within the experimental error bars
more accurate measurements are required to clarify the
ation.

B. Capture processes in He211Ne collisions

In this section we investigate the scattering system H21

1Ne by means of the BGM employing OPM and LD
atomic potentials. In addition, we have performed calcu
tions with an OPM potential, in which the correlation cont
bution was turned off. As the results obtained with th
exchange-only OPM are equal to the ones obtained with
OPM including the Colle-Salvetti correlation functional, w
do not show them in the figures. The basis set used in
coupled-channel calculations includes theKLM shell eigen-
states of the unperturbed Hamiltonianĥ0 @Eq. ~32!# and
BGM states$uxs

m&% to the orderm58.
Figure 4 shows TCS’s for net electron loss obtained w

OPM and LDA potentials, respectively. Results obtain
with the OPM potential are in good agreement with the
perimental data in the whole energy range shown, whe
the LDA potential leads to considerably larger TCS’s. Sin
the OPM potential provides a more accurate description
the unperturbed atomic system, we conclude that the
electron loss is mainly determined by thestatic ~target! po-
tential, i.e., the response partdvee of vee Eq. ~5! is of minor
importance, even at the smallest impact energy of 10 k
amu.

At high energies, where net electron loss is dominated
ionization @60,61#, the calculated TCS’s reflect the bindin

FIG. 4. Net electron-loss cross section as a function of imp
energy for He211Ne. Lines: BGM calculations with differen
atomic potentials; (s) experimental data taken from Ref.@60#.
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properties of the static potential used. As a consequenc
the exact inclusion of the attractive exchange effects in
OPM potential, the electrons are bound more strongly tha
the LDA potential, and thus the ionization yields are small

At lower impact energies the situation is not that obviou
since electron capture, which is the dominant proce
strongly depends on energy differences and on intermed
couplings between the initial target and the final projec
states. In order to analyze the different TCS obtained w
OPM and LDA potentials at 10 keV/amu, we show th
electron-loss probabilities weighted with the impact para
eterb in Figs. 5 and 6. The net electron loss is very similar
both cases for small impact parameters, but forb>3 a.u. the
LDA potential leads to substantial contributions to the TC
whereas the net electron loss obtained from the OPM po
tial decreases very rapidly with increasingb. The individual
loss probabilities from the different initial states~Fig. 6!
show that this is due to the different behavior of the 2p

ct FIG. 5. Weighted net electron loss as a function of the imp
parameter for He211 Ne at EP510 keV/amu. BGM calculations
with different atomic potentials.

FIG. 6. Weighted single-electron-loss probabilities as functio
of the impact parameter for He211Ne at EP510 keV/amu. BGM
calculations with~a! OPM and~b! LDA potentials.
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FIG. 7. Integrated one-particle density after the collision for He211Ne atEP510 keV/amu. The target center is situated at the origin
the reference frame. The projectile center is situated at the coordinatesb,0,z516 a.u. The contours are scaled logarithmically. BG
calculations with~a! OPM potential atb51.1 and 1.9 a.u., and~b! LDA potential atb51.05, 1.85, and 4.0 a.u.
2
n
rn

ed
lli
at
m

w
io
n

os
T
th
s
u
2
rre

la
re

D

th

d in
A

r
t 10
ry

e are

its

avor
he

h
his

in
he
hes
re-
ses.

ex-
the

le-
t

electrons. By contrast, the single-electron loss from thes
level, which is responsible for the pronounced peak in the
electron-loss curve aroundb52 a.u., shows the same patte
for both potentials.

Further insight into the different mechanisms is provid
by consideration of the one-particle density after the co
sion process. Figure 7 displays densities that are integr
over the axis perpendicular to the scattering plane for so
characteristic impact parameters. Aroundb51 a.u., where
all L-shell electrons contribute to net electron loss~cf. Fig.
6!, the calculations with both LDA and OPM potentials sho
target ionization as well as capture. The spatial distribut
of the continuum electrons is, however, somewhat differe
Around b52 a.u. ionization is less pronounced and alm
completely suppressed in the case of the OPM potential.
main contribution to the net electron loss, which is due to
incoming Ne(2s) electrons~cf. Fig. 6!, can be interpreted a
capture into the helium ground state. This conclusion is s
ported by the larger energy differences between the Ne(s)
level and excited projectile states which indicates that co
sponding transitions are not likely to occur.

At b54 a.u. the electron loss obtained from the calcu
tion with the LDA potential can be interpreted as captu
into excited, nonspherical projectile states@Fig. 7~b!#. This
process is caused by the small difference between the L
energy of the neon 2p level (eNe(2p)

LDA 520.58 a.u.! and the
L-shell energy of He1 (eHe1(n52)520.5 a.u.!, and does not
occur if the OPM potential is used (eNe(2p)

OPM 520.88 a.u.!.
Since the TCS obtained with the OPM potential agrees ra
well with experiment ~cf. Fig. 4!, it is evident that the
et

-
ed
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n
t.
t
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electron-loss process at large impact parameters predicte
LDA is an artifact caused by the deficiencies of the LD
potential.

Next, we considerq-fold electron-loss probabilities fo
the case of the OPM potential. Figure 8 shows results a
keV/amu obtained with both inclusive probability theo
@Eq. ~25!# and the binomial formulas~27! and~29!. It can be
seen that the details of the impact parameter dependenc
lost step by step if first the Pauli principle is neglected@Eq.
~27!#, and then the shell structure is ignored@Eq. ~29!#. In
particular, atb51.9 a.u., where the net electron loss has
maximum ~cf. Fig. 5!, the inclusive probability formalism
shows that one- and three-electron loss is suppressed in f
of two-electron loss. If one combines this feature with t
respective density plot@Fig. 7~a!#, one can infer that capture
of two electrons into the He(1s2) state is the process, whic
contributes almost exclusively at this impact parameter. T
result is blurred by the simplifications used in Eqs.~27! and
~29!.

With increasing projectile velocity the sharp structures
the q fold electron-loss probabilities disappear, and t
evaluation based on inclusive probability theory approac
the results obtained with the binomial formulas. This cor
sponds to the decreasing importance of capture proces
When electron loss is dominated by ionization, the Pauli
clusion principle does not influence the results because of
larger density of accessible continuum states.

Finally, we present ratios of double to single- and trip
to single-electron loss,R2 andR3, as functions of the impac
energy in Fig. 9. Our results forR2 agree well with the
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experimental data over the whole energy range sho
whereas the calculatedR3’s are too large except at the high
est impact energies. A reduction of these ratios may be
pected in particular at lower energies if the response
dvee of vee @Eq. ~5!# would be taken into account in th
dynamical calculations. The change of the electronic den
will both screen the projectile and unscreen the tar
nucleus, so thatmultiple electron loss will be lowered. This
would also lead to slightly smaller net electron-loss cro
sections, which could then be in even closer agreement
the experimental data than the results shown in Fig. 4.

At high energies,K-shell ionization with subsequent Au
ger processes may contribute to the multiple-ionization TC
Following Ref.@62# we assume that the electronic relaxati
subsequent toK-shell vacancy production is independent
the actual scattering process. With this assumption we
estimate these contributions to the twofold and threef
electron-loss probabilities via

Pq5P0
KPq

L1a1P1
KPq22

L 1a2P1
KPq23

L , q52,3, ~48!

where theq-fold loss probabilities from theK andL shellPq
K

and Pq
L are computed according to Eq.~27!, and a150.74

and a250.22 are the branching ratios forKLL and KLLL
Auger decay as given in Ref.@63#. The ratiosR2 and R3
plotted in Fig. 9 show that Auger processes contribute o
very little to two-electron loss, but there is an indication th
they determine the three-electron-loss TCS at impact e
gies greater than 1 MeV/amu more strongly.

C. Ionization of neon by antiprotons

In this section we investigate the ionization of neon
antiprotons with the static OPM potential, and compare

FIG. 8. Weightedq-electron-loss probabilities~evaluated ac-
cording to the cited equations! as functions of the impact paramet
for He211Ne at EP510 keV/amu. BGM calculations with OPM
potential.
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theoretical results with new experimental data in the ene
range 30–1000 keV@54#. For the BGM calculations we uti-
lize the same basis set as described in Sec. III B. Since
ture processes do not occur in this collision system, electr
loss TCS’s obtained with the BGM can directly be compar
with the corresponding CDW-EIS results for ionization.

In Fig. 10~a!, we compare our results for net ionizatio
with experimental values, which have been obtained fr
the published one-, two-, and three-electron ionization TC
@53# according to

snet's112s213s3 . ~49!

At energies larger than 300 keV both CDW-EIS and BG
results are in good agreement with the experimental d
although they deviate slightly from each other and seem
merge only forEP.1 MeV. At lower energies, they show
quite different patterns. While the TCS’s obtained with t
BGM continually increase with decreasing impact veloci
the CDW-EIS calculations result in a maximum around 1
keV, which appears to be too large compared with exp
ment. However, it is difficult to establish the general beha
ior of the experimental cross sections at the lower energ

Furthermore, we have calculatedq-fold ionization accord-
ing to Eq. ~27! with single-particle probabilities obtaine
from both methods. For BGM solutions, we have check
that inclusive probability theory@Eq. ~25!# leads to the same
results, as expected from the arguments given in Sec. II
Figures 10~b!–10~d! display one-, two-, and three-electron
ionization TCS’s. For the one-electron ionization the over
agreement between experiment and both theories is g
Both calculations do not show a double-peak structure
tween 200 and 300 keV for which the experimental resu
give some indication. Again, as already seen in the net i
ization, the maximum of the CDW-EIS cross sections arou
130 keV seems to be too large. The BGM leads to a sma
peak, slightly shifted to lower energies. Both curves cro
around 50 keV, the CDW-EIS cross sections falling off mo
steeply toward low energies.

For two- and three-electron ionization we obtain comp
rable results with both methods at impact energiesEP>100
keV. At the highest energies, where multiple ionization
commonly explained by interference effects between vari
amplitudes of the Born perturbation series@7,53,62#, the ex-

FIG. 9. Cross-section ratiosR25s2 /s1, R35s3 /s1 as func-
tions of impact energy for He211Ne. Lines: BGM calculations
with the OPM potential; experimental data: (s) taken from Ref.
@61#; (d) taken from Ref.@62#.
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perimental TCS’s are larger than our theoretical results. F
ther analysis of our model is required for an understanding
these deviations.

A striking feature of our two- and three-electron ioniz

FIG. 10. Net andq-electron ionization cross sections as fun

tions of impact energy forp̄ 1 Ne for ~a! net ionization,~b! q51,
~c! q52, and~d! q53. Lines: calculations with the OPM potentia
(s) experimental data taken from Ref.@53#.
r-
f

tion results is the different low-energy behavior obtain
with the two methods. Whereas the CDW-EIS curves sho
maximum around 50–70 keV, similar to the case of on
electron ionization, the BGM results exhibit no peak stru
ture and continually increase toward low energies. Unfor
nately, no ultimate conclusions can be drawn from the lo
energy behavior of the experimental TCS’s due to their la
statistical errors.

At even smaller impact energies one can understand
collision dynamics by means of the correlation diagram
the corresponding quasimolecule. In order to eludicate
properties of our model in more detail, we calculated sing
particle energies of the two-center Hamiltonian~31! as func-
tions of the internuclear distanceR. The important result of
this analysis is, that thes„Ne(2p0)… andp„Ne(2p1)… energy
levels become positive for internuclear distancesR<1.2 a.u.
Thus the Ne(2p) electrons are unbound in very slow clos
collisions if the dynamics is described by the Hamiltoni
~31!, in which the electronic density is not adiabatically r
laxed in the combined field of target and projectile nuc
because of the neglect ofdvee in vee @Eq. ~5!#. Nevertheless,
the CDW-EIS ionization TCS’s fall off at low projectile en
ergies, and therefore indicate the decreasing reliability of
method for slow collisions. By contrast, the increasi
multiple-ionization TCS’s obtained with the BGM correct
reflect the properties of the single-particle Hamiltonian us
Obviously, these properties are physically not correct in
present example, since the united-atom limit (R→0) corre-
sponds to the formation of anF2 ion which is stable. It is
thus necessary to take the response partdvee of vee @Eq. ~5!#
into account in order to describe slow collisions for whi
the correlation diagram becomes meaningful.

IV. CONCLUDING REMARKS

In this work we have investigated collisions between b
ions and the rare-gas atoms neon and argon on the basis
effective single-particle picture, employing local potentia
which account for static exchange-correlation effects on
ferent levels of approximation. The OPM approach yields
best local representation of the exchange potential, in c
trast to HFS and LDA approaches which rely on differe
versions of the density dependence of the homogeneous
tron gas. The response of the effective electron-electron
teraction in the presence of the projectile has been neglec
We have applied two methods, CDW-EIS and BGM, for t
solution of the ensuing set of single-particle equations
order to analyze the role of static potential effects from d
ferent points of view.

Both methods lead to the general conclusion that elec
loss and ionization can be properly described if the OP
potential is used. Total cross sections for net electron loss
fully determined by the static potential for a wide range
impact energies, whereas response effects are not impo
even for rather slow collisions for which the velocity of th
projectile is smaller than typical orbital velocities of the a
tive electrons. Moreover, the OPM potential also permits o
to calculate differential ionization cross sections which are
fair agreement with experimental data, as has been show
means of CDW-EIS calculations.

By contrast, HFS and LDA potentials yield less reliab
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results for these scattering processes, and give rise to a
cial structures. Forp1Ar collisions the CDW-EIS results
obtained with HFS and LDA potentials exhibit shoulders
the SDCS’s which can be traced back to the inadequate
scription of exchange effects. Furthermore, a detailed an
sis by means of the BGM has shown that the LDA poten
leads to an unphysical capture contribution in He211Ne col-
lisions at large impact parameters. These results confirm
previous conclusion that it is important to account accura
for static exchange if one aims at a quantitative understa
ing of inelastic scattering processes.

Moreover, we have shown in the present work th
multiple-electron-loss probabilities reflect the Pauli exc
sion principle if capture processes contribute. In these ca
the widely used binomial and multinomial formulas are n
sufficient and have to be replaced by the corresponding
sults based on the inclusive probability formalism. At inte
mediate and high impact energies we obtain good agreem
with experimental data forq-fold electron loss and ionization
of Ne by antiprotons and He21 ions. An extension of the
present investigation to the study of collisions betwe
highly charged ions and atoms will be published elsewhe

The limitations of our basic assumption—the neglect
the response part of the effective electron-elect
potential—may become apparent in theq-fold electron-loss
v.

r,
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cross sections at small impact energies. For the scatterin
antiprotons from neon atoms this is evident for nearly ad
batic situations since the stability of the (p̄,Ne! compound in
the united-atom limit cannot be represented with a froz
atomic target potential.

Inclusion of such effects in terms of an approximate tim
dependent optimized potential seems feasible. The B
permits the calculation of the one-particle density at a
given intermediate time step for which the OPM integ
equation has to be solved. Given the results of the pre
work, this combination of the BGM with the time-depende
OPM seems to provide a promising framework for the mo
detailed study of correlated time-dependent many-elec
dynamics.
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