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Precision Stark spectroscopy of sodiun?P and 2D states
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We report precision measurements of the energies of the N@,101%P, and 10°D states and their
fine-structure intervals. The-state results bridge the gap between earlier high- anchlomeasurements from
other laboratories, thus facilitating calculation of quantum-defect parameters. Quantum-defect theory fits to all
available data on Na are critically examined. Using the most reliable values at low, intermediate, and high
leads to a single set of four quantum-defect parameters that is useful over the entire nrangésof using the
presentP-state measurements, we extract a value of the ionization potential that is in exact agreement with our
earlier determination.S1050-294{@8)08308-5

PACS numbsg(s): 32.30.Bv, 32.60ti, 32.80.Rm, 32.10.Hq

Although the principal series of sodium has been studiedapidly converging iterative refinement. We combine our
for many years, precision measurements of tReenergies measured energies with all available sodium spectroscopy
have been made only far<7 and 22=n=32. Quantum data in a general fit of quantum-defect parameters.
defects deduced from these two sets of measurements should The apparatufl] provided a beam of sodium atoms, den-
agree, but this was not the case. Our earlier attdipto ity ~10" cm~?, that was irradiated by two or three laser
combine all then available dafa—11] to fit quantum defects beams at the center of a pair of Stark plates to which a dc
for this manifold revealed that, on the stated levels of experi€lectric field F was applied. The intermediate P and
mental accuracy, these lowand highn measurements were 112P states were excited by ultraviolet laser light obtained
incompatible. by frequency doubling the output of a grazing incidence dye

In an effort to resolve the discrepancy we performed exdaser pumped by a 10-Hz Nd:YAG lasewvhere YAG de-
periments using constant energy Stark spectroscopy, the datates yttrium aluminum garnet The intermediate 18D
from which lead to precision determinations of the bindingstate was excited in two steps through th&P3 The atoms
energies and fine-structure splittings in the crucial range oivere also irradiated by a GQaser beam tuned to a specific
n~8—12 that bridges the gap between the high- and tow- CGO, line. The gain curve of the CQOlaser is~100 MHz
measurements. Our measurements of théPL@nd 11°P  wide, so that, although tuned manually to the maximum of
energies and fine-structure intervals indicate that certaithe gain curve, there was roughly a 15-MHz uncertainty in
high-n measurements, acquired from microwawvew) ex-  the photon energy of the GQaser beam.
periments prior to 199%4], suffered from small but signifi- The Stark fieldF was applied to the plates prior to the
cant Stark shifts that account for the incompatibility. More laser pulses and increased aboyidec after the laser pulse
recent mw datd12,13 are, however, in substantial agree- to a value sufficient to ionize highly excited atoms, but not
ment with our conclusion. atoms in intermediate states. These ions were detectel and

Our previous study1] showed the usefulness of accurate spectra acquired by scannifrgstepwise over symmetric val-
intermediate energy-level binding energies when fitting com-ues, minus to plus, and recording the ion signal at each set-
bined mw and optical data. Normally, spectroscopic transiting. This technique requires no absolute field calibration and
tion frequencies give only energy differences and thus reassumes only that the electric-field scan is linear.
quire a fit of many such data to obtain the quantum defect of From theF spectra, the resonance fields were obtained by
a single level. Using constant energy Stark spectroscopyitting each peak with a Gaussian line shape, using multiple
however, we determine the binding energy. Thus the quamsverlapping peaks where appropriate. Peaks at positive and
tum defect of a level can be obtained from a single measurenegative fields were averaged to eliminate the effect of any
ment. Moreover, from the binding energies the ionizationvoltage offsets(maximum 80 mV/cm and then the reso-
potential of the ground state atom can also be calculdted nance voltages fit to calculated Stark sublevel energies as in

The essence of our method is to excite a high-lying stateRef. [1] to obtain two upper-level energies and a field cali-
say, n=20, by stepwise transitions, the last transition ofbration parameter(effective plate spacing For blended
which is effected with a very accurately known laser line, alines, an unweighted average was used. Figure 1 displays the
CO, line [14] in this work. The upper-level energy of the last F spectrum used to obtain the binding energy of 1 The
transition can be accurately deduced by comparison with calinewidth of the ultraviolet laser produced excitation from
culated Stark sublevel energies. The binding energy of théoth fine-structure levels of the lowéP states and accord-
lower level is then found by adding the energy of the,CO ingly two sets of peaks are identifiable in the spectra.
laser line. Most sublevels of the highstate are hydrogenic, In our Stark calculations, the energy is given by
so existing quantum-defect parameters suffice, possibly witE(n,L,J)=Ry./[n— 8(n,L,J)]%. Here Ry,;=R.pna, With
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FIG. 1. F spectrum obtained by exciting the Na 4R states by
the CGQ 10P(20) laser line(bottom), together with a plot of cal-
culated energies of Stark sublevels fram=30 (top). |m;|=1/2
levels are shown as solid linesn,|=3/2 levels as dashed lines.
The fitted upper-level energies corresponding to excitation fro
each of the two lower fine-structure levels are shown as horizonta
lines. The locations of these lines together with the Stark energies . .
give the calculated positions of the regsonances, as indicated bygvegr_oscqplc.(tha fot <5 and from the dlpqle and ggadrupole
tical lines. polarizabilities and from the hydrogenic relativistic mass
correction and spin-orbit effecf1,7] for L>5. The experi-
R.=109 737.315 683 7(31) cht from recent spectros- mentally_ ded_uced parameters were updated using our results,
copy of hydrogen [15,16 and py,=M/(M+mg)=1 but no s!gnlflcant c_hange in the calculated energies resulted.
—m./M, [17], where M=My,—m, is the mass of the Two_ fitted energies correspond to excitation from the two
sodium ion core,My, the mass of the neutral sodium lower fine-structure components. The fltte(_JI energies for the
atom, and m, the electron mass. This yieldRy, n=10 _and 112_P1’2 _and °P3); levels obtained _frpm our
—109734.6972 cm®. The quantum defect is representeolanaIyS|s are given in Table I. The #B error limits are

FIG. 2. F spectrum, as in Fig. 1, obtained by exciting the Na
102D, states by the CO 10R(24) line (bottom), together with
Stark sublevel energies from the=30 manifold (top). One very
small resolved peak from the #0, level occurs at 1.6 V/cm,
hile all other peaks are predominantly from the?f, level.

; ; ; larger because of line blending as shown in Fig. 1.
by the iterative expression -
y Ihe lleralive expressi For the 10°D state, theF spectra, shown in Fig. 2, had
s(n,L,J)=ap+ast+at’+astd+- -, (1) linewidths less than 20 MHz, yielding improved binding en-

ergies. Since excitation was from?Bj,, 102Dg, is most

wheret=1/[n—&(n,L,J)]? is the energy in rydbergs and the prominently excited, but there is one weak resolved reso-
coefficientsa; depend orl andJ. With this form, thea; are  nance at about 1.6 V/cm, from excitation of 4Dg,. From
most easily interpretefl8]. this, the fine-structure interval is deduced to b&é6dMHz,

Stark sublevel energies were computed by diagonalizing &n agreement with the guantum-beat spectroscopy value of
matrix in a basis of, L, andJ states, following Zimmerman 91.5+1.5 MHz [22]. The 10°D binding energies given in
et al. [19], using wave functions computed with”? scaling  Table | supersede those given in Cioetaal. [1].
[20]. A sufficient number of basis statéSable ) were in- The 10°P and 11%P energies were combined with all
cluded for convergence to 0.5 MHz up Fo=20 V/cm. The  published spectroscopic data on sodium to fit quantum-defect
polarizability of the lower state, calculated by the sameparameters for &L<5 for J=L*=1/2. Two fits were per-
means, was included but had no significant affect. Thdormed. In the first, all published data were included. For the
guantum-defect parameters needed for computing the uppsecond, data with residuals greater than four times the esti-
level Stark energies were obtained from the fit to the specmated experimental error were dropped, as were all the mw

TABLE I. Intermediate sodium atomic level that is the lower level for the,@&3er transition, the CO
laser wave number, the range of then, L, andJ basis states used in the Stark level calculation, the fitted
upper-state binding energy, and the binding energy of the lower level, obtained by adding the previous two
figures. All energies are in cnt.

Atomic CGO, Laser Basis states Fitted upper-level Lower-level Lower-level energy
level Line Energy n energy energy (fit)

10%2P,;, 9R(32) 1085.7654 19-25 —226.87568) —1312.641(8) —1312.6432
102P5, 9R(32) 1085.7654 19-25 —226.64248) —1312.40783) —1312.4094
112P,;, 10P(20) 944.1940 26-34 —122.33235) —1066.52685) —1066.5262
112P,, 10P(20) 944.1940 26-34 —122.15995) —1066.353%) —1066.3548
102Dy, 10R(24) 978.4723 26-34 —122.05995) —1100.532%5) —1100.5326
102Dy, 10R(24) 978.4723 26-34 —122.06295) —1100.535%5) —1100.5357

%Referencd 14].
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TABLE Il. Quantum-defect parameters for N® states from previous work and from our least-squares
fit to available Na spectroscopic data.

State Ref. ag a; a, as
2P [9] 0.8554092 0.112453 0.048139 0.03999
2P [4] 0.8554246) 0.12272)

2P [12] 0.8554450215) 0.11206786) 0.047913) 0.045743)
2P a 0.8554450151) 0.1120@13) 0.048919) 0.042659)
2P b 0.8554452(B1) 0.1119@11) 0.050316) 0.038349)
2P, [9] 0.8546296 0.111669 0.058813 0.01313
2Py [4] 0.8546083) 0.122G2)

2P [12] 0.8546261612) 0.11234467) 0.049710) 0.040634)
2P, a 0.8546261451) 0.1123213) 0.049€19) 0.041761)
2P, b 0.854626089) 0.11236069) 0.049111) 0.043436)

&This work. All published data are used. The variance is equal to 5.13.
®This work. Outlying data are excluded. The variance is equal to 1.65.

2S2p data in Refs[4,5,23, in light of the finding in Refs.  ditional motivation for the present study. The lowest-energy
[9,10]. Parameters for théS manifold in each case were “point” (highestn) actually representall of the mw mea-
close to those published in R¢fl] and those for 2L <5 surements. Only the lowest two quantum-defect parameters
are close to those given in RéR4]. The results for théP  (ag anda;) can be obtained from these d&i22,13, princi-
parameters are given in Table Il along with previous resultspally because the energy range spanned is very small. To
The differences in the results between our &itendb are  illustrate, the energy range covered in the present work,
indicative of the sensitivity to outlying data. ~190 cm'l, is nearly twice that of the recent mw experi-

Table | gives energies calculated from the fitted quantum-
defect parameter@it b). We believe the relatively large re-
siduals for 1P result from blending of resonances, shown
in Fig. 1, which makes a precise determination difficult with-
out a detailed theory of the excitation process. For the other
two data sets, there was considerable blending, but a few
unblended lines made the analysis more precise.

Figure 3 is a representation of the data for #f mani-
folds. Plotted are the “experimental” values @&(n,L,J)
minus the values of(n,L,J) obtained from the parameters
in Table Il. In the fits to the quantum-defect parameters,
experimental transition frequencies were used and “Re

. -25-20 16 10 -5 0
" 2P Energy (108 cm-1)

1 05[5(PJ) - 3(Py)newrit]

quantum defects were obtained from bdt8— 2P and 2P 1 |

—2D transitions and ouF spectra. Th&S— 2P frequencies | (b) Py/2 :

were added or subtracted from the calculaf&dterm ener- 0 ,.,1 T/i T T e e ey
gies to obtains(n,L,J)=+Ryna/E(n,L,J). [For our data, } ,¥ II

8(n,L,J) was obtained from the binding eneryjifhe error a4l U T —e—optica f e % )
bars represeno(8)|=|8o(E)/2E|, whereo(E) is the un- L T i h
certainty in the frequency measurement. Thus #Beener- LT e This Work T T
gies are assumed to be known exactly. In fact, fig 2 | i Fined :
guantum-defect parameters do have smaller uncertainties i N [l Fited B
than the?P parametergthe two-photom 2S—n’ S obser- s R Y 25 35
vations of[6] are a factor. n

An extrapolation based on two quantum-defect param-

eters for each manlfqld given in[12] fits the data well results of quantum defect parameter fits. For optical and microwave
down ton~8, but .de.V|ates Shafp'Y fo_r the lower states, 3Sransition data, the experimental quantum defects are obtained by
shown by the deviation of the 52;0|Id lines from zero. FOur'adding observed transition energies to fitté® state energies, as
parameter fits fePfe_SGﬁ?l/z and “Pg, data(except the ear-  giscussed in the text. In each case, the plotted values are the differ-
lier mw data to within twice the quoted experimental uncer- gnces between measured or calculated quantum-defect parameters
tainty or better. and the results of our least-squaredfifTable 1l). The optical data

The inset in Fig. 3 is a plot of quantum defect versusare from Refs[5] and[6]. Several outlying points from Ref18]
binding energy(rather thann). It illustrates the value of have been omitted. The inset is a plot of the quantum defect versus
precision measurements in the range8—12 and thus ad- binding energy.

FIG. 3. Survey of available data on Ni® states, together with
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ments. The binding energies presented here, combined witRefs.[7,8,12 that were not included in Refl] we obtain an
other optical, laser, and interferometric data, make it possibli;)'nization energy of 41 449.4%2) cm 1, in exact agreement
to fit two additional quantum-defect parameters for eachvith our previous value. Thus we have two different deter-

fine-structure manifold and thereby estimate other energ{ninations, both of which lead to identical ionization poten-
levels to a high degree of accuracy. ials. This is significant because it implies that the sets of

Using our binding energy measurements in conjunctiorfll@ntum-defect parameters for eachlof0, 1, and 2 are

with accurately known intervals, we calculate the ionizationSelf-consistent.

potential of neutral ground-state sodium. This was done in The work at the University of Missouri—St. Louis was
our previous worK 1], but the calculation employs a differ- supported in part by a NSF grant. T.B. gratefully acknowl-
ent pathway to ionization. Using o data and those of edges support from a UMSL research grant.
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