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We develop an explicitly time-dependent theory for one-step resonant excitation-deexcitation processes of
core electron states in diatomic molecules. Emphasis is placed on a conceptual picture demonstrating how the
effective time of the formation of the spectra—which is influenced by the bandwidth of the exciting radiation,
by the excitation of the molecule being resonant or off resoridatuned, and by the actual core hole
lifetime—changes the appearance of the deexcitation electron spectra. Explicit time-dependent model calcula-
tions for three final states each of-hole excited N (including one spectator decagnd C k—hole excited
CO allow demonstration of the various consequences for the spectral shapes which derive from these influ-
ences. In particular, off-resonance excitation is shown to shorten the effective time of the spectrum formation
below the lifetime of the core-excited state leading to the recently observed collapse of the vibrational structure
in the spectrum. Our calculated spectra also demonstrate the influences of the relative positions and shapes of
the potential curves involved. On resonance, the nodal structure of the vibrational wave functions of the
core-excited state is reflected in the shapes of the spectator decay specjravitti Id soft final state inter-
atomic potential[S1050-294{®8)05308-6

PACS numbsg(s): 33.80.Eh, 34.106:x, 34.50.Gb

[. INTRODUCTION generation synchrotron radiation sources with high bright-
ness combined with monochromators with high-resolving
Excitation and decay of a core hole, whether resonant opower has made it possible to perform studies of atomic and
nonresonant, are usually considered as two separate stepgolecular decay x-ray and Auger electron emission studies
This applies to decay via emission of a photon or of anunder such conditions with unprecedented detail, and has led
Auger electron. However, when the bandwidth of the excit-t0 the discovery of very interesting effe¢®3]. In the Auger
ing radiation is narrower than the core level lifetime width ase and utilizing a nearifout not ideally monochromatic
and tuned to the region of a bound resonance, the two-stefPurce tuned across the I|f_et|me-broadened resonance, the
picture becomes inadequate, and a one-step picture consigdecay spectra have lines which are narrower than the lifetime

ing the excitation-decay sequence as one coherent proce‘é’ th of th? excited statée.g., .they are narrower thgn the
has to be applied. These conditiofly are usually termed corresponding normal Auger lingsmay be asymmetric or

resonant x-ray Raman scattering conditigmien photons even exhibit a double pea_k structure, anc_JI whose p_o_smons
o . and shapes vary, as mentioned above, with the exciting ra-

are detected and radiationless resonant Raman scattering Ofiation frequency4—6]

more often Auger resonant Raman effésRRE) conditions '

h | d aw maril d For molecules an additional factor influencing the appear-
(when electrons are detecledVe are primarily concerned .o of the spectra is the presence of lifetime-broadened vi-

with the latter in this work. y ____brational structure of the decaying core-excited state and of
Under such resonant Raman conditions a number of intefne yibrational structure of the molecule in the final elec-
esting features are found. For ideal resolution of the primarygnic configuration. Typically, the lifetime broadening of
excitation, energy conservation demands that the decay proghe core-excited state is of the same order as its vibrational
ucts, whether photons or electrons, contain the surplus eneye| spacing. This leads to effects known as lifetime-
ergy of the incoming photon when the latter is tuned throughyibrational interference in the decay specii&-10. The
a resonanc¢'linear dispersion”). The linewidths of the de- number of experimental studies under nearly or truly high-
cay spectra are not influenced by the lifetime width of theresolution core-excitation conditiof&RRE or x-ray emis-
intermediate resonance. The cross section, of course, follovejon) rapidly increases for small diatomic molecules like CO
the resonance profilé'resonance enhancement’Most in-  [8-13, N, [8,14], O, [8,15,16, or HCI [17,18, and ad-
terestingly, detuning from the resonance leads to distincsorbed CO19].
changes of the decay spectra. These phenomena have firstThe theoretical treatment of the Auger resonant Raman
been seen for decay via photon emissfoesonant x-ray effect for molecules usually employs a suitably modified
scattering(RXS) or emission(RXES)], and more recently in  Kramers-Heisenberg-type expressfsee Eqs(26) and(27)
Auger emission(ARRE) as well [2]. The advent of third below] for the Raman scattering amplitude after the nuclear
and the electronic degrees of freedom are separated in the
Born-Oppenheimer approximation. The x-ray absorption and
*Electronic address: gortel@gortel.phys.ualberta.ca the electron or x-ray emission events are considered to be a
"Electronic address: menzel@e20.physik.tu-muenchen.de single quantum-mechanical process. The shortcomings of a
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two-step description in which the emission process is considef ARRE, but rather in the ability to relate the observed
ered to be independent of the x-ray absorption become séeatures of the spectra to the time evolution of the system in
vere for short living core-excited configurations for which the metastable excited state, we derive an explicitly time-
the lifetime-vibrational interference effects become impor-dependent expression for the Auger resonant Raman cross
tant. Modern derivations of the Kramers-Heisenberg-type exsection following the explicitly time-dependent formalism.
pressions use a machinery of many-channel resonant and offhe derivation, although lengthy, is simple: we start from the
resonant scattering theory{2,20.. These derivations time-dependent Schadinger equation for a coupled electron-
emphasize the time-independent aspects of the problem amdiclei system, decouple it using the Born-Oppenheimer ap-
make it difficult to obtain direct insight into details of the proximation, and solve the resulting set of coupled differen-
molecular dynamics in the core-excited state. The resultingial equations using plausible approximations along the way.
expression was used to investigate the dependences of th&e result could be as well derived from the Kramers-
gross featureflike the center of gravityof the electron and Heisenberg-type expression for the Raman scattering ampli-
x-ray decay spectra on the radiation frequency and on thtude. Nevertheless, we choose to present the complete, ex-
radiation spectral distribution for harmonic potential surfaceglicitly time-dependent derivation to emphasize the role
[21]. played by the molecular femtosecond dynamics of the mol-
Although the explicitly time-independent expression isecule in the metastable excited state in the formation process
sufficient to simulate in detail the experimentally observedof the Auger electron decay spectra under different tuning
decay spectr@8—10,13—1% using matrix elements and po- conditions of the incident nearly monochromatic x-ray radia-
tential curves which have been obtained by fitting to thetion. The concept of effective lifetime, i.e., the duration time
experimental data or by first principles calculati¢h8], de-  of the scattering process, appears in this approach quite natu-
tailed insight into the temporal molecular dynamics in therally. Secondly, we want to demonstrate that the time-
excited state is helpful and often necessary to understand tltependent expression for the cross section is not only intu-
evolution of the decay spectra as the exciting nearly monottively attractive but that it is also a practical tool allowing us
chromatic x-ray line is swept across and detuned away fronto calculate the spectra. We do this by calculating the ARRE
the absorption resonances of the molecule. As examples wapectra for two participant and one spectator decay of core-
mention the electron decay spectra for[@], the collapse of excited N and three participant decays of €-hole core-
vibrational structure in decay spectra by frequency detuningxcited CO using Morse potential parametrizations of all in-
in CO [12,22, and the quenching of symmetry breaking in tramolecular potentials involved, and following the time
resonant inelastic x-ray scattering by frequency detuning irevolution of the system numerically. Thirdly, we want to
CO, [23-25. Although a time-independent formalism was relate the evolution of the spectfee., their peak positions,
used to actually calculate the spectra, the interpretations pravumbers of peaks, and their shapesthe effective duration
vided often refer to the time-dependent dynamics in the exef the system evolution in the metastable core-excited state,
cited state and introduce the concept of a duration time of thevhich changes as the incoming x-ray radiation is swept
resonant x-ray scattering procd&5s]. through and away from the vibrational resonances. As men-
An explicitly time-dependent theory of the nuclear dy- tioned above, this point was already made in the most recent
namics of decaying states was recently formulated by Cediterature on the subject, but in our time-dependent approach
erbaum and Tarantel[i26] who used it to calculate gross it can be demonstrated explicitly.
featuregcenter of gravity and bandwidtlof the decay spec- The outline of the paper is as follows. The theoretical
tra for broad(nonmonochromatjcexcitation. This approach derivation is presented in Sec. Il along with the discussion of
was then generalized to investigate the effects of the compéahe qualitative features of the expected spectra. Certain more
tition between narrow-band core excitation and electronidechnical points are found in Appendixes A and B. Section
decay on ARRH27], and on radiative and nonradiative x- lll is devoted to the numerical calculation of the spectra and
ray resonant scattering specfg,28. In particular, in Ref. a detailed discussion of their features. This is mainly done
[27] the ARRE spectra were computed fog Bnd Q mol-  for N,, with CO serving to strengthen the points already
ecules within the time-independent approach and comparesiade for N, and to emphasize some additional ones. Ana-
with the ones calculated by numerically solving a set oflytic expressions for all the wave functions used in this part
coupled time-dependent Scklinger equations. The latter are listed in Appendix C. A short summary and conclusions
approach has the advantage that it is possible to observe haawe contained in Sec. IV.
the spectra are formed as the system evolves in time. How- Before proceeding, several points should be stressed.
ever, it is CPU-time intensive and the interpretational appeaFirst, all numerical results presented in this paper could as
of an analytic derivation of explicitly time-dependent expres-well be obtainedand some of them were, indef®,10,13—
sions for the spectra from these equations is lost. We hav&5)) in the time-independent approaches. In particular, the
already applied in the pak29] the time-dependent approach lifetime-vibrational interference effects discussed in these
used in this work to investigate vibrationally resolved pho-references are fully accounted for in our examples although,
todissociation of diatomic molecules through the Auger de-in our opinion, the explicit decomposition of the spectra into
cay of a bonding core-excited state and Sec. Il may bédirect” and “interference” contributiondcf. Egs.(26) and
viewed also to be a derivation of the expressions used ther€27) below] emphasized in these works is a somewhat artifi-
In carrying through the development of our own approackcial result of the time-independent approach. Less numerical
in addition to the existing treatments mentioned, we haveeffort is needed in our time-dependent approach, particularly
been motivated by the following three goals. First, aiming atfor systems with shorter lifetimes. Second, the time-
the reader not mainly interested in purely theoretical aspectadependent approach becomes numerically impractical, at
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least without further approximations, for systems with dissotonian” He(r,x) depends parametrically arand consists of
ciating excited state$18,28,3Q while our time-dependent the kinetic energies of all electrons, and of electron-electron,
expressions can be evaluated in such cases without amectron-nuclei, and nuclei-nuclei potential interactions. In
added numerical effort. Third, for such systems, and probthe dipole approximation the interaction with the radiation
ably for adsorbed species as well, a dependence of the Auggeld involves the molecular dipole momep(r,x) and the
decay rate on nuclear coordinate should be accounted fofadiation electric fieldE(t) = £,(w)cost). Initially, for t
For time-independent approach@shich must be reformu- <0, j.e., before the molecule gets illuminated by the radia-
lated right from the startthis would result in almost intrac- tjon field, the system is in the globdi.e., electronic and
table numerics31] while the time-dependent expression, nycleay ground state of the moleculgl;,)) which then
triviaIIy modified, may be a Starting pOint for numerical cal- evolves according to the Sc}mger equation
culations which can be handled by the programs developed
in the course of this work. Work in this direction is in . .d
progress. Fourth, the time-dependent expressions for the H[W (1)) =ifi [V (D). 2
electron spectra can be further simplified. For example, the
time evolution in the core-excited state can be followed anatere, we use Dirac’s notation: a “double” két...)) is
Iytlcally for harmonic representation of the Correspondingused to represent e|ectr0nic_’. . ), andnuc|ear,| . _>’ de-
potential surface. Even for the Morse potential representagrees of freedom, respectively. The subscript “in” stands for
tion, an approximate analytic time evolution can be givensjpitial” throughout the entire paper.
[32,33 based on Heller'd34] semiclassical method. Not  To proceed with the solution of E42) we identify state
much is gained in such cases when the time-independeRctors of diabatic electronic configurations relevant to the
approach is used. process considered. Thus we have the ground state configu-
ration |CI>g) with all electrons filling the lowest-energy orbit-
Il. THEORY als. The radiation excites the system resonantly to a configu-
: . ration in which an electron is promoted from an atomic core
In this section we develop the one-step theory of resonany i1 (usually the % orbital of one of the atomsto the

o o e o e b oS! Lnocctpied molecuarobtal, e deeredy) e
P y RO corresponding core-excited state. This configuration is un-

In‘eUmg width of the intermediate core-excited state. TheseStable against Auger autoionization decay in which one of
conditions are usually termed Auger resonant Raman condJ[—

: . ; . he outer shell electrons fills the core hole and another is
tions 6!”0" as m_entloned, can be realized expe_rlmentally byeleased from the molecule. The electron promoted in the
utilization of third generation synchrotron radiatidSR) i

. - d receding excitation step may or may not participate in the
sources. We will explicitly use a time-dependent approach ttg g P may Y b P

the nuclear dynamics not only because it is numerically mor ecay giving rise to the commonly used distinction between
efficient thanyits time-inde eyndent counterpart but al)éo be‘?participant” and “spectator” Auger decay process. ifis
cause it provides intuitive gnd hysicall at?ractive inter re-the set of all quantum numbers needed to identify the quan-
. P ) phy y att P'®um state of the released electrhspin is ignored therfik
tations of the main features of the numerical results. Al-, . i .
L : . is the free electron momentynand f identifies the final
though our initial theoretical formulation, analogous to the . ' . I
) : electronic configuration of the ionic molecule, then we de-
approach proposed to model Raman scattef8, is quite note by|®;,) the state of the corresponding final electronic
general, the theory will be applied specifically to diatomic YI®ix P 9

. o . configuration. The outgoing electron is included in it, so we
molecules for which the nuclear dynamics is essentially On%avegan entire contingumgof possible final electronic con-
dimensional. For the sake of completeness and to strengthen . : )

; : : igurations corresponding to the continuum of states of the
the interpretative and pedagogical aspects of our approacrgIease d electronp The gubscri @sd, and f in the state
we provide in Secs. Il A and Il B an explicit time-dependent e o " )
derivation of the spectra with all apprpxim_ations explicitly ;/etgtrorsstaizo}/oer E‘;l‘g(rjoijnn(;h’e“((:j(i)sr::?(i?e?’n (ig‘%_gziggge:t;zﬂned
spelled out. The reader interested mainly in the results and’ '

their interpretation may take note of E@2) and the discus- and “final (ionic)” electronic configurations. Different Au-
sion following it, and then proceed directly to Sec. Il D ger decays correspond to different final ionic configurations

f. In the spirit of the Born-Oppenheimer approximation all
the state vectors defined above depend parametrically on the
actual value of the nuclear coordinates

Consider a molecule as a physical system consisting of Expanding the global state vectoF (t))) into these elec-
nuclei and electrons interacting with the soft x-ray radiation.tronic configurations
We denote a collection of coordinates specifying nuclear po-

sitions byr and those of all electrons by. For a diatomic B
moleculer is a vector joining the two nuclei. The total |q'(t))>_|Xg(t)> |‘Dg)+|)(d(t)> |¢d)+% Ixek(D) [P,

Hamiltonian of the systeni(r,x) can, in the spirit of the (3
Born-Oppenheimer approach, be written as a sum

A. Basic equations and their solutions

inserting it into the Schidinger equation2), and closing
=T+ He— p- E(1). 1) from the left with @ ,| (@=g,d, and (fk)) we obtain the set
of coupled equationévhich, for the sake of brevity, will not
The kinetic nuclear energy involves derivatives with re- be given hergfor the “expansion coefficients’|x,(t)). In
spect to the nuclear coordinatesThe “electronic Hamil-  the position representation these coefficients depend on the
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nuclear coordinates and are the wave functions describing =d and (fk) because the radiation field is needed to promote

the state of the nuclear motion when the electrons are in thghe system to these configurations. F}@&‘”(t» one gets the
ath Conflguratlon. Der|V|ng these equa“ons, the Born'stationary state evolution ex.p(Eint/h)|¢/in>_ Next, the set

Oppenheimer approximation is used, i.e., the contributiongf equations for the contributions linear in the field is ob-
due to the action of the kinetic energy operaioron the  tained

electronic stategd,) are ignored. Furthermore, it is as-

sumed that the states describing the electronic configurations d

are chosen in such a way that only the following matrix 'ﬁa|xd(t)>:Hd|Xd(t)>+f§|; Wil x 1)
elements of the Hamiltonian do not vanish: '

(DglHelPg) =V, (4a mePRED Dl (9

(Pg|HelPg)=Vy, (4b) iﬁ%b(fk(t)):(Hf+5k)|)(fk(t)>+WIk|Xd(t)>a (7b)
(PadHel P =Va=Vit &, (49 Subjected to the initial conditionea(t=0))= |xs(t=0))

()=, a0 Pere i one vt ke Cat foroach posse
(Dgl | Dy)- E(1)=D- E(1). (49  dropped in Eqs(7). These equations differ from the usual

Schralinger equations by the presence of the core hole—ionic

Diagonal matrix elements i, i.e.,Vy, Vg, andVy are ~ coupling terms defined in Eq4d). Furthermore, the radia-
the r-dependent energies of the system of all electrons in théon field continuously promotes the system from the initial
corresponding electronic configurations. Note, however, thaground state configuration;,) up to the core-excited state
due to the negligible influence of the released electron on thecf. the last term in Eq(7a]. The set of Eqs(7) should be
energy of the electrons remaining with the molecule, the ensolved for|x(t)) which describes the state of the nuclear
ergy Vi is the sum of the kinetic energy of the releasedmotion of the molecular ion in the final stateat a timet
electron&, and ther-dependent energy; of the electrons Provided that the departing Auger electron has a momentum
remaining with the molecular ion. The only nonvanishing k.

off-diagonal element of, [Eq. (4d)] represents the Auger ~ Formally, a solution to Eq(7b) is

autoionizing coupling between the discrete core-excited mo- .

!ecylar copﬁgurgtlom and the contmgum of fmgl electronic Ika(t))z(iﬁ)*lf dtre*(i/h)(Her«Sk)(tft’)WIk|Xd(tr)>_

ionic configurations {k): the electronic leveV, is embed- 0

ded within the continuum of; levels. Finally, it is assumed (8
that the molecular dipole moment couples only the ground ) o

state configuration with the core-excited configuratio.  nserted into Eq(7a) it gives

The possibility of direct photoemissidne., dipole coupling d

betweeng and (fk) configura'tion$ is, therefore, 'ignored iﬁd_lxd(t»:Hd|Xd(t)>+(iﬁ)*l

here. Our present treatment is thus not appropriate for the t

discussion of interference effects between direct and reso-

t
nant photoemission. It can be generalized to include these xf dt’ F(t")| xq(t—t"))
effects without too much effort. For future use it is conve- 0
nient to define the molecular Hamiltonians _GIBE:
—e” (WERE(t) - D|¢hn), 9
H,=T+V,, (5)

where the second term on the right-hand side accounts for
wherea=g,d, andf. At t=0 all | x,(t=0)) vanish except the memory of the entire past evolution |afs(t)) through

for the ground state electronic configuration<{g) for  the memory kernel
which the initial condition is

| Xg(t=0))=]4in), (6)

where|;,) is the ground state wave vector of the electronicphysically, reading Eq(8) from right to left, the system
ground state Hamiltoniahly. The energy eigenvalue corre- evolves first in the core-excited electronic configurationp
sponding to itE;,, is the lowest possible energy of the sys-to timet’ when it decays emitting an electron with momen-
tem. tum 7k (term W},). Then, the system evolves up to tirhe
For sufficiently weak interaction with the electromagnetica|Ong the potential energy surfadg (recall thatH; in the
radiation we may expand the solutiopg,(t)) into a power  exponential time evolution operator contaivtg). The time
series in the strength of the radiation field and keep only th‘?ntegration accounts for the fact that the decay may occur at
contributions independent of ity{"(t)), and the contribu- any instant between 0 arid The time evolution in the core-
tions linear in it,|x{¥)(t)). Correspondingly, the equations excited electronic configuratiod, as given by Eq(9), is
break down into a set independent of the field and another setore complicated as it is affected not only by the usual evo-
linear in it. Solving the first set leads tq{°)(t))=0 for « lution along the potential energy surfadk (contained in

Hb)= fEk Wy e (M0t wi, (10
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Hq) and by the continuous radiation pumping from thedoes not depend on the orientation of the molecule. This
ground state but, as seen in Ef0), also by virtual transi- approximation allows us later on to pull o&{t)-D in front
tions from the core-excited configuration to an ionic oneof all operators but it precludes a correct treatment of the
[term WIK in Eqg. (10)], followed by the evolution alony; dependence of the investigated processes on the polarization
and then by the virtual transition back to the core-excitedof the incoming radiation.
configuration. The summation ovetin Eq.(10) is due to the Invoking both approximations in Eq12) one can check
fact that virtual transitions may occur “to” and “back by direct substitution that its solution is
from” any ionic configurationf. t

To deal with the memory kernel we note that the summa- izl 1 o (i) Ejp(t—t'
tion overk in Eq. (10) is in fgct an integration over the broad xa(t)=—(if) 80(w)-Df0dt e (ST
free electron energy spectrum because a&fghis expected
to vary slowly across the spectrum. Therefore we assume ><coiw(t—t')]e‘“/’”’}q’>d(t’)>. (13
that Wi, =W; does not depend ok at all and convert the
summation ovek into the integration ove€,. The expres- Here,|¢4(t)) is the solution of a standard time-dependent
sion on the right-hand side of E(L0) becomes proportional Schralinger equation without the optical potential and with-
to 8(t), i.e., effectively the memory in the system is wiped out the radiation driven term
out. The result is

d
A i i ba(t) =Hal ¢a(1), (14
F~mhpe2 [Wil?8)=3To0), (D
subjected to the initial conditioppy(t=0))=|i,). The ex-
wherel' = 27p.3¢|W;|? and p, is the average value of the Plicit time dependence of the radiation field was used in Eq.

free electron density of states over the relevant part of thél3).

free electron spectrum. Inserting now E@1) into Eq. (9) Equations(8) and (13) together form an approximate so-
we get lution to Eqgs.(7). For these solutions to be of use a standard

time-dependent Schdinger equatior{14) must be indepen-
. d [ E dently solved. In the next section these solutions will be used
'ﬁab(d(t)): Ha= 5T [|xa(t)—e "E(t)-Dl¢in),  to derive quantities of direct experimental interest.
(12
B. Observables

which apart from the last radiation pumping term looks like
an ordinary time-dependent Schinger equation in which
an imaginary optical potentiatiI'(r)/2 is added to the po-
tential energyVy(r). Its presence accounts for all possible
Auger decays and results in the gradual decrease of the a
plitude of | y4(t)) with time.

Usually, more than one decay Auger mode is available fo
the decay of the core-excited state. This is taken into account f\_pf|f
by summing ovef in the middle term on the right-hand side Hilen)=Eilex- 19
of Eq. (78 and by having one equation like EGb) for each  Here x represents the set of all quantum numbers necessary
possible decay modk The optical potential in Eq.(12)is  tg identify the eigenstate of the nuclear motion in which the
due to all possible modes of Auger decay and it appears ifyolecular ion can be detected. In particular, such a state may
Eq. (8) implicitly through [ x4(t)). W, explicitly present in  pelong to either a discret@ibrationally excited molecular
Eq. (8) refers, however, to the individual-mode decay ratejon, localized statésor a continuougdissociating ion, ex-
corresponding to the particular final electronic configurationtended statgspectrum oH; . The superscripté are used in
f to which the state vectdi(t)) belongs. Eq. (15) to specify the electronic configuration of the mo-

Two more approximations will be made in what follows. |ecular ion after decay, i.e., it specifies a particular Auger

In contrast, however, to the approximation in which thedecay mode. When a molecule is illuminated by radiation in
memory effects are ignored, they may be relatively easiljthe frequency intervald,w+dw) then

relaxed in a more sophisticated version of the theory. The

first one replaces thedependent optical potentiél with a . . d o )
coordinate-independent constant. This approximation might, dPy tk(w)=1lim a|<¢x|ka(t)>| (16)
however, be questionable for systems in which the core- e

excited state is purely repulsive along some generalized co- - i
ordinate. This is%eca)tljsepthe Auger dgecay ratg in a moleculdy the ra'te(probab|l|ty per unit timg that the released. elec-
configuration (when all constituents of the molecule are ron havmg mqmentunﬂk (anpl energyty) quves behind a
close togethermay be different from the Auger decay rate molecular ion in the stat& of its nuclear motion due to the
when one aton'ﬁ\or group of atombgets substantia”y sepa- fth mode of Auger decay. The differential dP refers tO the
rated from the rest. In the second approximation we assumieequency intervaldw, i.e., we anticipate here thatP is
that the transition dipole momeB, defined in Eq(4e), does  proportional todw. The rate with which the ions in thigh
not depend on the nuclear coordinategn particular that it electronic configuration anith state of their internal motion

Note that the final electronic configuration corresponds to
a free electron receding with a momentdirk from the mo-
lecular ion in the electronic configurationwhose internal
10lecular motion is governed by the Hamiltonidn. Using
a properly designed detector the ion may be detected in any
Ieigenstate ofH;:
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are generated, and the rate with which the Auger electrons ) 8 1 187

with a momentumik and resulting fronfth mode of decay  [&o(@)]"=|7——|-—dl(w)=| 7——|-—1G(0—w )dw,
. meg| C 41eg| C

are detected are, respectively, (19

: _ : where |, is the total radiation intensityG(w— w,) is the
dP“(w)—Ek APl @), (173 radiation line shape function centered around the nominal
radiation frequencyw, , and c is the speed of light in
. . vacuum. The factor in the square brackets containing the
dPg(w)=2 dPy (o). (17D vacuum permittivity constant, should be ignored if the
* Gaussian system of units is used. For radiation with a Gauss-
ian line shape with full width at half maximurtFWHM)

The rate in Eq(179 for X restricted to the dissociating ex- equal tol", we have

tended states dfl; was recently usef29] to investigate the
photon energy-dependent photodissociation yield and the N

1/2
time of flight spectra for the core hole photoexcitegl iNol- Glo—w )= 2In4 ext] — 2In4(w— w )4T?].
ecules. In this work we concentrate on the Auger electron T E -
spectra which will now be derived from the rate in E§7b). (20

To get the matrix element needed in E@6) we insert
|xa(t)) given in Eq.(13) into Eq. (8) to get|xs(t)). We  As anticipated below Eq16), dPy () is proportional to
close it from the left with(¢"|, use Eq.(15) to replaceH;  dw and the probability per unit time that a molecule illumi-
with E; in the exponent, and replace feft—t')] with a  nated by the beam of intensity and a nominal frequency
sum of exponentials. After dropping the irrelevant time-w_ emits in thefth Auger decay mode an electron with a
dependent overall phase factor we get momentunvik is

2

v
——1,D?|W,|?
el | W]

(ol xr(D)

pfk(wL)Ef dPg(w)=| ——

1 t ) ] ) 4’7T€0

=—<m>2§eo<w>-o{ f At e (1) (B o Ej =5t
0

xE G((Ef+&—En—fw)/h)

t’ . "

1 A(i1h)(Ejnt+ho)t

xfo dt”e! 5

X

© . f
fo dte(llh)(E?ergk)t efl“t/2ﬁ<¢;|¢d(t)>

x e TP} | Wiy q(t")
t (21)
+f dt,e—(i/h)(Ein—hw—E;—Ek)t' . L L :
0 Here,D is the projection oD on the direction of the electric
field, and the Auger decay matrix eIemeW]Tk was replaced
> ftldt;/e(i/ﬁ)(Ein—hw)t" with a constaniV; and pulled outside the matrix element in
0 Eq. (18). Note thatW; in front of the above expression cor-
responds to thearticular Auger decay mode corresponding
—Tt"12hy _f i\t " to the final electronic configuratioinof the ion, in contrast to
e (or/Wrd $a(t")) (18 the =¢|W|? defining the decay ratE [cf. Eq. (11) and the
discussion after Eq12)]. The energy conservation Dirat
As already notedD was pulled out to the left of all opera- function was effectively replaced with the line profile Gauss-
tors. If itsr dependence would have to be accounted for, thefien when the integration across the spectral line was made.
D should be placed inside the matrix element to the right ofNote thatlbfk(w._) containsk through&, so it does not de-
W],.. The two terms in the curly brackets differ only in sign pend on the direction ok. This behavior is expected for
in front of Z w. randomly oriented molecules in a gas and/or unpolarized ra-
According to Eq.(16), the above matrix element must be diation but here it results from neglecting a possibteepen-
squared and differentiated with respectttbefore the limit  dence ofD and is obtaineeforeany averaging over mo-
t—o is taken. The procedure is of some interest but rathelecular orientations and/or polarization was done. This
technical so the details are given in Appendix A. The netmakes such averaging unnecessary, and the comparison of
result is that, ifE;, is the lowest energy which the system canour results should be made with averaged experimental re-
have, then only the first term in the curly brackets of B@) sults.
contributes. In the long-time limit, this gives an expression So fark is a discrete index and in order to convert the
for dp}(,fk(w) which is proportional tO5(Ein+ﬁw—E; probabilities into probability distributions, appropriate den-
—&). The latter expresses the overall energy conservatiofity of state factors must be introduced. Thus
for the process. Squaring the matrix element we encounter B (w, ) po(€)dEdQ /4 is a probability per unit time that an
square of the electric field amplitud®(w) which can be irradiated molecule emits an electron within the energy in-
related to the radiation intensityl (w) within the frequency terval (£,£+d¢€) into a solid angledQ (in an arbitrary di-
interval w,w+ dw: rection). Writing down this expression explicitly, one should
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replaceg, with £. Dividing further by the flux of the incident tum numbers needed to specify the vibrational state of the
photons|,/Aw, and by d€dQ we arrive at the electron core-excited molecule and it is assumed here that the disso-
energy-dependent differential cross section for the electrofiiating states of such a molecule have negligible overlap
emission process. Among others, it contains a factowith the initial statefy;,), i.e., the core hole excitation does
27pe(€)|W|? which, being proportional tq/&, is practically ~ not lead directly to dissociation. The solution of the Sehro
constant because typical Auger electron energies are of tHénger equatior{14) can be written as

order of a few hundred eV, while an Auger spectrum for any i

decay mode extends only over a few eV. Therefore, consis- )= expg — —Edt) dy o9 o (25)
tently with the definition below Eq(11), this factor may be |44(0) g i Bt 1)l

replaced with the decay constaht being a contribution . . . . .
which the particularfth Auger decay mode brings to the and inserted into Eq22). We note in passing that this as-

overall decay ratd’. Thus we get the following expression SUMPtionis notmade in our time-dependent approach here.
for the differential cross section: This will allow us to apply it to the treatment of weakly

bounding or dissociating core-excited states without any ad-

d204(€) 1 1T+, D2 ditional numerical effort. The time integration in E{2)
AN Ll can then be explicitly performed and the resulting cross sec-
déedQ 4’77'60 2cﬁ3 tion is
d?0o(E) 1 ] D?
X >, G(Ef+E-E,—hw)lh) ele) _ L fie p _
X x " dédQ  |4meq| ch ; C((EBx+E~Bn—ho)lh)
o0 2
« j dteli/MER+or e TV (o1 (1)) X (M gir+ Miny), (26)
0
where
(22)
. . . I's/2
Recall that the summation over is a summation over all Mair= > [(or |l )| 2 f ,
possible eigenstates, localized and extended ones, of the s (ol o) Sl g (Ef+E—E9)?+(I'/2)?
Hamiltonian H;. Normalization in a box of volumé/ is (279
used for the extended states so the quantum indexdis- ,
crete and(¢h| @', )= 8y x - e derodi for f1od sy ed
A simple property of the time integral in ER2) will be Mine= 2, (il W)Wl @)@l iy ) (W | i)
useful in the ensuing discussion of the electron spectra. If in o
the integral I'¢/2
X
. (Et+E—EY-iT/2)(Ef+E—EY, +iT/2)
J dteli/mot e—rt/zﬁF(t), (23)
0 (27b)

the functionF(t) varies slowly in time in comparison with are sometimes referred to agect and interferenceterms

the exponential factors then the main contribution to the in{36], respectively. The direct term contains a series of
tegral is due to times limited by theffective lifetimer,;  Lorentzian peaks of FWHM determined by the lifetime of

=2#IT o, Where the core-excited state and centered around the electron en-
ergy £ equal to the energy difference between the vibrational
[ oil2= Q%+ (T'/2)2. (29 energyES of the core-excited molecule and the final internal

energyE; of the molecular ion. The interference term was
Consequently, the time spans over which the integrand in Eqnvestigated in detail by Gel'mukhanost al. [37]. If the
(22) effectively contributes to the formation of the electron jnterference term is ignored, the Auger spectrum is a product
spectrum may, for certain energi€sbe significantly short-  of the Lorentzians with the spectral line Gaussi@fiw
ened below the actual lifetimefi2l" by the destructive os- — ) given in Eq.(20). This was anticipated in a recent
cillations in the time of the integrand in E1). An effec-  analysis of the atomic ARRIE4,5]. The interference term
tive lifetime, called the duration time of the resonant x-ray contributes to the spectra in the wings of the peaks given by
scattering process, was recently introduced in 28] and  the direct term and is responsible for the lifetime-interference
used to account for the collapse of vibrational structure ineffects in Auger emission spectra of molecu[&s-10]. In
decay spectra by frequency detuning in €12,22, and for  our view the division of the spectra into direct and interfer-
quenching of symmetry breaking in resonant inelastic x-rayence terms is a somewhat artificial result of the more com-
scattering by frequency detuning in ¢23-23. monly used time-independent picture of the process. Such a

We conclude with relating the time-dependent result fordistinction is absent from the time-dependent picture.

the cross section to the normally used Kramers-Heisenberg- Usually the time-independent treatment has been applied
type expression derived within the time-independent apfor numerical analysis and interpretation of Auger and x-ray
proach. We introduce the eigenstates of the core-excited staé@attering spectra[8,9,13,15,23,3p although the time-
HamiltonianHg, i.e., |¢¢) corresponding to the energy ei- dependent picture has also been invoked in a qualitative
genvaluesE‘v’. The quantum number stands for all quan- [12,18,21,22,2Banalysis. In Ref[27] the time-dependent
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approach was explicitly used for the quantitative analysis by d204(&)
directly solving Eqgs.(7b) and (12) numerically. This ap- dedq
proach allows one to follow the formation of the Auger elec-

tron spectra in time as the wave packet evolves along thg, which the summation ovex runs over the localized and
core-excited state potential surface. The same insight cafe extended eigenstatesldf, respectively. Following the
hOWeVer, be gained by Ca|CU|ating the SpeCtra from(Ea). procedure described in Appendix B we get

for several lifetimesi/I" or, as we will see later, for the

x-ray radiation significantly detuned from the resonant exci- d%o¢(&)\'°

tation conditions. Both pictures are complementary and helpt qgqQ

ful in a full understanding of the main features of the numeri-

cal results presented in this and the other cited work. We
shall see, however, that intuitively attractive explanations of =
all these features can be given entirely in terms of the time-
dependent picture. For the actual numerical applications our
time-dependent formulation is not only easier but it seems to X
be the only practically feasible one when the theory is ap-

plied to analyze details of the Auger spectra for systems wit? A0y (£)| e
dissociating excited state potentidls3,28,3Q V4(r) and/or _e)
coordinate-dependent decay matrix elemaémigr). d&dQ

(29

d20'e( 5) loc dZO'e( 5) ext
dédQ) dédQ) '

1

Ff(l)LDZ f
pr > G((E}, +E—En—thw)lh)

2ch®

J'O dtel/MIE, +ot e—rt/2ﬁ<u;,|ud(t)> ’ (309

1

47eq

FwaDz
2¢ch3

C. Applications to diatomic molecules =

| daciE@) + e Ea-hoim

For a diatomic molecule, the set of nuclear coordinates
is a set of three components of a vector connecting both
nuclei, and all potentials are spherically symmetit;(r)
=V,(r) wherer=|r|. Therefore, all necessary wave func-
tions, Yin(r), ¢a(r,t), andel(r), can be expanded into series Here,( | Yisa one-dimensiongl integration ovreinvol\{ing
involving spherical harmonic&(f) (7 is a unit vector the radial wave functions defined below. Thugr,t) is a
alongr). For the duration of the scattering process muchsolution of the time-dependent one-dimensional Simger

shorter than the molecular rotation period the scattering croggduation involving the core-excited state potential energy

section may be evaluated in a sudden approximation wittYa(") (« is the effective mass of the relative motion of both

frozen molecular orientation and, in view of the forthcoming constituents of the molecute
averaging over molecular orientati¢B8], the initial wave
packet may be taken spherically symmetforresponding
to the rotational ground state of the molequl remains
spherically symmetric throughout its time evolution; so when
the scalar product is taken With;(r) in Eq. (22), only the  with the initial conditionugy(r,t=0)=u;,(r) which is the
s-wave component of the latter contributes. This allows us t®®ne-dimensional ground state wave function in the ground
rewrite the expression for the cross section in a form instate potentiaWVy(r):

which only one-dimensional integrals occur. We also see that
these symmetry arguments must be modified ifthteepen-
dence of the molecular dipole moment transition matrix ele-
mentD(r) is not ignored.

~ The summation ovex in Eq. (22) runs over both local-  Next, u’,(r) in Eq. (309 is the bound state wave function,
ized and extended energy eigenstate$ipf From now on corresponding to the energy eigenvanfcp<0, of the one-

we consider only one Auger decay mode and introduce th%imensional Scfintinger equation involving/(r):
energy scale with the origin at the asymptotic valu&/gfr), A

i.e.,

o 2
X f dte(i/h)(E(q)+€)t e—Ft/2h<uf(q)|ud(t)> ) (30b)

0

12 52
2 gz TV

ud(r,t)=ih%ud(r,t), (31

h? d?
— + V(1)

T 24 gr? Uin(r) = EinUin(r). (32)

%2 d?
“2uge

£ of
lim V¢(r)=0, (28) up (N =Egup,(r). (33

Here and in what follows we use a prime to label the vibra-
so the energy corresponding to the localized states in thiional levels in V(r), i.e., n'=0",1",2", ... . Finally,
potential is negative and that for the extended states is posi (r,q) in Eqg. (30b) is the extended state wave function of
tive. For the latter, the wave functiomg,(r) must satisfy the ~the same Schdinger equation corresponding to the energy
incoming boundary condition for its scattered wave compo-<€igenvalueE(q) =%2q%/2u [with the asymptotic condition
nent and the summation ov&must eventually be converted (28) there is no need for the superscripin E(q)]. Its nor-
into an integration. Details are given in Appendix B and heremalization is fixed by requiring that far— we have
we list the results only.

— _ .. 7
tior]’She cross section in Eq22) consists of two contribu uf(r,q)— \gsw[qH- DACHE (34)
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where 85(q) is thes-wave phase shiftits value will not be  sitions, given in Eq(35), coincide with the energie& for

needed which the condition(36) can also be satisfied. This is
achieved by tuning the radiation resonantly to the energy
D. Qualitative properties of the electron spectra difference between theth vibrational level of the core-

L - . - excited molecule and the initial ground state of the system
Before going into specific numerical examples it is worth-

while to discuss qualitative features of the expressions in
Egs. (30) for the electron spectra. In particular, we would
like to show how the early and the late stages of the timef

evolution of the wave packet can be accessed by varying th e referred to as “resonant primary excitation conditions”

frequency of the nearly monochromatic x-ray radiation an " ) ; .
how the electron spectra are affected by the time span ovepe peak positions in the electron spectra, given in (88},

which the spectra are formed. Gecur at the energies
We reiterate that we deal here with a coherent process in
which the photon absorption and the subsequent electron

emission cannot be considered as two independent steps,

Therefore the energy does not have to be conserved in ead¥1ich may formally be labeled by bo#handn’. For reso-
step separately but only in the entire process. If the photof@ntly tuned radiation the time-dependent wave packet con-
4w is absorbed and the ion is left in the vibrational smate tioutes to the formation of the spectra around the peaks for
after an electron with the kinetic energyis emitted, then the longest possible times limited only by the ag;al lifetime

‘ _ ' . of the core hole. Consequently, according to Bf), each
rEala?;ﬁ:n_;n;;eglngr%?:zlq?rinﬂxgnfor n(Eia;Iy gﬁrozgﬁ?ﬁtlc peak in the electron spectrum may be viewed to be a result of
G in Eq. (30 I? Y 1€, di yh | the energy conservinguger transition from the vibrational

(“’t“"]g) ml qt.( a], peaxs are letxpecte In the electron;jniermediate state of the core-excited molecule to the vi-
spectra for electron energies equal to brational final leveh’ of the resulting molecular ion. These
gpea —ho +E —E . 35 peaks will be labeled wnlq\n’ in the graphs which corre-

n k(wL) @LTEInT En (35 spond to the resonant primary excitation of the molecule to

The time evolution of the wave packet is exponentiallythe vibrational leveb (e.g., 0\07, 1\,0", 0N\,1', etc).

damped so the main contribution to the time integral in Eq.d Ourdmat|? mte;gst |r]1 ttf?ls worr 'Sf to contras'f tthe_ time-
(308 comes from the time span corresponding to the coreai.pen 3” o'rbmz 'OE 0 e.tipfﬁ re; or rt;sona? thunlng c;)n-
excited state lifetime &/I". In other words, the time- lions described above wi € Tormation of the spectra

. . when the resonant tunin nditions are not met. When th
dependent wave packgtr, rather, its overlap WlthJ;,(r)] en the resonant tuning conditions are not me en the

) ! . radiation detuning energyAQ=|E;,+#%w —E% =%
contributes effectively to the formation of the spectra for a g 9y [Entho —E,|=%|o,

T .
time no longer than it is permitted by the lifetime. This rel- wi is, for anyv, much larger thari'/2 then, acqordlng to
evant time evolution may be, as discussed below €8), Eq. (24), the time-dependent wave packet contributes to the

further shortened and the result rendered smaller by the d ormation of the spectra for times shorter than the actual

structive oscillations of the-dependent integrand. The time- Ife6etlmnfaZhél;ar?:c;tril(:eaﬁor:f-fee)::?ttii S;tatisrr;?]é?s(;fatigv;jsﬁgn
dependent wave packet contains components oscillating withe o May y PP
o . S spectra.
frequenciesk, /% corresponding to the vibrational energy
levels of the core-excited molecylef. Eq. (25)]. Therefore,
as seen from Eq$24) and(30a), only for electron energies IIl. NUMERICAL RESULTS

satisfying the condition

ho =E'—E =t} (37)

or some fixedv. Under suctresonant tuning condition@o

M wh)=EI-E, (39)

n’:

We are going to present a number of calculated electron

r spectra for two model systems, diatomig Bnd CO mol-
|E+ E;, —El<= (36)  ecules, to illustrate how their features vary with varying en-
2 ergy of the exciting radiation, and how they depend on the

] o ~ types of potential curves involved. To demonstrate the influ-
are the destructive oscillations not present for one particulagnce of photon bandwidth, we use two values for; bine

(vth) component of the wave packet. This component effecapove and one below the core hole lifetime width. To em-
tively contributes to the formation of the electron spectrum abhasize some different aspects of the spectra we will also
the energyc for as long as it is permitted by the actual core geyote a shorter subsection to CO using the photon band-
hole lifetime 2:/I", and its contribution at this energy domi- \idth from recent experimen{$]. Infinite resolution of the

nates over the contributions due to all other components délectron energy analyzer is assumed, but some remarks as to
the wave packet. For electron energfefer which no (' ,v) its influence will be made.

pair can be found for which the conditid86) is satisfied the
most significantly contributing components of the wave
packet contribute, according to Eq23) and(24), for times
shorter than the core hole lifetime and the resulting value of We specify now all the potentials to determine the wave
the cross section is relatively small. functions to be used in the numerical work. The most con-

The conditions most favorable for relatively large crossvenient analytical form fobonding potentials is the Morse
sections are met when the nominal radiation frequency ipotential form. For the final ionic state potential we write it
chosen in such a way that possible electron energy peak pas

A. Model potentials and system parameters
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Vi(r)=V(e 27— 2e=r(r=re)y, (39) to the energy difference between the initial stégeound
state of the electronic ground state of the molecaled the
It satisfies the asymptotic conditiq@8). For the electronic  vibrationalv =0 ground state of the core-excited molecule.
ground and the core-excited state potentials, respectively, wgimilarly, grel=g corresponds to the kinetic energy of an
choose, apart from an additive constant, electron emitted by the decaying core-excited molecule in its
B (=) ) vibrationalv =0 ground state which leaves the molecular ion
Vg(r)=Vy(e 7e" e’ —1)%, (40 in its vibrationaln’ =0’ ground state. All numerical results
in this paper are presented in terms of these relative radiation
frequencies and relative Auger electron energies.
The Morse potentials allow us to obtain analytic expres-
jons for the wave functions used in both expressions, Egs.
? 0), for the cross section. They are not needed for the dis-

Vy(r)=Vgy(e 7d—Td—1)2, (41)

Besides the equilibrium positiom,, (e«=g,d or f), each of
the potentials has also two other parameters, the potenti
depthV, and the range parametey,, which are chosen to

. ; : : ion to follow so we list them in Appendix C: in Egs.
fit the experimental spectroscopic data, i.e., the frequency ssion : .
the bottom of the potentialw,, and the anharmonicity, 1), (C3), and (C4) the expressions for the initial wave

X, , of the potential: packetu;,(r), for the bound state wave fu?ction’,ﬁ,(r), and
for the corresponding energy eigenvallgs , respectively,
are given. The time evolution of the wave packet is followed
numerically, although approximating the initial wave packet
by a Gaussian given in EqC2) and using Heller's/34]
Vo= N2uh @ X/ h. (43)  semiclassical method of solving the time-dependent Schro
dinger equation it is possible to derive an approximate alge-
This usually results in Morse potentials with a dissociationpraic expression also for the time-dependent wave packet
energy D,=fw,(1-X,)%/4x, (i.e., the energy difference y(r,t). The exact numerical solution is used, however, in
between the asymptotic value of potential and the energy ohis work. For the extended state wave functidir,q) the
its ground statewhich underestimates its actual value. This most convenient expression is provided using the WKB ap-
could be a problem for particularly weakly bonding final proximation. For the Morse potenti&k(r) such an expres-
ionic potentialsV¢(r) (as in one of the numerical examples sjon has a simple analytic form which is listed in E685)—
presented in this wodkand in such cases a reasonable com{C7).

promise must be made in choosing the Morse potential pa- Cross sections given in Eq$30) have a dimension of

(B,

VTI (42

rameters. A dimensionless parameter lengttf/energyso it is convenient to introduce the dimen-
sionless electron spectru®(£™, by dividing the cross sec-
0= N2V Iy, =112, 44 ton in Eq. (29) with
is often used to characterize Morse potentials. The number of 1 o D2
bound states in the Morse potentid],(r) is equal to the fOL (46)
largest integer smaller tham,— 1/2. 4meo) 2ch3wd

The expressions in Eqg10) and(41) account only for the
functional shape of the two potentials, and appropriate conwhere w is the vibrational frequency at the bottom of the
stant energies should be added to each of them to account feore-excited state potentialy(r). Implicitly, the energy
their placement on the energy scale with respect to the origigpectrum depends also on the relative radiation frequency
defined in Eq(28). We do not do this explicitly here because !®. Note thatI';, which determines the branching ratio
the constant energy which must be added/{r) does not  petween different Auger decay modes, is included in the di-
affect the shape of the initial wave packei(r), and the  mensional factor of Eq(46). So, while it makes sense to
constant to be added t¥y(r) results only in a time- compare the magnitudes of different calculated spectra for
dependent phase factor in the time-dependent wave packgfe same final electronic configuration, one should not pay
ug(r,t) which can be taken care of separately. Furthermorejoo much attention to the relative magnitudes of the spectra
if the cross section is expressed in terms of the relative nomifor different final states.
nal radiation frequency and the relative Auger electron en- The parameters used in the calculations are listed in Table
ergy defined, respectively, as | for both systems. The effective masses for ahd CO are
[39] ©=1.1628<10 2 kg, and u=1.1392< 10?6 kg, re-
spectively. Apart from the spectroscopic parameters, fre-
el 4 o quencyw,, anharmonicityw X,, and bond lengthr,, for
EF=E—(Ey—Ey), (45D each of the potential,(r) involved, the lifetime parameter

) o . for the core-excited state is also needed. The values
then it no anger depedm_js explicitly on these ac_idmv_e CONT =132 meV[40] for N, and =97 meV[9] for CO are
stant energies. Hereg, is the energy of the V|brat|<f)nal accepted. Some additional comments on the choice of the
ground state in the core-excited state potertigr) andE;,  parameters are made in the following subsections in which
is the energy of the grounch(=0") state in the final ionic the results are presented and discussed.
configuration potentiaM(r) [both energies are measured Before continuing, a note concerning the numerical strat-
with respect to the energy zero defined in E2B)]. In other  egy adopted to compute the Auger electron spectra is in or-

words, »!®'=0 corresponds to the radiation resonantly tunedder. First, the time-dependent wave packg(r ,t) is propa-

ol®=w — (ES—Ep)/t, (459
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TABLE I. Parameters of the potentials in EG89)—(41) for N, rameters of N (D ZHg) (i.e., fromhw;=112.69 meV and
N2", CO, and CO. fwix;=1.509 meV which would result directly from the
experimentally established classical turning points for the 11
lowest bound states of Namioled al.[42]. The modification

fo, (MeV) fwx, (meV) r, A)

Ny(X 13 4)2 292.426 17760  1.09768 [29] aims at removing a significant underestimate of the
Ny[1s~11m,]° 2352 1.9 1164 depth ofo(r) '(WhICh should be equal to 2.4 ¢\and is
N2+[3U§1] (X 250)° 273.633 1.996 1.1163 Necessary in view of the fact that the Auger elgctron spec-
Ny [1m, 1] (A 2I1,)° 236.029 1.862 11747 trumis expeqted to extend over some 5 .eV and is formed by
N, [1m21m ] (D 2M)¢  116.16 1.406 1471 electrons Whlch Iea_lve the m_olecular2N|on with enoug_h
CO (X 1“2+)eg g 269.023 1648 11083 €nergy to elt_her d|ssoc_|ate into N and"Nor to leave it
CO[C 15(20) 1,27 258.327 1899 11529 Merely vibrationally excited,
CO 50 1(X 25 )9 274531 1880 11151 We note also that the parameters of the ground state po-
CO [ 1m 1)(A 211)? 103.671 1678 12437 tential determine solely the shape of_the |n|t|§1I wave pgcket.
o 1rm 25 g . : : Although the effect of the anharmonicity on its shape is al-
CO"[40771(B °X7) 215.011 3.463 11687 most invisible to the eye, the following time evolution seems
a=g; Ref. [39]. FO be quite sensitive to th!s minute difference. For e>_<ample,
ba=d: Ref. [40]. in the N 1s—1mg absorptlon.spectrum calculated_ using the
ca="f: Ref.[15]. time-dependent approach without the anharmonicity of the
do=f; Ref. [42], modified in Ref[29]. ground state the =0 peak is about 9% lower than the
ea=g; Refs.[15,9]. =1 peak but the difference is reduced down to about 2%
'a=d; Refs.[15,9. when the correct anharmonicity is includgz®]. Experimen-
99=f: Refs.[15,9]. tally both peaks are of approximately equal heighd] so in

all calculations presented here we do account for the anhar-
monicity of the ground state.
We further note certain similarities and differences among
ferent potentials listed in Table I. The potentials for the
reutral and ionic ground states are very similar: their fre-
auency parameters and equilibrium bond lengths differ by
less than 7%, and 2%, respectively. Even closer to each other
%re the potentials of theles‘l,lwg] core-excited state and
the N,* (A °II,) state of the ion: the corresponding differ-
8nces are less than 0.3% and 1%, respectively. These figures
should be compared with the differences of roughly 20% and
6%, respectively, between the parameters of these two
roups of pairs. The ionic potential resulting from the spec-
tor decay stands apart because of its relatively large bond

gated by solving numerically the Scldinger equatior(31)
and the result is stored in a file to be used in the subsequemf
computations. The wave-packet evolution needs to be co
puted only once for a given molecule because it depend
only on the shapes of they(r) andVy(r) potentials. We
have found that it suffices to propagate the wave packet f
no more than five oscillation periodsm2wy and store the
result at 100 time increments per each oscillation period on
grid of 64 equally spaced points between0.96 A and 1.46
A for N,, and betweenr=0.92 A and 1.41 A for CQ(cf.
system parameters in Table The wave packet is negligibly
small outside these ranges for all times. Next, all neede
overlaps under the_: tlm_e integrals in E¢S0) are computed length, small frequency parameter, and low dissociation en-
and stored for aII_tl_me instants for all bound statesin E_q. ergy. Consequently, in comparison with the participant final
(30a and for sufficiently densely sampled energks) in states, the vibrational energy levels in the spectator final state
Eq. (30 (the latter has to be done only for the spectator,onia| are quite densely distributed and the overlap be-

decay for '\i. and the sampling. density sho_uld be roughlytween the extended states of this potential and the eigenfunc-
correlated with the smallest radiation bandwidth to be used tions of the core-excited state Hamiltonikiy is significant.

The remaining integrations over tinjand overE(q) in Eq. As already mentioned when relative energies in E4S)

(30b) if needeq are dpne_ using cubic splmes._ iny at the were introduced, the functional shapes of the Auger electron
latter stage must the lifetime paramelgrthe radiation cen-  gyac4ra do not depend explicitly on the actual radiation fre-
tral frequency, the radiation bandwidth, and the actual elecg ency and the actual electron energy, but rather on their
tron energies be specified. “relative” values defined there. Thus it is convenient to use
these relative variables as independent variables in all figures

B. Results for the nitrogen molecule(N,) to follow. Then, the actual nominal radiation frequency can

) i _ i ) be found by adding, according to E@5a), the energy40]

. Three dlff(_arent final electronic configurations of thgj\l T EEg_ E;,=400.868 eV tdmr,_e'. The energy which must
ion are considered. Tw_o of them result frolm the participantys 5qded according to EGI5h) to the relative electron en-
deca;i of the core-excited state to theog "] and to the  grgy in order to get the actual kinetic energy of the Auger
[1m, "] ionic configurations for which the parameters of the glectrons depends on the actual mode of the Auger decay.
ground state N"(X?Y;) and of the excited state Therefore the corresponding values are given in the figure
N, " (A 2I1,) are used15], respectively. The third final con- captions.
figuration is[lez,lwg] and results from a spectator decay  All calculated spectra are presented in Figs. 1-6. The
of the core-excited state. It has been shdwi] to be the panel on the right-hand side of each figure shows the rel-
dominant decay channel which may eventually lead 0 N evant potential curves using solid lineg(r) (the lowest
—N(*s°)+N*(®P) fragmentation. We adopt for it param- curve, V4(r) (the highest curve and the “active” V(r)
eters which are slightly modified from the spectroscopic pa{the intermediate curyeused to calculate the spectra. The
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FIG. 1. Auger electron energy spectra for par-
ticipant decay of the N 1s-hole excited(core-
excited state to thg 3o *](X 2X ;) state of the
N; ion for monochromator resolutions with
FWHM T"| =200 meV (left panel$ andI" =50
meV (right panel$ and the core-excited state life-
time width I'=132 meV.v=0,1, and 2 denote
the quantum numbers of the vibrational levels of
the core-excited state to which the nominal radia-
tion frequency is resonantly tuned. In the right
panels the peaks are labeled by identifying the
resonant transitions from the level=0, 1, or 2
to the final vibrational leveh’=0",1’, ... of
the N,* ion. The actual electron kinetic energy
[cf. Eq. (45b)] is E=E™+Ty—15.580 eV
=£"™+385.288 eV [46-48. See text (fifth
paragraph in Sec. Il Bfor the detailed descrip-

tion of the panel containing the potential energy
05 1 15 2 25 o
e curves, vibrational energy levels, and the initial
wave packet.

Potentials in eV

remaining two potential curve¥;(r) used to compute the ized according to Eq46) and calculated using E30a), are
spectra in the other figures are shown for comparison usinghown in Figs. 1 and 2 for two radiation FWHM'$;_
dotted lines.V(r) curves are placed along the energy axis=200 and 50 me\(left and right hand panels, respectively
according to the convention chosen in E28) and the same In Fig. 1, three nominal radiation frequencidso{®=0,
asymptotic value of 0.0 eV is chosen fo(r). Vy(r) is  ho®=EJ_,—E§=231.39 meV, andfio®=El_,—E]
placed in such a way that its ground vibrational lewel0 is  =459.11 meV corresponding, respectively, to tiesonant
atE=0.0 eV. Several vibrational andn’ levels are shown excitations tov =0,1, and 2 vibrational levels of the core-
above the minimum o¥4(r) and of the activé/(r), respec-  excited state are uséganels denoted=0,1, and 2, respec-
tively. The initial wave packet is shown ¥fy(r) along with  tively). The spectra resulting froroff-resonantexcitations
the horizontal bar representing its eigenenefly. The  are shown in the two lower panels in Fig(i@ the top panels
wave packet is repeated at its initial position with respect tdhe resonant =0 excitation case is shown again for com-
the V4(r) potential curve. Three thicker horizontal lines parison on an expanded energy sgalehe notationv =
placed under the upper replica of the initial wave packet—2/3 means that the nominal radiation frequency is lower
indicate three relative energidso® with respect to the po- than that needed for the resonant0 excitation by two-
tential V4(r) (and its energy levelsto which the x-ray ra- thirds of thev =0 tov =1 separation, i.e% w[*= —154.26
diation is nominally tuned in the spectra shown in the hori-meV for v=—2/3, and twice that fow =—4/3. Equation
zontal panels of the particular figure. Finally, the height of(C4), with 4 andoy substituted fory; ando, respectively,
three vertical bargat 0 eV) represent, counting from the was used to get thE‘U’—Eg values quoted above. The con-
leftmost one, the lifetime parametEr, and two x-ray band- tribution due to Eq(30b) is negligible because this mode of
widths I, used in the calculations. the Auger decay does not lead to fragmentation of the ion.
The Auger electron spectra for the participant The Auger electron spectra for another participant decay,
No[1s™,17g] =N, [305 11(X 234) Auger decay, normal-  Np[1s™*,17g]—N, " [1m, *](A °IL,), are shown in Figs. 3
4.0

20T 2t T
Xz Xy
v=0 v=0

S( 8re| )

FIG. 2. The same as in Fig. 1 but for the
nominal radiation frequency tuned (mp panel
and below thev =0 resonant excitation by two-
thirds (middle panels and four-thirds (bottom
panels of the energy difference between the two
lowest vibrational levels of the core-excited state.

S( 8rel )
Potentials in eV

-5+

S( 8r(—:‘l )
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v=1

FIG. 3. The same as in Fig. 1 but for the
spectator decay tplw, (A 211,) state of the
N,* ion. Actual electron kinetic energy:
E=E™+Tpo— 16.92 e\V=E"'+383.948 eV[46—
48].

26 [ 1

S( 8rel )
Potentials in eV

S( 8rel )

8rel (eV)

and 4 for resonant and nonresonant excitations, respectiveltime-dependent or the time-independent version of the
using the same radiation frequencies and linewidths as in thimeory; the latter gives a better conceptual insight into the
corresponding panels of Figs. 1 and 2. Again, the contribuprocesses. Therefore we will use E§0g to gain a qualita-
tion due to Eq.(30b) is negligible in Figs. 3 and 4. tive understanding of the observed features. Similar discus-

The Auger electron spectra for the spectator decaysion can be made for the contribution given in E8Qb).
Ny[1s™%1mg]—N, " [1m; % 17 ](D ?I1y), are shown in The (v\,n') peaks[cf. Eq. (38) and the text below for
Figs. 5 and 6 in the same general setup as for the othéhe meaning of this notatigrfor the resonant tuning condi-
spectra. In this case, however, owing to the significantlytions have been identified only in the high-resolution panels
larger equilibrium bond length of the molecular ion and itsof Figs. 1 and 3 in which the radiation was resonantly tuned
significantly smaller dissociation energy as compared to thaccording to Eq(37) to 0¥~ °, w’~!, and »! =2 in panels
other two cases, the contribution due to E8Pb) is signifi-  labeledv =0,1, and 2, respectively. In Fig. 5 the number of
cant. The vertical arrows indicate the electron energies belowuch peaks is 4fthe number of bound states fy(r)], too
which the molecular ion left behind dissociates intc*SR) large to be individually labeled in the graphs. The peak
and N"(®P). Both contributions in Eq(29) overlap around (0\,0’) which should appear a&"'=0 in the lowest right
the energy indicated by the vertical arrow over the intervahand panel in Fig. 5 is invisible on the scale of the graph and
roughly equal td"| . We note here that the photodissociationthe fringe of ¢ \,n’) peaks forn’=5 is seen for energies
cross section and the time of flight spectra of the dissociatiog"™®'< —0.54 eV. The (0.,40') peak would appear just to
fragments resulting from this particular spectator decay werghe right of the vertical arrow in this panel if it could be
calculated before using essentially the same appr$28h resolved. Recall that the spectra for energies lower than those
[cf. Eq. (179 and the text below ]t indicated by the vertical arrow in all panels in Fig. 5 are due

For the discussion of the main features of the spectra prao the Auger decay transitions which eventually lead to the
sented in Figs. 1-6 we can use the framework of either theissociation of the molecular ion.

8.0 [ .

ey T 4 20

u oNO”

S( 8rel )

FIG. 4. The same as in Fig. 2 but for the
spectator decay tpl, (A 211, state of the
N,* ion.
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S( 8rel )

FIG. 5. The same as in Fig. 1 but for the

participant decay t¢ 17752,1779](D 21'[9) state

of the N,* ion. The individual peak&1 of themn)
are not labeled in the right panels. The vertical
arrow indicates the energy below which the con-
tribution (304 to the total cross section due to the
nondissociating final states of the ion sharply
drops down and the contributig80b) due to the
dissociating final states sharply takes over. Actual
electron kinetic energy: £= £+ Tyo—22.03
eV=£"1+378.838 eV[42,47.

S( 8rel )
Potentials in eV

S( 8rel )

1 15 2 25
e® (ev) e (ev) r (&)

As expected from energy conservation all peaks in Figsvertical arrow$, and (i) the vibrational levels of the final
1, 3, and 5 move up in energy by 231.39 meV with respect tatate, which contribute to the spectra to the right of the ver-
their positions in ther=0 panel wherw,_is tuned tow’~" tical arrows, are closely spaced in energy and correspond to
or by 459.11 meV when it is tuned ®"~2. rather high quantum numbers (making them somewhat

For the radiation resonantly tuned tf , only thevth  similar to the extended state wave functiprGonsequently,
component of the time-dependent wave packet contributes time electron spectra in the right hand panels of Fig. 5 reflect
the spectrum for the entire lifetimei2l” of the core-excited the nodal structure of the vibrational wave functions of the
state. Therefore the overlap of that particuléin component core-excited moleculg(i) the v =0 ground vibrational state
with the wave function of the final vibrational leval de-  wave function of the core-excited state does not have any
cides how high the peako(\,n") is. All other vibrationalv nodes, so the =0 electron spectrum in Fig. 5 has one broad
components of the time-dependent wave packet contribute tmaximum enveloping the individual peakéj) the wave
the formation of the spectra for such short times—due tdunctions of thev=1 andv =2 vibrational levels which,
their rapid oscillations in timgcf. Eqs.(23) and(24) and the  respectively, contribute to the formation of the spectra for
discussion around thef-that they are effectively wiped out the longest time for the tuning conditions in the=1 and
in comparison with the resonantly excited component. v=2 panels have one and two nodes, respectively, so one

For the spectator decay, the evolution of the spectra imand two deep minima are seen in the corresponding panels in
Fig. 5, as the tuning conditio(86) is met consecutively for Fig. 5. The spectra do not go all the way down to zero at the
different v’s, may be roughly understood using argumentsminima (as expected from the above node-based argument
based on the reflection approximation becal(igethe ex-  because other vibrational components do contribute some-
tended states of the final state of the ion contribute signifithing even though their “effective” lifetime is short, and
cantly to the spectréhe parts of the spectra to the left of the because the reflection approximation arguments do not apply

0.40 07
_A 5 L
N 0.35
=
0
012
0r >
[
5 006 s FIG. 6. The same as in Fig. 2 but for the
% ' % participarlt decay 4 17752_,_1779](D °I1,) state
5 of the N,™ ion. The remaining comments are as
o 5T in Fig. 5.
0.04
=N 0.02
5 -10
0
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rigorously. The spectra in the left hand panels of Fig. 5 lookof the radiation energy can resonantly excite ¢kel vibra-
then as one would expect them to do when high-resolutiotion of the core-excited molecule even if the nominal radia-
structure is smoothed out by poorer radiation resolution. Weion frequencyw, is tuned to they=0 level.
note in passing that the presence of this node-related struc- This brings us to the point where the role played by the
ture in the time of flight spectra of the dissociation productsfinite resolution of the electron detector should be men-
of the resonantly core-excited,Mnolecule after it decays in tioned. Our theoretical spectra are calculated assuming ideal
this particular spectator Auger decay mode was already the@lectron detector resolution. The actual experimental resolu-
retically derived and discussed in RgR9]. Its presence in tjon is usually represented by a Gaussian resolution profile
the resonant x-ray Raman scattering spectra for dissociatingith which our spectra should be convoluted before being
final states was derived and discussed in detail in B8]  compared with the experimental data. We have not attempted
and was recently observed and interpreféd] in ARRE  to do this because the effect of such a convolution is a rather
spectator spectra for core-excited CO. trivial broadening of the spectra which does not enrich their
The reflection approximation arguments certainly do notstructure. Such a convolutida not equivalento the convo-
apply for the participator decay spectra in Figs. 1 and 3 betution with the x-ray line profile which we do in our theory:
cause here rather low final vibrational levalsare involved. je., one cannot compensate for a poor x-ray resolution by
Actually, one might be surprised to see how little the low-using the electron detector with higher resolution. For ex-
resolution spectra in the left hand panels in Fig. 3 change agmple, in Fig. 1, no convolution of the=0 narrow excita-
the radiation frequency is resonantly tuned to different vibration spectrum(the lowest right hand panehith an electron
tional states of the core-excited state: the dominant peak dogftector resolution profile can result in the=0 spectrum
not move and the only change seems to be the appearancefef the broad excitatiorithe lowest left hand panelin par-
additional weak structures at the high-energy side of thejcular, the structure discussed in the preceding paragraph is
spectra with higheo. A look at the high-resolution counter- jntimately related to the broad radiation bandwidth and can-
parts and at the peak identifications there shows that peakft be created by convoluting the narrow bandwidth spectra
corresponding to given vibrational final stat€smove with  (where it is absentwith a broad resolution profile of the
increasing photon energy as expected from energy conservatectron detector. On the other hand, low resolution of the
tion but that the “diagonal” peaky\,n") (i.e., the one for |atter will of course wipe out the fine structure in Figs. 5 and
which n’=v) at £"'=0 dominates each spectrum. This is 6 (right parts.
due to the similarity of the core-excited and the final ionic  The preceding discussion for resonant initial excitation,
state potentialsV4(r) andV¢(r), respectively, for this par- although deliberately focused on the time-dependent aspect
ticular Auger decaycf. Table ). The vibrational level spac- of the problem, could have been based as well on the time-
ing in both potentials is almost the same; so the\(n’)  independent picture, using arguments based on Franck-
peaks withn’=v —/ for a fixed integer” appear at almost Condon factors and on energy conservation occurring not
the same energy in the spectra corresponding to the radiatiamly for the overall process but approximately also for the
tuned to differenv’s according to Eq(37). Thevth compo-  excitation and deexcitation steps separately. This is, of
nent of the time-dependent wave packet which contributes toourse, the result of the fact that all that matters for resonant
the formation of the spectrum for the longest time, and thugxcitation is a long time evolution of the wave packet during
contributes dominantly to the spectrum, is almost identicalvhich only one of its vibrational components effectively
both in shape and in its absolute position to the vibrationatontributes to the formation of the spectrum for as long as it
wave function withn’ =v in the final ionic state. Their over- is permitted by the overall lifetime of the core-excited state.
lap is, therefore, much larger than the overlap for any othekWhen the radiation is not resonantly tuned to any of the
(v,n’) pair causing the diagonal peak,n’) with n’=v vibrational levels of the core-excited state, then the two-step
to dominate each spectrum. In fact, if the potential energyicture of the process, with energy being conserved in each
curvesVy(r) andVy(r) were completely identical then the step separately, is no longer valid. The shape of the spectra
diagonal peak would be the only one present in each spethen depends on the time-dependent wave packet in a more
trum and the spectra in all three panels at a given@afeor ~ complicated way. Still, for finite exciting radiation linewidth
right) in Fig. 3 would be completely identicdhpart from it is difficult to be completely “out of tune” with any of the
different overall multiplicative factoys vibrational levels and one can argue that as the radiation
A very different situation is encountered in the case of thefrequency is swept from one resonant frequency given by the
spectra in Fig. 1. There, the potentidfg(r) andV¢(r) are  condition(37) to the next, the electron spectra continuously
very dissimilar. Therefore theth component of the time- evolve from the spectra in the bottom panels of Figs. 1, 3,
dependent wave packet which contributes the longest to thend 5 through the ones in the middle panels to those at the
formation of the spectra has significant overlap with an in-top. This is indeed the case, and the peaks which for detuned
creasingly larger number of different vibrational levals as  radiation can, as seen from E@®5), be labeled by the final
the radiation is tuned to highar. As a consequence the vibrational leveln’ only, shift to the right according to the
vibrational structure changes and shifts considerably for difcondition (35 stemming from energy conservation in the
ferent tuning conditions. Another interesting point to note inoverall excitation—deexcitation process. Indeed we have
Fig. 1 concerns the small structure at the high-energy side dbund that, for an intermediate tuning condition of the final
the (0N, 0') peak in the left hand =0 panel which is totally ~ state of Fig. 3, detuning with narrow bandwidth to halfway
absent in the corresponding high-resolution spectftile  between thev=0 andv=1 resonances, the spectrum has
right hand pané! This is, of course, due to the fact that in two peaks of almost equal height rather than only one as in
the case of broad radiation bandwidth a considerable fractiothe resonant excitation cas@wte that this is not shown in
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Fig. 3). This has indeed been reported in the most recenappropriate to Fig. 2, is very similar to the ground state po-
experimental data which just came to our attenfibdl]: for  tential Vy(r) of N,; so the initial wave packet has a large
this same final state a single peak foundder0 andv =1 overlap with the ground state wave function’ €0) of
tuning conditions is split into two for detuning halfway be- V;(r) and is almost orthogonal to all its excited vibrational
tween these resonances. (n"#0) wave functions. Therefore the detuned spectrum in
It is more interesting, therefore, to examine truly nonreso+ig. 2 is dominated by one peak. In Fig. 4 the situation is
nant excitation cases for which the detuning enetgynay  reversed: the ground state potentig(r) and the final ionic
be chosen arbitrarily large. The clearest possibility for this isstate potentiaV(r) for N, *[ 17, *](A 2I1,) are very dif-
to choose a nominal radiation frequency which is smallefferent, so that the initial wave packet has a significant over-
than the smallest energy necessary for resonant excitatiomp with several final vibrational states. Consequently,
i.e., for o <w!~°. We note that the same effects occur several peaks are present in the detuned spectrum in Fig. 4.
symmetrically when detuning above the resonance. HowFor the M+[1WJZ,1W9](D ’I1,) final configuration the
ever, because of the overlap with the excitation of higheffraction of molecular ions which undergo fragmentation in-
vibrations the situation is not as clearcut there. The spectrgreases as the radiation frequency is lowered below the low-
for o, <w?~° are shown in the two lower panels of Figs. 2, est vibrational resonance of the core-excited state, and the
4, and 6(in the top panels the resonant=0 spectra are electron spectra in the lowest panels of Fig. 6 become almost

shown again for comparis@n symmetric. This is expected in the reflection approximation
Here, a new type of behavior is observed. For thefor a nearly symmetric initial wave packet.
Nz[ls‘l,lwg]HN2+[3a§1](X ZEJ) participant decay in In general, the detuned spectra are essentially insensitive

Fig. 2 the spectrum evolves from the one composed of threg the details of the time evolution of the wave packet along
peaks for the resonant=0 excitation to the spectrum domi- the core-excited state potential surface and are basically de-
nated by one peak only for off-resonance tuning conditionstermined by the Franck-Condon factors between the initial
This is an example of the “collapse of the vibrational struc-wave packet and the vibrational wave functions of the final
ture” observed 12] and discussef2] for CO (to which we  electronic configuration of the ion. This makes the Auger
will return later on. Very recently the collapse demonstrated spectra similar in shape to the direct photoionization electron
in Fig. 2 was experimentally observed for this particular casespectra at least in the approximation used in the present ap-
[14]. The reverse is, however, true for theg[llls’l,lwg] proach in which the dipole and the Auger transition operators
—>N2*[1wljl](A 2I1,) participant decay in Fig. 4, where were pulled out of the matrix elements. Selection rules, os-
the spectrum evolves from the one dominated by essentiallgillator strengths, and the radiation polarization dependences
one peak for resonant excitation to the detuned spectrummay be entirely different for the two types of spectra. The
with at least three peaks clearly visible. This opposite behaviitial and the final states for both types of processes are the
ior upon detuning of both participant spectim Figs. 2 and same(unless the detailed selection rules would forbid Xhat
4) was also reported very recenfl§4]. (Actually, we have so there might be an interference between them, particularly
become aware of these experimental observations only wheshen both processes have similar oscillator strengths. This is
the present manuscript was almost finished, i.e., after all ounot accounted for in the present approach.
calculations had been completedote that in both casesthe  As noted above, detuning and the consequent appearance
peaks in the low-resolution specfiaft hand panelsseem to  of the spectrum can also be effectively achieved for a homi-
shift down in energyfrom the top panel dowrby less than nal radiation frequency significantlarger than thatw| for
required by the energy conservation condition in E2p).  which the Franck-Condon factdinvolving the initial wave
However, this is only a consequence of the low radiationpackej is the largest. In such cases the components of the
resolution: the peaks in the high-resolution spednight  wave packet which contribute to the formation of the spectra
hand panelsare shifted by the expected amounts. Of coursefor the longest time are again effectively suppressed due to
the overall intensity of the spectra drops significantly whentheir negligible overlap with the initial wave packet, and the
the radiation is detuned from the resonant conditions. role of the off-resonant components is relatively enhanced.
For the understanding of the features described in the pre- It is not our primary goal in this work to make a detailed
ceding paragraph the time-dependent picture of the coheresbmparison of the calculated and the experimental electron
process is particularly useful. For radiation frequencies ouspectra; rather, we aim at a detailed understanding at a quali-
of tune with any resonant excitation the peaks are still extative level of their evolution as the radiation frequency and
pected for energie§=£°**{w,) given in Eq.(35). For these  bandwidth are varied. Still, some comparisons with the ex-
energies, however, the condition of E@6) can never be perimental spectra can be made and some comments to this
met. Consequently, the integrand in the time integration oseffect were made earlier where appropriate. Fer tNe par-
cillates rapidly, the overall intensity becomes relatively smallticipant electron spectra were measured by Neeal. [15]
and, most importantly, the main contribution to the spectra!sing x-ray radiation with 0.1 eV bandwidtine., between
comes from the wave packet at thmtial stages of its time our 0.05 and 0.2 eMtuned, in the nomenclature of the
evolution due to the effects described around E8) and  present paper, t0>0, v>1, v~2.5, andy~3.5. Our spectra
(24). This explains nicely the observed evolution of the specin the left hand panels of Figs. 1 and 3 have all the charac-
tra across the panels in Figs. 2 and 4 if we realize that théeristics seen in the experimental spectra in Fig. 4 of Ref.
initial wave packet is the vibrational ground state wave func{15]. Similarly, a close correspondence can be seen between
tion of the electronic ground state potentigf(r). The po-  our spectra in Fig. 1 and the resonant0, 1, and 2 experi-
tential V¢(r) for the final ionic state N[3a§l](x 229*), mental spectra in Fig. 7 of Ref14] obtained for a radiation
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FIG. 7. Auger electron spectra for participant
decay of the CO Cg-hole excited state to the
[5o (X 2=™) state of the CO ion for the
monochromator resolution with FWHNI| =87
meV and the core-excited state lifetime width
=97 meV. The nominal frequency of the exciting
radiation is identified througly, and the panel
containing the potential energy curves, vibra-
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0o 0" ' T M tional energy levels, and the initial wave packet is
T v=-33 v=0 completely analogous to those in Figs. 1-6.
EN | Actual electron kinetic energy: E=£'®
5 °r ] +273.33 eV[9].
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bandwidth between 60 and 70 meV. Note that all experimenlution; the latter for resonant primary excitatiofgs13] and

tal spectra are affected also by the finite electron detectdior the excitation detuned beloM2] v =0. The work in Ref.
resolution. The authors of both works actually provide an[13] stands out not only because spectator spectra were mea-
interpretation of their spectra in terms of the time-sured in it as well, but also because the spectra have been
independent approach. It may be argued that even our resgheoretically calculated using a time-independent approach
nantspectatorspectra in Fig. 5 have minima and maxima atith an input for electronic states, potential curves, and all
the same positions as the corresponding resonant spectra dihtrix elements evaluated by valence configuration interac-
Fig. 8 (for the electron kinetic energy above 375)& Ref.  iqon (vCI) calculations. Such an approach is very valuable
[14]. However, comparison must be made very carefully betq, the spectator region of the decay spectrum in which many

Ciusﬁ;exfrlal spet(itatocr ?te(i:r?ly Ctzan\r/]ieblf triniylovt?rlatp rm t?ﬁal ionic configurations overlap and their relative intensities
experimental spectra. Certainly, the ational structure ot, .- priori known.

the finalD 2I1, ionic configurationthe “fringes” in Fig. 5) . -
g .
should not be resolved once the electron detector resolutio We consider here only the participant Auger decays: the

is factored in, contrary to what thtbeoreticalcurves in Fig. té:l)ectrg& [‘Q’g egtlria XI an'i'gS' Z:Bg[zor_r?]s pé) gng respgﬁtcljvely,
8 of Ref.[14] seem to indicate. o I ), o I ).

CO"[17 ](A 2II), final electronic configurations of the
CO" ion. Parameters of all the configurations are given in
Table I. Following Ref[9] we choose the core-excited state
In this subsection we present the calculated electron spetifetime parameted’=97 meV and do the calculations for
tra resulting from C 4—«* core hole primary excitation. one only x-ray FWHM bandwidth’, =87 meV. As for N,
More experimental spectra exist for this system than fer N each figure contains a panel depicting the potential energy
both for low[15] and high x-ray and electron detector reso-curves, initial wave packets, vibrational levels, primary ex-

C. Results for the carbon monoxide moleculdCO)
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iy s 12 FIG. 8. The same as in Fig. 7 but for the
w 100r ] £ spectator decay to stafdo (B 23) of the
@ § CO" ion. Actual electron kinetic energy:

0.0 , . : : . 0 E=E"+267.67 eV[9].
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citation energies, and the vertical bars representing the lifewhich the wave packet is allowed to evol\E2].
time parametel’, and the x-ray bandwidtli', . The right For the CO[40 (B 23 ") final state the reverse effect
hand panels show the spectra following resonant primarys observed in Fig. 8: the resonant0 spectrum is domi-
excitations to the v=0 (hw{®=0), v=1 (hw{® nated by the 0.0’ peak accompanied by a smalNQL’
=254.53 meV), andv=2 (ﬁw’,_e'= 505.29 meV) vibra- peak while the spectrum for off-resonance —3/3 excita-
tional levels of the core-excited state of CO. The lowest lefttion has two obvious peaks corresponding tohe=0’, 1’
hand panel corresponds to the spectrum obtained for the prinal vibrational states with the thirsh’ =2', peak also vis-
mary excitation detunethelow the v=0 excitation by the iple. This is also observed in Reff12] but the qualitative
energy equal tdiw{®=—254.53 meV. The middle and the explanation provided there, based solely on the differences
upper panels, respectively, are for the primary excitatioramong the equilibrium bond lengths, seems to be oversim-
tuned above thev=0 level by one-third fw® plified. Indeed, the difference between the equilibrium bond
=84.83 meV) and two-thirdsf(w[®=169.70 meV) of the lengths between the initial and the final state potentials
energy distance to the=1 level. The actual nominal photon (3.5% is larger than the difference between the equilibrium
energies can be obtained by addi®j T,;=287.41 eV to  bond lengths o¥/4(r) andV;(r) (1.4%. But at least equally
the values given abovéecall thatTy, does not affect the important for the presence of the three peaks in the detuned
shape of the spectra spectrum is the fact that the final state potential frequency
For the C & resonance of CO, the core-excited state poparameter is about 20% smaller than that for the initial
tential V4(r) is more similar to the ground state potential ground stateVy(r). A delicate balance between the param-
V(1) (their frequency parameters and bond lengths differ byeters plays a role here becaugg(r) andVy(r) have also
4% and 2%, respectivelythan for N, (with respective dif- very different (about 17% frequency parameters. This is
ferences of 20% and 6p6Consequently, the x-ray absorp- why the evolution of the spectra from=0 throughv =1 to
tion is dominated by the =0 peak which is about five times v=2 excitations in Fig. 8 is so different than that observed
higher than the one corresponding to the 1 vibrational in Fig. 3 for N,. In fact, the qualitative explanation provided
state of the core-excited state. One may therefore expect that Ref[12] seems more appropriate to account for the evo-
the time evolution of the wave packet plays a relativelylution of the spectra observed for, l Figs. 3 and 4 than for
smaller role for CO than it does for,NIndeed, the shape of those in Fig. 8 for CO.
the spectra in the =0 panels is quite similar to that in the  The final state CO[ 17 1](A 2II) is very different from
v=—23/3 panels in Figs. 7-9. The differences are significanthe previous two, because both its frequency parameter and
enough to be observed experimentdtly?] and will be dis-  equilibrium bond length are very different from those for
cussed below. both Vg(r) and Vy(r) (over 25% smaller and over 8%
Among the final states, the ionic ground statelonger, respectively, than those for both these potentials
CO'[50 1](X 22 ) has the frequency and the equilibrium Consequently, the spectra in Fig. 9 exhibit an increasing
bond length even closer to those of the neutral ground stateumber of peaks not only as the radiation is resonantly tuned
than the core-excited state potential li®e respective dif- tov =0 (9 peaks, v=1 (11 peaky andv =2 (13 peakg but
ferences are 2% and 1%Consequently, the effects of de- also when detuned below=0 (10 peaks iy = — 3/3 panel.
tuning from thev =0 resonant excitation to= —3/3 below  For resonant excitation the component of the time-dependent
it, although small, are quite obvious in Fig. 7: the spectrumwave packet which contributes for the longest time to the
“collapses” from three peaks in the resonant0 case to formation of the spectra has increasingly more nodes for
two only for the detuned one. This collapse of vibrationalhigher excitations, so it overlaps with larger numbers of the
structure for CO is, indeed, observed and qualitatively exfinal vibrational levelsn’, and larger numbers of peaks are
plained using arguments based on the effective time ovepbserved for more energetic excitations. For detuned excita-
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tion, the number of peaks is also larger than that forithe *=(Enrho+il12)/4, (Alb)
=0 resonant excitation because the ground state potential
V,(r) differs from the final potentiaV/s(r) more tharVy(r) f(t")=( ot W], dg(t"), (Alc)
does.

we get

IV. CONCLUSIONS

— ! ! v Tt/ v " HE— Y/ "

In this paper we have developed an explicitly time- A(t)_fodt exp(ix™t )fo dt’exp(iz"t")f(t")
dependent theory for one-step resonant excitation-
deexcitation processes of core electron states in diatomic b S U g ren
molecules, paying special attention to its conceptual simplic- + fodt exp(ix "t )fo dt’expliz” t") F(t").
ity and interpretational appeal. We use the ensuing formal-
ism to calculate the Auger electron decay spectra for the (A2)
model diatomic systems Nand CO, and to demonstrate im-
portant features following from such processes. In particulartial factors containingz® vanish fort”—. Reversing the
we stress the influence of the effective time over which the ; : '

; : . ! order of both integrations
spectrum is formed during the evolution of the time-
dependent wave packet which describes the relative motion J‘td ft’d f
t/ t!/_ —
0 0

Note thatz™ have positive imaginary parts, so the exponen-

t t
dt” | dt’--- (A3)

of two atoms in the core-excited molecule. We show that o p

when the exciting radiation is in tune with the resonant ex-
citations to the vibrational levels of the core-excited mol-4,10ws us to integrate over explicitly. The resultin which
ecule, the long-time behavior of the evolving wave packet— is renamed ta’) is

limited only by the lifetime of the core hole—determines the

shape of the spectrum in which both the vibrational structure ¢

of the final molecular ion and the nodal structure of the vi- A(t):f dt’f(t")expiz"t")
brational wave functions of the core-excited state are re- 0

flected. On the other hand, if the exciting radiation is detuned

from the resonance, only the initial time evolution of the +ftdt’f(t’)exp(iz*t’)
wave packet is crucial; this makes the spectra less sensitive 0

to the intramolecular binding in the core-excited intermediate

state. The influence of the excitation bandwidth on the ap- (A4)
pearance of the spectra, i.e., the Auger resonant Raman &jye 4150 need the time derivative Aft) which we compute
fect, is explicitly demonstrated for NDecay spectra calcu- fom Eq. (A2):

lated for various final states of,Nind CO clearly exhibit the

influences of the positions and shapes of the relevant poten- i ] t ]

tial curves. The calculated spectra are in good overall agree- A(t)=exp(|x+t)Jodt”f(t”)equz*t”)

ment with the available experimental spectra although no
attempt was made at detailed fits.

exp(ix t)—exp(ix Ft")

ix*

explix " t)—expix"t")

IX

+exp(ix‘t)J;dt”f(t”)exr(iz‘t”). (A5)
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. . which should be understood in such a way ttha|%/dt is a
x*=(Entho—E;= &)/, (Ala)  sum of two terms like the one above, one in whiclandz
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have the superscript and the one in which the superscript
is —. Note that the exponential factors containingesult in

a factor exp— 5(t' +t")/2]; so in the limitt> "1 the main
contributions to both integrations are duettot” < »~1<t.
Thereforet’ andt” may be ignored in comparison within
the exponential functions containing The result is

2

d 2 sin(xt)| [t
&|A(t)|2%%x)J'Odt’f(t’)exp(izt’) . (A7)

Taking the long-time limit needed in E¢16) we get, after
restoring thex superscripts,

d 2
lim— |A(t)|?=278(x")
tdt

fxdt’f(t’)exmzt’)
0

2

+2775(x‘)‘ fwdt’f(t’)exr(izt’)
0

(A8)

where the well-known long-time limit sirf)/x— 7d(xX) was
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For the localized eigenstates the appropriate quantum
numbers aret=(n’,I,m) so
f
Ups (1)

r

ek (N=0l | o(D=Yim() (B2)

where u;,’l(r) is the n’th eigenfunction of the one-
dimensional Schinger equation containiny;(r) and the
I-dependent centrifugal potential. When the overlap with the
spherically symmetric time-dependent wave packet is com-
puted, one gets
(s 1l ba() =8 oSmolUp lua(t), (B3

where we writeu;, rather thanu;,’0 for the n’th discrete
state eigenfunction of a one-dimensional Sclimger equa-
tion (33) containingV;(r). Similarly, the corresponding en-
ergy eigenvalue will be denoteEL, rather tharE;,’O. Insert-
ing Eq. (B3) into Eq. (22) we obtain Eq.(303 for the
“localized” contribution to the cross section.

For the extended states the appropriate wave function

used. After physical quantities are restored according to Ed%!(r) is such an eigenfunction dfi;, of(7)(r,q), which

(A1) both &'s become the energy conservatiérfunctions:
5(Einihw—E;—€k). BecauseE;, is the lowest energy
possible for the system, only the term withiw survives

corresponds to the energy eigenvalbig) =#%29%/2u (with
n being the effective mass for the relative motion of both
constituents of the molecyland which forr — o consists of

and dPyq(w) in Eg. (16) becomes proportional to a plane wavexexp(qg-r) and theingoing spherical wave
5(Ein+ﬁw—E;—5k). Therefore the initial energy of the o«exp(—igr)/r. Thesummatioroverx in Eq. (22) for this part
nuclear motion in the molecule in its electronic ground stateof the spectrum can, in the infinite volume limft—o, be
plus the energy of the absorbed photon is shared between theplaced with théntegration over d3q, provided the neces-
final energy of the nuclear motion in the molecular ion andsary density of states fact/(2)2 gets incorporated into

the kinetic energy of the escaping electron.

APPENDIX B

We outline here the derivation of E80) from Eq.(22).
The initial condition for the time evolution aby(r,t) is the
spherically symmetriground state wave functiog;,(r) of
the ground state potenti&ly(r). It evolves in time along the
spherically symmetrigotential V4(r). Therefore the time-
dependent wave packey(r,t) remains spherically symmet-

ric. In other words, the spherical harmonics expansions of

the definition of the extended state wave functions

1/2

V
eh(N—¢'(r,q),

(2m)®

(B4)

which now are normalized t6®)(q—q’). The partial wave
expansion of this function is

o  m=]|

o ra=2 3 ilext—idi()]

the initial and time-dependent wave packets involve only the

lowest orded =m=0 term:

~ uin(r)
in(r)=Yoor) . (Bla

n ,t
Balr =Yoo L, (B1b)
Ug(r,t=0)=u;s(r). (Blo)

Here, Yoo(r) = 1/\4, u,(r) is a normalized ground state
wave function solution of th@ne-dimensionaSchralinger
equation(32) involving the potentialy(r). It is the initial
condition for uy(r,t) which satisfies theone-dimensional
time-dependent Schdinger equation(31) involving V4(r).
To deal with the eigenfunctions dfl;, i.e., ¢'(r), we

uf(r,a)
qr

X

Y@ Yim(D), (B5)

whereuf(r,q) is an extended state eigenfunction of the one-
dimensional Schdinger equation containiny;(r) and the
I-dependent centrifugal potential. The wave function corre-
sponds to the energy eigenvalkéq) and satisfies the fol-
lowing boundary condition for —oo:

uf(r,q)— \/%sir[qr—lw/2+ sl(a)], (B6)

where 8(q) is a partial wave phase shift which will not be
needed in what follows. When the matrix element with the
spherically symmetric time-dependent wave packgtr,t),
given in Eq.(B1b), is computed then only the=m=0 term

must treat the localized and the extended states separatelysurvives:
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exdish(q)
wa(mlud(t»-

(B7)

(" ()] ha(1)) =Yoo Q)

We write hereuf(q) rather tham{)(q) for the extended state
eigenfunction corresponding to the energy eigenv&l(g)

of a one-dimensional Schdimger equation containing;(r).
The phase factor disappears afg,/q gets canceled out
when the modulus square is takeitq is replaced with
q°dqdQ), and the angular integration is made. The result i
Eq. (30b) for the “extended” contribution to the cross sec-
tion.

APPENDIX C

The initial wave packets;,(r) is a ground state solution of
the Schrdinger equatiori31). For the Morse potential in Eq.
(40) it reads

B (20_9)0'971/2
Uln(r)_ \/y—g\/nTg—D

Xexd — yg(og—12)(r—rg)],

exp(—oge” 1Y)
(CY

whereI'(x) is Euler's gamma functiof43] and o is de-
fined in Eq.(44) for a=g. The time-dependent Schimger

equation(31) is then solved numerically using the spectral

method of Kosloff and Kosloff44]. The solution may be
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h2y?

n 2
5, (7N =127,

(C4

An analytic expression exists for the wave function
u'(r,q) for an extended state corresponding to the energy
E(q) =%2g?%/2u for the Morse potentiaV/¢(r). Such an ex-
pression is, however, numerically unstable rendering it prac-
tically useless in our work. Very accurate results are obtained
using the WKB approximation. In order to satisfy the bound-

Sary condition which radial functions must satisfyrat 0 one

should add a termi?/8ur? to V¢(r) to get thes-wave radial
wave function in the WKB approximatiof#5]. In practice,
however, this term may be ignored because of its negligible
effect. Therefore the WKB wave function satisfying the
boundary condition given in Eq34) reads

4E(q)g(r,q)| ™
f - _
u'(r,q) ‘E(q)—vf(r) Ai(=g(r,q)),  (CH
where Ai(z) is the Airy function[43] and
g(r,a)=sgrir—rc(q)]
3 r |2/3
<lgi ) 4 @i . (©9

done in advance and the result, the real and the imaginarylere,r.(q) is the classical turning point at which the inte-

parts of the wave packet at predetermined values arfidt,

may be stored in a file for further use. If Heller's semiclas-

sical method 34] of solution of the time-dependent Schro
dinger is going to be used then the initial wave padksl)
should be approximated by a Gaussian

Uin(1) ~\vg( g/ m) Yex — ogy2(r—1)%2], (C2)

which is a good approximation to E¢C1) for o4>1. For
the Morse potential representation\gf(r) Heller’'s solution
can be obtained in the analytic forf@2,33. It was checked

that such a solution approximates the exact one quite well,
but in this work we use the exact numerical time evolution of

the wave packet starting from the initial conditi¢@l).
For V¢(r) given by the Morse potential in E¢39) it is
convenient to introduce an auxiliary variabdes exd — y(r

—r7)]. Then, the bound state wave function#(r) of the
Schralinger equation(33) are

n'!(2o¢i—2n'—-1)
I'(2o¢—n")

1/2
) (Za_fs)of—n/—l/Z

uL,<r>=W(

X @~ oS L:f,”f_zn,_l)(zms), (Cc3

whereLf{’)(z) denotes the generalized Laguerre polynomial

[43] of degreen and o is defined in Eq(44) for a=f. For
n'=0’ (the ground stajethe above function reduces to the
form given in Eq.(C1) with indicesg replaced withf. The

grand in Eq.(C6) vanishes. A nice feature of the Morse
potential form ofV;(r) is that an algebraic expression exists
for g(r,q). Introducing the dimensionless energy
=E(q)/V; and using the auxiliary variable=exd —y(r
—r¢)] already introduced above EJC3) we get, respec-
tively, for r<r.(q) (in the classically forbidden regi¢orand
for r>r¢(q) (classically allowed region

€+Ss

arcco

\/E {S\/l—i-e
s—1++/s?°—2s— e)
V1+e

2/3
— \/Sz— 25— e] ] ,
s—1

arccos ———
{ Vite

e+s+\e(e+2s— sz))

— 507

9|(r1Q):—{

+In

(C7a

3
gr(r,q)={§af

++eln

syl+e

] 2/3

—Je+2s—¢?

(C7b

energy eigenvaludsneasured on the energy scale defined inwhere the subscripts andr refer to regions <r.(q) and

Eq. (28)] corresponding tau,,(r) are given by

r>r.(q), respectively.
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