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Measurement of the ratio of the cesiumD-line transition strengths
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High-precision laser absorption spectroscopy in a thermal vapor cell is used in the measurement of the
ratioc of the D-line transition strengths in the cesium atom. We fifBp?Pyyl|r||65%S,)[?/
[(6p?P 1 |r]|65%S,,,)[>=1.98099), which compares favorably with the ratio calculated from the most precise
lifetime measurements of these states and the predicticais ioftio calculation. We also verify the predictions
of impact-regime line-broadening calculations for densities of ordét d@ms per i Theoretical implica-
tions and future experimental promise are discusg®t050-2947®8)05008-2

PACS numbgs): 32.70.Cs, 32.70.Jz, 32.70n, 34.90+q

[. INTRODUCTION compares the results with other experiments and theory, and
offers some general comments on possibilities for future
We have constructed a vapor cell absorption spectrometégneasurements.
for high-precision transition strength measurements in neu-

tral cesium. Precise knowledge of the transition amplitudes Il. BACKGROUND AND LINE SHAPE MODEL
between low-lying states in the cesium atom is of great im- . o . .
portance to the testing @b initio wave functions used in the A. Propagation of light in a polarizable medium

interpretation of parity nonconservation experiments in the Our experiment is based on the careful measurement of
cesium atom. While a number of accurate lifetime valueghe frequency-dependent transmission of an atomic cesium
have recently appeared in the literature for the Bates, our vapor. In order to extract the probability for photon absorp-
absorption measurements provide an independent measuretisin by individual atoms from such a measurement, it is nec-
the relative transition strengths with much higher precision. €ssary to have a model which relates the observed spectra to
Further, the 6S,,-62P; line strengths are already known various fundamental quantities such as transition matrix ele-
from the lifetime measurements to better than 0.25%, andnents, linewidths, and vapor densities. The macroscopic
may be used to calibrate the measurement of transitions {yave equation
poorly known levels which are accessible from the ground

state. Of particular interest are thé%,,-7°P; electric di- _V2|§+M'9_j+ 1 € - _M(;Z;S 1)
at = c? at? Ed

pole amplitudes and the?8,,-72S,,, Stark-induced transi-
tion amplitudes. The latter quantities are of special signifi-
cance, because the lack of empirical knowledge of thesgoverns the propagation of light as it interacts with a me-
Stark polarizabilities is presently the limiting factor in ex- dium of polarizability P embedded in a host medium with
tracting fundamental weak interaction parameters from thepeedc=1/\/ue. In the limit of slowly varying electric field
most precise atomic parity nonconservation measurementamplitude and phase, the wave equation can be decomposed

[1,2]. into two first-order equationfs3]
The absorption spectrometer described in this work has an
intensity resolution of 0.04% and a frequency resolution of IE 1 9E k
~1 MHz maintained over several GHz of detuning. As will R 5¢Im(P), (29

be demonstrated, this is sufficient to determine in a single

measurement the column absorbance of the vapor with a pre-

cision of ~0.06% when combined with a suitably accurate E(% }ﬁ
model of the absorption line profile. This paper is divided dz ¢ ot
into four sections. Section | outlines the theoretical back-

ground and line shape model used in the interpretation of th@herek is the electromagnetic wave vector, and for conve-
results. Section Il describes the experimental apparatus anflence the electric field and polarization have been decom-
quantifies its resolving power. Section Il reports the resultgyosed into positive and negative frequency parts

of a measurement of the ratio of thes®P; transition

strengths to a precision of 4.5 parts in“18long with a E=geeikz—ot=¢) 4 ¢ ¢ (33
detailed analysis of error contributions. The final section o

k
=~ 5RaP), (2b)

P=7Pee k>~ =¥ 1. (3b)
*Present address: Time and Frequency Division, National Insti-
tute of Standards and Technology, 325 Broadway, BoulderThe field amplitudeE can be taken to be a real quantity
CO 803083. without loss of generalitfimaginary parts can be absorbed
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Me tion; from first-order time-dependent perturbation theory, the

=2 equation of motion for the excited-state amplitudbess

6p 2P F=4

3/2 - = le>

. _ r
ibe= >, <e|V|g>age""eg‘—ih7ebe. @)
g

The atom-field interactiot¥ is simplyeE r=—E-D, and a
phenomenological damping term has been added to account
for decay of the excited-state populatimhich may include

| g > processes other than spontaneous emission of a ph@ien
composing the laser electric field into a coherent superposi-
tion of plane waves,

E(t)=Ee '+ & etioft, ®

[=7/2

one easily obtains from these equations the low-intensity

FIG. 1. Electronic state schematic for modeling of absorptionsteady-state dipole moment induced by the fie(d):
line shapeJ=3/2 case shown.
: : - o (D)=(yID|y)
into the unit vectorse or the phaseg). The polarization R _
amplitude is typically complex, and shares the same time . (5‘*-Dg,e)e*'“*’e@x’*‘”v)t o2
dependence as the field amplitude apart from phase lags. The :g 2 8989 J (weg — @) Tih TJ2° Deg
polarization amplitude which appears in the medium upon 99 I
application of an external field is linearly related to the field (& |5eg,,)e+i<weg’7(‘)y)t
amplitude(for values of the Rabi frequency much less than +2 > atag

€ a9

the spontaneous emission rzﬁeI5<Fe), ie.,

iwgety
F(weg—w,) —1hT2° " Doer

(€)

P=A¢, (4

where unobservable contributions which oscillate at optical

frequencies have been discardedtating wave approxima-
on), and we introduce a shorthand for the dipole matrix

elementD 4= (e|D|g). The termsa*a; are identified with

the elementg;; of the density matrix which describes a sta-

tistical mixture of the ground-state amplitudes. For the pur-
E(2)=E e~ K2aIm(A)Z, (5) poses of the present experiment, we can make the simplify-

ing assumption of no optical pumpingee Sec. Il and

which is the familiar Bouguier-Lambert-Beer expression forassign the ground state a thermal population distribution

field attenuation in a medium with complex amplitude ab-

sorption coefficientA. The problem is therefore one of cal- . 1

culating the coefficienf\, or equivalently, the complex po- aj a;= pjj =§5ij ,

larizability P for near-resonant light propagating in an J

atomic cesium vapor.

where A is a complex quantity. Using this condition and
further restricting the analysis to the case of a constant fiel
envelope §&/dt=0), Eq. (28 can be directly integrated to
yield the electric field amplitude after traversing a lenghf
the medium

whereg; is the appropriatéground, state degeneracy. The
elimination of coherences from the density matrix simplifies
the sums, and the induced dipole moment becomes
Consider the system depicted in Fig. 1, consisting of a

B. Polarizability of an atomic vapor

single atom in a continuous-wave laser field of frequeagy .1 1| (&- 5ge)|5ege+iw7t

and having unresolved or partially resolved hyperfine struc- (D)= % E 00 | (oo 0 +i T2

ture and unresolved magnetic sublevels. eend g label e g | (@eg™ @y

states in the excited- and ground-state manifolds, respec- (E-Dy)Dyee

tively, with energiesiw,, hiwy, and separationsey= we A L } (10)
—wg. In general, the atom will be found in a superposition (0eg—w,) =i T2

of excited and ground statessuch that .
We now evaluatéD) for positive (left-circularly polarized
|¢>:2 a |g>e“‘*’gt+2 bele)e et ©6) and negative(right-circularly polarized helicity light via
g e ' substitution of the appropriate fields.

|g) and |e) are eigenfunctions of the atomic Hamiltonian o
including hyperfine interactions and hyperfine Zeeman terms E.=5—¢ekxg,,
(if any). The atom-field interaction is treated as a perturba- -



PRA 58 MEASUREMENT OF THE RATIO OF THE CESIUMD- ... 1089

whereE, is the field strength and the, = ¥ (x+iy)/\/z are ~ nraw, S,
spherical unit vectors. Decomposii®) as we have done @== (21+1)(234+1) NV 27kT K3ellrl[3g)]
for &,
o X 2 2 (1) MI(2F +1)(2Fg+ 1)
<D>:rDef|wyt+D* e+|wyt, FeMg FgMg
. . _ Fe 1 Fg\?(Je Fe 12

the induced dipole moments are found to have complex di- X

> — +
pole amplitudesD-. , where the subscript indicates the result Me =1 Mg/ [Fg Jg 1
for driving fields of either positive or negative helicity: - e MvZ2kTy,

X f ° . (19
e [wy(l—v/C)—erMngMg]z—FFgM

. € 1 [Ke|r+|g)[?
De=5 2 Oy (weq— )2+ I'2/4 - - - od I
€9 Yg \®eg %y e The transmitted intensity for the linearly polarized light used

INARER in the experiment is obtained by writing its electric field in
X| weg— @, ti 7‘3 }Ei (11)  the spherical basis and using E§) to find the attenuation of

each helicity component. After propagation through a vapor
. of length z, the resultant transmitted intensity fraction for
For clarity and further computatiom . is written here as a linearly polarized light is found in this fashion to be

radial matrix element of the appropriate spherical compo-

nent. I(z) 1

T(z)= |(_0)_ E(eiza‘*z-f—eiza‘z). (15

C. Absorption coefficient

Application of the results of Eqg4) and (5) yields the
electric field attenuation coefficient

In the case of zero magnetic field,. =«_ (and there is
similarly no phase shift of the electric figldThe computer
code employed for the analysis is capable of diagonalizing
the atomic Hamiltonian in an external magnetic field using

a.==—Im(A) the hyperfine basis, and in fact computes the different coef-
2¢€9 ficients and resulting phase shifts. This allows us to properly
ho nD. model magneto-optic effectbirefringence, optical rotation
=27ra—zylm( ‘) in the vapor.
€ s Some comments concerning the fitting procedure are in
e  Kelr.|g))? order. Any iterative fitting schemégwe use a modified
:nwa%}: — — 12 Levenberg-Marquardt methofdt]) requires many repeated

EPNEVINE VIV
ey Uy (weg—w,)"+ I'g/4 evaluations of Eq(15) with small variations in the undeter-

) , ) , mined parameters which we hope to extract from the fit. The
wheren is the number density of atoms in the vapor ani$ 54t profile integral of the Doppler-broadened radiative line
the fine structure constaat/4woyfic; the macroscopic vol- is the primary bottleneck in any such procedure, because
ume polarizability is directly related to the microscopic di- - te force evaluation at the required accuracy is costly in
pole moment byP=n(D). terms of computer resources. Fortunately, there exist a num-
Finally, it is necessary to include the inhomogeneousper of methods for simplified evaluation of integrals of this

broadening due to thermal motion of the atoms in the vaportype. A computationally efficient and very accurate power
Since the atomic polarizability is calculated for an atom atseries approximation is given by Chiarella and Reid&2!

rest, we must Doppler shift the laser frequensy to its  We use their method and recurrence relations to compute the
proper value in the atomic frame. Integration over the Max-integral and curvatures, obtaining an accuracy of 4.8 parts in
well velocity distribution for a gas of cesium atoms with 10° when retaining nine terms of the series. Fitting is carried
atomic masM and equilibrium temperatur€ yields out on a high-performance RISC workstation, and a typical
scan of 2000 laser frequency channels takes one to two hours

M Ie ) to converge.
+=n — = —[elr+
ax=NTaw,\[5 = eEg |gg [Kefr-[g)l
I1l. APPARATUS
w e—MvzlszdU _ _
% f ——{ (13 The spectrometer consists of a scanning single-frequency
—» [0 (1-v/C) —weg]“+T'c/4 Ti:sapphire laser, the output of which is stabilized and split

into probe and reference beartisth of 100—200 nW/cfn
wherek is the Boltzmann constant. Because the inhomogeintensityy which are used to probe the transmission of a
neous width is narrower than both the cesium ground-statquartz cell containing cesium vap@¥ig. 2) with a 2.25 cm
and 6P, excited-state hyperfine splittings, the total angularoptical path length. The probe and reference signals are de-
momentum basif~,M) is convenient for evaluation of the tected with a matched pair of silicon photodiodes and re-
absorption. Applying the Wigner-Eckhart theorem and sepaeorded under computer control. The apparatus is described in
rating the electronic and nuclear variables, we arrive at thgreat detail elsewher]; only the most important features
basic result of this section: are sketched in this paper.
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modulation to below the detection limits of the apparatus.
Much of the challenge in obtaining accurate absorption spec-
tra lies in the control of unwanted scatter from sources both
internal and external to the spectrometer’s optical elements,
and many diagnostics were found to be necessary to identify
and control the various background sources. Because of the
high intensity of the scatter produced far upstream near the
laser source, even small light leaks show up on the detector,
usually as frequency-dependent effects. Inside the spectrom-
eter enclosure, waste light from inside the polarizer, and
back reflections from the beam splitter, cell windows, and
focusing lenses are the major culprits. This scatter is elimi-
nated through the judicious use of absorptive baffles and
shields, along with limiting apertures which block diffraction
haloes. In its final configuration, all sources of extraneous
scatter are identified and eliminated to the technical limits of
detection in the apparatybetter than 0.05% relative inten-
sity).

Two matched silicon photodiodéeesponsivity 0.5 A/W
detect the probe and reference beams. These photocurrents
are converted to voltages using identically constructed cur-
rent to voltage amplifiers. Identical gated integrators of our
own design integrate these voltages for about 17 ms, then
hold the final values for reading by an analog-to-digital con-
verter. We choose the gain of the detection system to pro-
duce signals of a one volt at the input to the analog to digital

FIG. 2. Schematic of apparatus and optical path. Legend: Ti:Sconverter for an input power of about 80 nw. Our data ac-
Tizsapphire laser; BS, beam splittevt, gold first-surface mirror;  quisition system consists of four identical gated integrators
ND, neutral density filter; CCS, computer-controlled shutfer;  which permit the simultaneous collection of four detector
|ens; FC, fiber COUpler and alignment Stage; FIB, Single-mode ﬁber'signajs' The third integrated photosigna' comes from the
D, light dump; POL, linear polarizeB, large baffle; CELL, cellin atomic beam tube fluorescence which is used to calibrate the
oven; DET photodiode datector; EOM, electro-optic modulator iN|aser frequency scan as described later in this paper. The
resonant cavity; OC, optical chopper, and THB, cesium thermak, . js used for a variety of diagnostic purposes. All four
beam apparatus. Dot_ted lines indicate light-tight enclosures, dm&ignals are sampled and recorded simultaneously even
tubes omitted for clarity. though the analog-to-digital conversion must be performed

sequentially; otherwise laser power fluctuations on a time

The most significant obstacles to high-precision absorpscale of tens of milliseconds could destroy the integrity of
tion measurements in an apparatus of this type are pointinthe normalization process. In addition a shutter blocks and
stabilization of probe light, maintenance of the normalizationunblocks the laser under computer control so that instrumen-
integrity, and control of the vapor density. The use of a ringtal voltage offsets can be recorded and subtracted from all
laser introduces output pointing instabilities because as thsignals. Each absorption data point consists of the integrated
frequency of laser oscillation is tuned by manipulation ofprobe signal voltage minus its integrated offset voltage, di-
various dispersive elements in the caviBrewster plates, vided by the integrated reference signal voltage minus its
etalons, etg, the output beam is either displaced or tilted integrated offset voltage. With this normalization scheme,
slightly with respect to the initial condition. When multiplied the detector efficiencies and conversion gains divide out
by a long optical lever arm, such wandering of the beam carielding the intensity ratio of the probe to reference beams.
have significant impact on intensity normalization and leadAny remaining differences in gain or efficiency between
to changes of the optical path length in the vapor. We overthese two data channels results in an overall scaling factor
come the pointing limitations by employing a single-modethat does not affect our result because the analysis depends
optical fiber and various coupling optics as a spatial filter.solely on the fractional size of the absorption.

The fiber output is free from measurable position and angle The quartz cell consists of a cylindrical body 2.5 cm in
fluctuations even for maximal excursions of the ring cavitydiameter and 2.25 cm long. A narrow sidearm extends down-
optics(i.e., beyond which the laser ceases to operate ward from the center of the body. The probe laser beam

The accuracy of the probe-to-reference normalization capasses through fused silica windows which cover both ends
be compromised by pointing instabilities, interference ef-of the cylindrical body. The sidearm contains cesium in the
fects, unwanted scattered light, and data acquisition limitalowest 1 cm of its 9.5 cm length. The cell is evacuated with
tions. The optical path is constrained by the fiber and coman oil-free system including an ion pump and baked until the
pletely enclosed in drift tubes to decrease any instability dugressure reaches a value of less than®Pa. Cesium is
to convective refraction effects during propagation in air.distilled into the sidearm from an ampoule containing better
Interference effects are minimized by mounting the specthan 99.9% pure G%. No coatings or buffer gases are
trometer elements on micrometer tilt and rotation stages, anddded to the cell, and any residual gas is expected to have
the incidence angles are carefully adjusted to reduce angtmospheric ratios. At these pressures we expect little for-
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FIG. 3. 1-GHz optical phase-modulated thermal beam spectra. Vertical axis is fluorescence itdaepisiary unit3, horizontal is laser
frequency step number. The four possible cases are sHawB2S;,F =3—62P;,F'=3,4; (b) 62S,,,F =4—62P,,F'=3,4; (c) 62S,,,F
=3-62P,,F' =2,3,4; (d) 62S,,,F=3—6%Py,F' =3,4,5.

eign gas broadening and the collisional linewidths observeavave power are coupled into a resonant-cavity type electro-
are consistent with pure resonance broade(@gon Cs$. optic modulator(EOM), and the depth of modulation is

In order to make a meaningful comparison of the absorptuned such that useful light power densities appear in the
tion on two different transitions, the vapor density in the cellzeroth-, first-, second-, and third-order sidebands. As the la-
must be held constant during the entire observation periodser is scanned through the resonance transition in the vapor
At present, this includes the time required to retune the laserell, the phase-modulated light excites the atomic beam, and
from operation at 852 nm to 894 nm. In the future, two laserghe beam resonance fluorescence is detected using two sili-
will reduce the time between measurements. To maintain aon photodiodes. We employ phase-sensitive detection of the
constant density over time, the vapor cell is contained in dluorescence signal using a lock-in amplifier; the lock-in out-
temperature controlled enclosure consisting of two parts: aput is recorded as a function of the voltage used to scan the
oven for the cell body, and a second oven for the lowest Ti:sapphire laser frequency. The thermal beam signal exhib-
cm of the descending sidearm. Because the vapor pressureitis well-defined peakgull width at half maximum(FWHM)
determined by the temperature of the condensate in the cold<35 MHz| corresponding to excitation to various upper-
est region of the cell, we employ two precise temperaturestate hyperfine levels, which repeat every 1 GHz interval as
servos which are capable of stabilizing the cell and stenthe successive sidebands sweep through resonance. Figure 3
temperatures separately to5 mK for periods of several shows typical thermal beam calibration spectra for the four
hours. A gradient of 10—15 K is usually maintained betweercases of interest. The group-to-group separation is deter-
the two ovens to prevent condensation in the cell volumemined solely by the drive frequency of the EOM, which is
For measurements performed below the freezing point of cemeasured with a frequency counter to a precision of 1 kHz.
sium (301.55 K), it was necessary to keep the cell body The peak spacing within the hyperfine groups is known with
above the freezing point to stabilize the density and provide precision of 320 kHz in the case of thérg, [9], and to
repeatable results; the temperature gradients were corr@d kHz in the case of the’®;, [10] from independent mea-
spondingly greater under these circumstances. surements. Hence the complete spectrum can be used to gen-

Laser frequency calibration during the swegps$] is ac-  erate an extremely accurate calibration of the laser frequency
complished by probing a cesium thermal beam with 1 GHawhich requires no external stabilization and exhibits unpar-
phase-modulated lightd]. Approximatey 5 W of micro-  alleled long term stability and repeatability.
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FIG. 4. Transmission near thé$,,F =3—62P,,F' line cen- FIG. 5. Transmission near thé$,;,F =3—62P,,F’ line cen-

ter. Vertical axis is normalized transmissi¢arbitrary unitg, plot- ter. Vertical axis is normalized transmissi¢arbitrary units, plot-

ted against the laser frequency extracted from a concurrently meaed against the laser frequency extracted from a concurrently mea-
sured thermal beam spectrum. Upper plot shows residuals of best ured thermal beam spectrum. Upper plot shows residuals of best fit
to model, which has\S(62P,,,)=0.2377x 10 2 m~ 1. Stem tem-  to model, which hasiS(6%P3,)=0.4707X 10 2 m~%. Stem tem-
perature is 318.65%8) K. perature is 318.648) K.

IV. EXPERIMENT AND RESULTS absorption on a single line every five minutes for an hour to
. check the maintenance of equilibrium. Figures 4 and 5 show
Absorption spectra are collected under computer controfepresentative absorption spectra after the frequency scale
by scanning the laser over the resonance lines, with totalas peen calibrated using the thermal beam reference, along
detunings ranging front-2.5 to = 3.5 GHz depending on the  wjth the residual differences between the measured transmis-
Doppler width. For the present investigation, B2 and 37 sjon and the model. The residual deviations that appear
D2 absorption spectra are acquired and fit to the line shapgrger than the intensity noise originate from statistical un-
model of Sec. II. In general, we use the smallest detuningertainties in determining the horizontal frequency scale
range possible to obtain the greatest resolution from our agrom the beam-tube specti&ig. 3. When averaged over
quisition system which has 4000 laser frequency bins, alseveral scans under the same conditions these residuals av-
though we are careful to acquire transmission information irerage to zero. The data are fit to the line shape mkigs.
the very far winggwhere the absorption is negligibly small (14) and (15)] with three undetermined parameters: a small
so that the incident intensity can be independently calibratedrequency offset tow,,, the normalized incident intensity,
Due to the narrowness of the scans, we measure excitatigfhd the parameter of interestS wheres is the line strength
from each of the ground-state hyperfine levels separatel (3 ||F||J )|2. The ratio of theD1 andD2 line strengths can
Fitting these two transitions independently also provides heen be ?ouﬁd from the ratio of the twozS measurements.
convenient test of line shap_e model systematics which ma ecause the column lengthis well defined and fixed in our
be dependent on the relative strengths of the unresolve pparatus, we will factor it out in the foregoing discussion.

upp'e'r-state hyperfine compo'nemsg., optical pumping and At constant temperature the densitiegancel, and
collisional processgsWe typically obtain four scans for a '

single fine structure component, consisting of two repeated ) - o )

scans each over the transitions frofSg, F=3 andF=4 _nS&(D2) S(D2) [6p°Ps|r]|6s°S,)]

to 6°P,F' states. Subsequently, the laser is tuned to the nS(D1)  S(D1)  [6p?PyIr]|6s*Sy*

other fine structure component and the same group of mea-

surements is performed. We then change the temperature/

density, allow the system to equilibrate at the new tempera- Uncertainty in extracting the value ofS(6P;) from the
ture for several hours, and repeat the measurement proceduabsorption measurements arises from the statistical error in
to check for systematics which are temperature or densityhe fitting process, and from systematic error in the model
dependent. Various diagnostic tests are also performegharameters corresponding to the Lorentzian linewidth and
which include switching back and forth between & and  vapor kinetic temperature. Technical noise in the transmitted
D2 lines repeatedly at fixed temperature, and measuring thigght is approximately constant for all points across the spec-
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In the lower-density regime where absorption measure-
ments for the ratio experiment are actually performed, we are
not able to directly distinguish between radiative and total
collisional linewidths due to the statistical insensitivity of the
fit to the Lorentzian part of the profile. Important information
can, however, still be obtained by observing trends in all of
the data sets taken as a whole. A simple test involves com-
paring the Doppler linewidth inferred from the fit with that
expected from the temperature of the vapor. The total line-
width is a combination of our best estimate of a 500-kHz
laser width, plus the best fit linewidth for tH22 transition
and impact linewidths for th®1 transition. Taking into ac-
count the smal(1.75 G magnetic field present due to the
optical table and heaters as well, we fit all spectra with the
. . ‘ ‘ kinetic temperature of the vapor floating as a free parameter.
2 4 w S 8 In this case, the differenc&T between fitted and measured

Cs vapor density (10" m ™) vapor temperatures for all data takes the mean vaMIE)

] ] =0.12(17), which is consistent with zero. If the laser line-
FIG. 6. Excess linewidth beyond natural value, extracted fromvvidth and magnetic field are not included in the model, we
high-density absorption spectra. Error bars represent standard errgpq (AT)=0.75(17), which indicates a deficiency in the
in. repeated measurement. The.line is the begt linear fit to the dat%alculated width of the profile. We believe that with the ad-
with slope of 3.0(5)10" ** radians /s and intercept 0®(2) jtion of contributions for the collisional, laser, and magnetic
* 10° radians/s. field effects, the total Lorentzian linewidth is accurate to

within a few hundred kHz for both thB1 andD2 transi-
tra, at the level of 0.04% of the incident intensity. A com- tions. The best linear fit to the collisional width d&Fg. ©6),
paratively large uncertainty appears in the normalization ofvhich demonstrates excellent agreement with the slope pre-
the light power because of the limited resolution of thedicted in the impact regim¢ll], returns an intercept of
analog-to-digital converters used in recording the spectra. 1#5030) kHz when extrapolated to zero density. This is in-
both the signal and reference channels, the instrumental volgonsistent with the expected residual linewidth due to the
age offsets are subtracted by shuttering the laser. The offs¢@ser, which should yield an intercept of approximately 500
cannot be measured to better than 0.018% in our 12-bit corHZ s stated by the manufacturer. We take this discrepancy

verter; this is equivalent to a 0.025% uncertainty in the trans@S the uncertaigty in our knowledge of the Lorer:)tzian con-
mitted intensity at all points on the spectrum. tribution to the 6P5,, linewidth, which is equal to 6% of the

total damping rate. An identical estimate of 6% uncertainty

is made for the 8P4, width. Geometric considerations lead

35

30

25

20

Linewidth excess (1 0° radians/s)

The largest contribution to the uncertainty in determining
nS from the individual fits comes from lack of knowledge of t0 a 2P, collisional damping rate which is-2/3 that of the

the Lorentzian width of the Voigt profile. In the real case of 62P.. level so we feel that this second uncertainty estimate
a probe laser source with finite bandwidth, this includes the_ = 32 ’ y

. ) . . IS conservative even without a direct measurement for the
laser linewidth as well as the upper-state population dampin

o i - X 1 line.
rate. In the limit of zero density, radiative damping at the To determine the dependence of the desired quantities

spontaneous emission rate is exact, but at higher densitieﬁs(ezpj) on the uncertainty in the Lorentzian width, simu-

collisional processes depIeFe the excited-state population @tiaq data with known linewidths and temperatures are fit
enhanced rates. To determine the rate condtarior decay  \ith fixed, discrepant values of said linewidth. For perhaps
of the excited state, we increase the density so that essefore realistic tests, we also vary the linewidths in fits to all
tially no light is transmitted to the detector for detunings of of the actual data and determine the relationship between the
several hundred MHz around thé Py, line center, which  orentzian width and the fitted values afS(62P,). Both
improves our sensitivity to the Lorentzian contribution to themethods produce consistent behavior. The variation in
profile. We are then able to extract the collisional linewidthnS(62P;) is approximately linear with respect to changes in
with some precision by fitting these spectra with the dampinghe damping rate, even for extremely large excursiompsto

rate as a free parameter. Within the present limitations of our=60% of the radiative valye This reflects the insensitivity
experiment, we find agreement with the impact-regime resoef the model to the collisional contribution to the Voigt pro-
nance broadening calculations of Carrington, Stacey, anfile at the low densities used for the ratio measurement. Note
Cooper[11], who predict that the collisional depopulation that this represents the average behavior for a range of opti-
rate of the 6P, state increases linearly with the vapor den-cal depths; however, the variation is relatively constant for
sity, with a slope of 3.28 10 3 radians n¥/s. The best fitto  the densities used in the ratio measureniéhtin this man-

our linewidth data for densitielg between'd@nd 18° m=2  ner we determine the following dependences:

returns a slope of 3.0(5910 *° radians m/s (Fig. 6). For A[NS(67P )] AT

absorption to the 4, state we did not perform the high- o Y _g1x103 =2
density linewidth measurement. Because we find good agree- NS(6°P 1) Le’
ment with the impact calculation for thB2 transition, we 5

believe that the theoretical prediction for thd transition is AInS(6"Pap)] 6.0x10°3 —°
similarly robust. NS(6%P3p) ' Le’

(17)
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Using the 6% linewidth uncertainty in each case, we arrive at TABLE I. Summary of error contributions for individual ab-

a systematic uncertainty in the column density-line strengtisorption measurements.

product of 0.055% and 0.036% for ti2l andD2 transi-

tions, respectively. Error term o[nzS(6Py)] o[nzS(6P3y)]
Because the experiment is performed in the Doppler-

broadened regime, accurate characterization of the kinetic

ADC accuracy in offset 0.025% 0.025%

temperature of the vapor is required to make comparisonsLorentzian width 0.055% 0.036%
with the theoretical line profile. Four-wire resistance mea- Vapor kinetic temperature 0.008% 0.003%
surements of platinum resistive temperature deyR&D) Statistical error in fitting ~0.02% ~0.02%

thermometers embedded in the ovens provide the cell bodyAsymmetry/fit stability 0.013% 0.013%
and stem temperatures with a resolutiontof mK; we ex- Total quadrature 0.065% 0.050%

pect that as an absolute measurement of temperature the &€=
curacy is worse by not more than about a factor of 5. Rela- . S . . 2
tive temperature measurements using thermocouples plac%)%rrlneql in this fasrrl]lotn ;[jo be t;épmally O'g]z%tf[ﬁm EJ)' i
at various points on the cell oven indicate that the tempera-tu ve:;]lesh_scr)]n_wew a t.epeTt'ng on_t € ltotal absorption
ture of the cell body is uniform to better than the limited strength which 1S proportional to density.

precision of 100 mK achieved using this technique. We take, Finally, as a measure Of. _the accuracy of the symmetric
100 mK as the maximum uncertainty in the absolute temiine shape model and stability of the fitting procedure, the

perature at any point in the cell oven volume. The nonequi—red and blue halves .Of the transmissk_)n spectra are f_it_ir_1de-
librium nature of the apparatysell body and Cs-containing pendently a_nd e_xammed for systematic deviations. D_|V|d|ng

stem at temperatures differing by 10 to 20 i€ not antici- the absorption lines at the point of maximum absorption, we

pated to introduce significant deviations from the Maxwell-'clnd an average change_ in the density-line strength pro_duct of
jian velocity distribution. Other work employing a similar _ 0-011% for the red wing, and 0.0149% for the blue wing

apparatus using Rb vapor demonstrates excellent agreemdfifative to the full-spectrum fitted value. No repeatable

between measured cell temperatures and fitted Maxwellia orentzian line shape asymmetries are ob;erygd in the re-
Doppler line profiles, even for cell-stem temperature differ-s"du"?IIS of the full-spectrum fits, for are any S|gn_|f|cant asym-
ences of 200 K12] metries expected at the densities used in this experiment

The systematic effects of uncertainty in the kinetic tem-13:14- Line profile distortion due to optical pumping ef-

perature are determined in a manner identical to that used fcﬁECtS is similarly not observed at the probe intensities used in
the Lorentzian width, by fitting simulated spectra with 1€S€ measurements, where a Cs atom typically undergoes

known but discrepant temperatures, and via a variation pur thermal_izing wall collisions for each photon '_scattered.
technique in which the input temperatures of all the real dat he.small dlffergnces between the 'red/blue ha]f fits and the
sets are varied and the change of the column density-lin Il fit are most likely related to details of the fitting process,

strength produahS(62P ;) is recorded. Both techniques give such as differe_nces in the shape)(&fsgrface near the mini-
consistent variations, with the following dependences: mum value which depend on truncation of the data set. The

error budget includes an additional contribution of 0.013% to
A[NS(62Pyy)] ATinetic account for this variation, which we refer to as “asymmetry/

S, —8x10 , it stability.” i 1
nS(62Py),) Teinetic fit stability. _Table | gives a (_:omplete summary of the vari
ous uncertainty terms described above.
A[NS(6%P3)»)] AT inetic Values ofnS(62P;) obtained from the 69 full-spectrum
— —5 X . L. .
S(62P =3x10 T - model fits are tabulated and assigned individual uncertainties
n ( 3/2) kinetic

as previously outlined. Each group of repeated observations

Again, the dependence is found to be relatively constant focorresponding to a single fine structure component is
the range of optical depths under consideration; the precedveighted with the statistical uncertainties of the individual
ing values represent the average behavior. Consequently, tfies and combined in a mean value. The standard error in this
typical uncertainty of 0.1 K in the kinetic temperature of the weighted mean value is taken as a measure of the stability of
vapor corresponds to an uncertainty in the density-linehe measurement againgeal density fluctuations, and as
strength product of 0.008% for absorption near Enk line,  such contributes an additional uncertainty in determining
and 0.003% for absorption near tBe line. nS(62P;) for the ratio measurement. This variance is used to

Noise originating in the detection and acquisition systemestimate the size of small drifts in the vapor density which
contributes a random uncertainty in the measured absorptiamay occur during the time required to convert the laser for
of =~0.04% of the total incident intensity, and there is aoperation near the other fine structure transitions. The quan-
relative frequency uncertainty of 1 laser channel arising tities nS(62P,) andnS(62P3,) measured at seven differ-
from the finite width of the peaks in the beam-tube spectrument stem temperaturgand hence values of the density
These uncertainties are considered in the fitting procedurdorm coordinate pairs, with associated uncertainties in each
Reducedy? values for all fits with the instrumental offsets component. A scan with no absorption cell provides an ad-
properly subtracted fall in the interval from 0.25 to 3.6, with ditional point at the origin corresponding to the zero density
almost all fits consistently neay?=0.4, which is the ex- case, with an uncertainty appropriate to the detection limita-
pected distribution. Statistical uncertainties in the parametersons. The plot 0hS(62P5,,) versusnS(62P,,) is presented
of interest are determined via the full covariance matrix outin Fig. 7. The slope of this line is the desired rafty and
put by the fitting routine, which returns the variation y8  these pairs are used as input to a linear model which includes
near the minimum value. Theslconfidence interval is de- the calculated uncertainties in both the abscissa and ordinate.
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FIG. 7. Ratio line, the plot ohS(62P3;,) versusnS(62Py;,).
Uncertainties are much smaller than the plotting symbols; the line is
the best fit to the data, which has a slope of 1.980%nd an ; . T
intercept consistent with zero. 0.40 - Projection against abscissa i

i 3T

This procedure is considerably more difficult than linear
modeling with measurement uncertainty in only one of the
variables, because the partial differential equation for mini-.
mization with respect to the slope is in general nonlinear. Wer
use the programmITEXY of Ref.[4], which properly accounts
for uncertainty in both the coordinates, and has demonstrate
good convergence and confidence-region estimates in fits t@ 020 r E i

(percent)

ation

al devi

simulated data. Figure 8 shows the residuals of this single fit2
where, due to the smallness of the error bars in comparisor  -0.40 | -
to the magnitude and variation of the quantitieS(62P;), . s . s . s .

two different plots are used to present clearly the deviation in 0.000 0.002 0.004 0.006 0.008
both coordinates. The best fit to the data has a redyéexd n|<6R,, Il || 68, 5|2 (1/meter)

1.1, with a slope ofR=1.9809(9) and an intercept consis-

tent with zero (-2x10%); the quoted uncertainty is the FIG. 8. Residuals of linear fit to plot ofS(62Pg,) against
statistical error in fitting the line given the individual uncer- nS(62P,,,), with uncertainties irx andy.

tainties in the coordinates. The residuals are distributed o i
within reasonable statistical expectations and display no norfast-beam lifetime measuremer{,15], comparable high-

linearity or serious systematic dependences with increasingrecision lifetime measuremer{ts6], an early spectroscopic
density. ratio measuremenfl7], and atomic theory{18—-23. Our

This value of the ratio is found using the various correc-direct-absorption ratio measurement is in excellent agree-

tions described in the preceding sections—offset drift subMent with all previous work, and represents a reduction in
traction, and compensation for finite laser linewidth anduncertainty of almost an order of magnitude beyond the best

magnetic field effects. These corrections have almost no eff€Vious measurements.
fect on the final ratio value. Using the raw spectra uncor- N

2

rected for drifting offsets, and fitting with the further as- Direct Absorption (Present) - fel ]
. f th tl | Lor ntzi n Wldth nd rf ﬂ Fast-Beam Lifetime (Rafac 1994, 97) |- e B

sumptions of theoretical Lorentzia 1s and perfectly TCPC Lifetime (Young 1994) |- L ]

monochromatic laser light, we find a fractional increase in Hook Method (Shabanova 1979) [ -

the ratio of only 610 #, which is smaller than the com- - ]
bined 1o uncertainty. Correcting the instrumental offset drift MBPT-AO (Dzuba 1989

. . . MBPT-AQ Length (Blundell 1992
only, and retaining the theoretical value of the Lorentzian  ygpr-a0 velocity (Blundell 1992
width and monochromatic laser, we find the ratio iS in- MBPT-3rd order scaled (Johnson 1996

)
)
)
)

creased by an even smaller fraction of 4B) 4, a spread MBPT-5rd order (J°“”S°"1987; n ° ]
)
)

. .. . . h MBPT-2nd order (Johnson 1987) - o -
again of less than the statistical uncertainty in the fits. Inclu- yjapr 1t orger (Johnson 1987) |- q ]
sion of all corrections and best estimates for the magneticsemiempircal Potential (Norcross1973) | o ]
field and laser linewidth recovers the final value. B T IR

<6, Il Tl 6zs1,z>|2/ <628, 71168, 71
V. DISCUSSION AND CONCLUSIONS ) ]
_ . FIG. 9. Comparison of the present measurement of the ratio of
Figure 9 displays the present result for the raficalong  62P line strengths with selected experimental and theoretical re-
with other values of the ratio computed from our previoussults.
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The current progress @b initio theory in the alkali-metal 1.97 e ey e 1.86
atoms is plotted in Fig. 10, which shows experimental 1975 F This Work / S
[16,24—-28 and many-body perturbation theofyiBPT) de- T a1 Order Soale l% S VAN
terminationg 18,20—22 of the deviation of thenPg,,nPy)» 1.98 —d\( 1 Ei-iT 188
ratio from the nonrelativistic expectation of 2:1 for Na, K, b R I S
Rb, Cs, and Fr. The plotted ratios are also listed in Table Il.5 1985 ¢ o ‘ ;189
As anticipated, the ratios in the heavier elements deviated g9t oo A, 3 1.9
more strongly from the nonrelativistic prediction. There is, in £ g } 1 F ]
general, good agreement with the calculations, which are” 1.995 g T T hiokes ] [/t 191
thought to be accurate to about 1% in each of the matrix 2 f 1 1 1192
elements. Thab initio ratios are therefore determined with a - 2nd Order 1t 1
similar precision, but there are reasons to expect that som  2.005 - 1 11.93
theoretical systematics may cancel in the ratio, resultingina T 104
somewhat improved value. Assuming for the moment that "o 20 30 40 50 60 80 90
this is indeed the case, the present results indicate that for th number of electrons

heavy alkali metals, inclusion of third-order diagrams does FlG. 10. P ¢ MBPT calculat  the ration-D1

not improve the agreement with experiment and that calcu- - 10, FTOgress o calculations ot the ratioLhs -

lation gf at least gome classes of giagrams to all orders jine strengths and comparison with experiment. Error bars are

necessary. The correspondence may simply be fortuitoughown only for experimental results. Solid circles with error bars
iven estihates of the contributions of diagrams missinqépresent the best fast-beam lifetime measurements for Na, K, Rb

?rom the calculation. The imoressive de reeg of aareemento™ [24] and for Cs from[6]. Solid squares are the best determi-

bet the t ‘ t IFI) d Ig lati gh nations from photoassociative spectroscopy, with results for Na
etween the two separalé all-orders ca _Cu auons, .owevelrr'om [26,27] and for K from[25]. The solid diamond is the present

suggest rather strongly that most of the important diagram

| f luSi f | graMgirect absorption measurement, with an uncertainty smaller than the
are properly accounted for. Inclusion of structura rad""‘t'onplotting symbol. First- and second-order theoretical results are

a_mq normal|zat|on terms does not _5|gn|f|cantly _affect the razaken from[22] for Na, and 21] for all others; all third-order results
tio in third order, and correction with an empirically scaled gre from [22]. The cesium all-orders result 18] is the open
Brueckner-orbital contribution improves the situation only square partially obscured by our direct absorption measurement for
marginally [22]. The experimental ratios determined from cs. Time-resolved lifetime measurements for [€6] and Fr[28]
beam-laser lifetime measurements tend to be somewhate plotted as the solid triangles. For Fr the experimental and theo-
larger than the calculated values for the heavier alkali metalgetical [22] results are plotted to the right with a reduced scale and
(although not significantly so given the size of the uncertainshifted origin. All theoretical ratios plotted are calculated using the
ties); however, the present absorption measurement which igosition form of the dipole operator.
the most accurate falls into the middle of the distribution of
theoretical results. cates that the technique is robust enough to be employed as a
The difference in the ratios obtained by absorption anddiagnostic for precise measurements of poorly known line
the average of the best existing lifetime measurements is strengths in cesium. Since thép, lifetimes are known with
=0.0003(53(9), where the first uncertainty results from the a precision of better than 0.25%6,15,16, other laser-
lifetime values[6,15,16 and the second from the absorption accessible transition strengths can be determined via mea-
measurement. The excellent agreement with independestirement of the ratio of the desired transition strength to that
measurements of the individual transition probabilities indi-of either of the well-knowrD lines. As can be seen from the

TABLE Il. Experimental and theoretical line strength ratios of B@:D1 transitions in the neutral
alkali-metal atoms. All theoretical ratios are calculated using the position form of the dipole operator.

Experimental ratid>2:D1 Order of MBPT
Neutral Lifetime Photoassoc. This work 3rd+ All
atom  measurements  spec. Abs. Spec. 1st 2nd 3rd scaling orders
2Na 1.999437)%  1.998§76)° 1.9996 1.9997 1.9996 1.9997
K 199897472  1.999853)4 1.998% 1.9987 1.9985 1.9987
%Rb 1.996@42)2 1.992% 1.9952 1.9903 1.9903
s 1.980653)" 1.98099) 1.9796 1.987f 1.973% 1.9760 1.9817
2% 1.9011108" 1.900f 1.9376 1.8624 1.8760
3Referencd 24].
bRatio of Ref.[27] to Ref.[26].
‘Referencd22].
YReferencd 25].
®Referencd21].
fWeighted average of Refg5, 16.
9Referencq 18].

hReferencd28].
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preceding analysis, the primary error contribution in such alescribed here should remain accurate, and these mecha-
measurement is the uncertainty in the calibrating linenisms are in any event accessible to measurement in the
strength, provided some important conditions are met. Theseame apparatus. We expect this technique to be instrumental
requirements are related to maintaining the accuracy of thim obtaining high-quality results in measurements of the
line shape model—the hyperfine structure of the desired ex62S,,,-7?P; transition strength, and of the?8,;,-7°S;,

cited state must be well known, and the transition must beStark polarizabilities, experiments which are currently under-
strong enoughwithin a few orders of magnituddn com-  way in our laboratory.

parison to the calibrating line. Even if these criteria are not

perfectly satisfied, a reasonably high precision el % ACKNOWLEDGMENTS
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