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Atom cooling in one dimension with high-intensity laser light
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In sub-Doppler laser cooling of atoms, the lowest temperatures are known to occur at low~but not too low!
excitation, and the temperature increases roughly linearly with laser intensity. However, under conditions for
which the lowest temperatures are obtained, the small velocity capture range and low optical pumping rate
limit the number of atoms that can be collected into the cold sample. In this study, we present measurements
for laser cooling of Rb and metastable He atoms for two counterpropagating laser beams with orthogonal linear
polarization~lin'lin! over a wide range of saturation parameters and laser detunings, together with results of
semiclassical~Fokker-Planck! and quantum density matrix calculations. We find that at higher laser intensity,
a larger number of atoms can be collected into a final velocity distribution that is significantly narrower than
that given by a linear extrapolation vs the square root of laser intensity. Two cooling mechanisms are at work:
the sub-Doppler Sisyphus mechanism and also Doppler cooling. Under certain conditions that we discuss,
Doppler cooling aids Sisyphus cooling by collecting high-velocity atoms beyond the Sisyphus capture range.
He* presents a rather unusual situation in that the minimum average kinetic energy (Eav) for purely Sisyphus
cooling is comparable to the minimum value ofEav with Doppler cooling alone.@S1050-2947~98!00501-0#

PACS number~s!: 32.80.Pj, 42.50.Vk
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I. INTRODUCTION

Optical collimation to produce the brightest atomic bea
is important in many experimental situations, includi
atomic beam lithography and experiments in collisions a
spectroscopy. To optimize atomic beam intensity and co
mation simultaneously, one needs to balance the condit
for the narrowest velocity distributions against the conditio
for efficient collection of atoms into a small range of veloc
ties. The resultant ‘‘cold peak’’ in the velocity distribution a
v50 corresponds to a low temperature when it has a Ga
ian shape. Polarization gradient and other sub-Doppler c
ing methods depend on the multilevel structure of atoms
achieve temperatures lower than with purely Doppler co
ing, but the velocity capture range of such methods is q
restricted. Still lower temperatures have been achieved
velocity selective coherent population trapping@1–3#, but
this alone does not efficiently collect fast atoms into the c
peak @4#. The lowest reported temperatures have be
achieved by evaporative cooling in three dimensions@5–7#,
but this technique cannot be used for brightening of ato
beams.

Recently it has been reported that there is an unexpect
small increase in the width of the velocity distribution wh
high-intensity light is used to collimate atomic beams in
one-dimensional lin'lin configuration@8–10# ~lin'lin laser
cooling employs counterpropagating laser beams with
thogonal linear polarization!. This conclusion is most ex
plicit in the work with Rb and Na atoms@8,9#, but was also
reported with Cr@10#. In view of these results, our goal ha
been to obtain additional data for Rb and also to stu
lin'lin cooling of metastable He atoms (He* ), and to com-
pare our measurements with theoretical models that were

*Present address: The Aerospace Corporation, Mailstop M2/
P.O. Box 92957, Los Angeles, CA 90009-2957.
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available for the Na and Cr studies in order to better und
stand laser cooling under these conditions.

We find that at high intensity for Rb, and moderate i
tensity for He* , Doppler cooling and polarization gradien
~Sisyphus! cooling complement each other, resulting in
larger velocity capture range while maintaining a relative
narrow final width in the velocity distribution. Each of thes
cases lies outside the region of applicability of models
which the excited state populations are adiabatically eli
nated ~AE! @11–14#. The measured widths of the velocit
distributions turn out to be significantly narrower than wou
be found from extrapolation to higher intensity of AE resu
such as those in@12,14#. Our calculations, using both quan
tum density matrix and semiclassical Fokker-Planck eq
tion methods with excited states retained, show that de
tions from an overall Gaussian velocity distribution play
important role. As previously recognized@12#, non-Gaussian
distributions are ubiquitous in lin'lin cooling.

The non-Gaussian character can be understood by con
ering the velocity dependence of both the semiclassical fo
@F(v)# and momentum diffusion@D(v)# functions@12,15–
17#. The steady-state velocity distribution@P(v)# calculated
from the Fokker-Planck equation is Gaussian when the r
F(v)/D(v) is linear in v. Ideally @12# one hasF(v)}v/@1
1(v/vc)

2#, where vc is the velocity capture range, an
D(v)5D1 /@11(v/vc)

2#1D0 , in whichD0 is negligible. In
such a case,F(v)/D(v)}v everywhere. SinceF(v) and
D(v) are useful tools for qualitative~and nearly quantitative!
understanding of the experimental results, we have de
oped a semiclassical algorithm for calculatingF(v) and
D(v) that includes excited states@16–18#, and present some
of these results below. In the results from these semiclass
calculations ofD(v), D0 is typically not negligible forv
.vc , and in factF(v) andD(v) do not exactly follow the
above simple parametrizations. As a consequence, eve
low intensity and large detuning, we find that the linear
gion of F(v)/D(v) typically does not extend significantl
3,
401 © 1998 The American Physical Society
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402 57M. R. WILLIAMS et al.
beyond the maxima ofuF(v)u at v56vc . SinceP(v) nor-
mally is significant beyondv5vc , there are usually more
atoms in the wings than for a truly Gaussian shape, and
can say that lin'lin cooling is typically less efficient for
largeruvu. ThusEav[M ^v2&/2 is often greater than the est
mateEge5Mvge

2 /2, wherevge is the 1/Ae half-width of the
velocity distribution, orEge8 5M (Dv)2/8ln 2, whereDv is
the full width at half maximum~FWHM! of P(v). @For
GaussianP(v), Eav5Ege5Ege8 .# Eav is strongly influenced
by Doppler cooling, which collects atoms from the win
into the cold atom peak.

Better agreement with the measurements can be obta
with quantum density matrix or quantum Monte Carlo calc
lations than with such semiclassical methods, especially
ground stateF.1. In this study we use two quantum dens
matrix methods. Time evolution calculations with a basis
free-particle states~labeled ‘‘QDM’’ here! include excited
states and are believed to be most accurate. The qua
basis states for AE calculations are the eigenstates in
light shift potential, obtained by eliminating the excite
states.Steady-stateAE results depend only on the parame
U0 /Er , and not otherwise on the detuning or intensity@13#.
Here U052 f \dS/(114d2/G2) is the depth of the optica
potential wells, f [@(F11)(2F11)21#/@(F11)(2F
11)#, d5vL2vA is the detuning of the laser frequencyvL
from the atomic resonance frequencyvA , andG51/t is the
spontaneous emission rate.S[I /I sat is the saturation param
eter, whereI sat[phc/3l3t, Er[Mv r

2/2 is the recoil energy
for an atom of massM cooled on a transition of wavelengt
l52p/k, andv r5\k/M is the recoil velocity. The excited
state fraction is related to the ratioGp /G, where Gp
[SG/2@11S1(2d/G)2#. For a two-level atom, rate equa
tions give the excited state fraction to beGp /(2Gp1G), and
this is approximately true also for lin'lin excitation of a
multilevel atomic transition, although different branches a
Clebsch-Gordan factors modify this result. AE is valid wh
Gp!G/2. Within the AE approximation, the minimum valu
of Eav in lin'lin cooling occurs atU0 /Er'100 @12#. For
U0 /Er*100, steady-state AE calculations show thatEav in-
creases approximately linearly withU0 /Er or with S, hence
the FWHM of P(v) increases roughly asS1/2.

Some of the Rb experiments reported here, however
beyond the regime where the FWHM ofP(v) is a linear
function of S1/2. For detuningudu,5G and at higher values
of U0 /Er , we find thatP(v) is narrower than the width
extrapolated from low-intensity results, as found also
three-dimensional~3D! laser cooling experiments@19#. This
narrowing occurs largely because Sisyphus cooling is
sisted by Doppler cooling at largeuvu, especially at high
laser intensity. Such assistance not only helps to nar
P(v), but more importantly, also collects high-velocity a
oms from the wings. We emphasize that Doppler cool
effects are obtained theoretically only when excited states
included in the calculation, and thus donot appear in AE
calculations.

The role of Doppler cooling relative to Sisyphus coolin
depends on«[Er /\G5\k2/2MG. For lin'lin cooling, the
minimum Eav varies from about 45Er for F51/2→3/2 to
20Er for F53→4 transitions. The 1D Doppler cooling limi
is Eav5^Mv2/2&5kTmin/257\G/40 @20,21#. When trans-
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lated into units ofEr , the Doppler limit can vary greatly
between different atoms, and thus the strategy for optimiz
the capture velocity and the width ofP(v) depends on«.

Experiments with He* cooled on the 23S1→2 3P2 tran-
sition at l51.083mm present an interesting contra
with Rb because« is larger ~«52.631022 for He* , vs
6.431024 for Rb! @22#. Thus while the Doppler limit for Rb
is 273Er , it is only 6.7Er for He* , or about one-fourth of the
Sisyphus limit,Eav525Er . An important difference between
Sisyphus and Doppler cooling is in the behavior at relativ
large velocities. First, the velocity capture rangevc , given
approximately by one-half the separation between the pe
in theF(v) functions, is typically larger for Doppler cooling
than for Sisyphus cooling. For Doppler cooling,vc'udu/k,
while for lin'lin Sisyphus cooling,vc5 f̄ Gp /k, where
f̄ 52/9 for aF51/2→3/2 transition at low intensity@11# and
comparable values for otherFg as given in Sec. IV C.†See
Ref. @23# for plots ofF(v) vs scaled velocity for variousFg
at one particular detuning value.‡ Secondly, at less than op
timum values ofU0 /Er , the velocity diffusion rate in the
wings produces a sharp rise inEav, as seen in AE results
reported in@12# and presented here. This is associated w
the velocity-independent term inD(v) ~D0 in the notation of
Ref. @12#!, and is due to fluctuations in the difference of th
momentum carried away by the two counterpropagating la
beams. However Doppler cooling continues to function
this regime. Quantum density matrix~QDM! results show
that for He* , if the detuning is not too large~see Sec. IV C!,
Doppler cooling removes the sharp increase inEav at small
U0 /Er . Although we do not measureEav in He* , we clearly
observe non-Gaussian velocity distributions that arise
cause the linear range ofF(v)/D(v) is small relative to the
steady-state velocity FWHM.

The organization of this paper is as follows. In Sec. II w
give a brief description of our semiclassical and quant
density matrix methods. Also in this section, results of se
classical calculations show how high laser intensity can
used to collect atoms from a large velocity range into a re
tively narrow cold peak. In Sec. III we describe our expe
mental setups for Rb and He* and the methods of data analy
sis. In Sec. IV we compare experimental results w
computations performed with both semiclassical Fokk
Planck and quantum density matrix methods. In Sec. V
discuss implications of these and other similar results. B
the theoretical and experimental work reported here are
stricted to one dimension.

II. THEORY

We have employed both semiclassical Fokker-Plan
equation~SC-FPE! and quantum density matrix methods
calculate atomic velocity distributions. The SC-FPE meth
@12,15,16,18# is efficient, versatile, and gives useful physic
insight through the calculatedF(v) and D(v), in spite of
certain limitations we describe below. We have formulat
the equations and a computer algorithm to compute b
F(v) and D(v) in 1D for multilevel atomic transitions in-
cluding excited state levels@16#. Our method parallels tha
used by Berg-So”rensenet al. @15# for cooling of two-level
atoms. To obtain the steady-state density matrix elements
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57 403ATOM COOLING IN ONE DIMENSION WITH HIGH- . . .
the various internal states at a given velocity, we use a c
tinued fraction method@24# differing slightly from that used
in Ref. @15# to avoid singular matrices that occur with mu
tilevel atoms. Because of the high saturation parameters
volved in this work, it was necessary to go to high order~up
to 180! in the continued fraction computations. For comp
tational efficiency, we have exploited the block matrix su
structure of the evolution matrix.

Given F(v) andD(v), the steady-state velocity distribu
tion P(v) can be obtained by simple integration:

P~v !5N expF E
2`

v
dv8F~v8!/D~v8!G , ~1!

whereN is a normalizing coefficient. The time evolution ca
be obtained from the FPE for the momentum distribut
W(p):

dW~p!

dt
52

]

]p
@F~p!W~p!#1

]

]p S Dst~p!
]

]p
W~p! D

1
]2

]p2 @Dsp~p!W~p!#, ~2!

wherep5Mv, andDst(p) andDsp(p) are the contributions
to the diffusion from stimulated and spontaneous emiss
respectively. The derivation of this form@16# follows from a
generalization of the treatment of Minogin@25#. Several

FIG. 1. Velocity-dependent semiclassical force and diffus
functions for the85Rb F53→4 transition for different choices o
the laser parameters.~a! S51.5, d525G ~optimumU0 /Er! leads
to a large damping rate over only a very small range of velocit
~b! S520, d525G leads to a much larger capture range.~c! S
520, d52G results in a slowing force over the entire veloci
range under consideration.
n-

n-

-
-

n,

other authors have employed the form of Eq.~2!, e.g.,
@26,27#. Other forms of the FPE for laser cooling have be
used elsewhere@15,28#.

Figure 1 shows plots ofF(v) and D(v)[Dst(v)
1Dsp(v) for lin'lin cooling on the 85Rb F53→4 transi-
tion. Figure 1~a! is for S51.5, d525G, hence U0 /Er
5110, and shows a steep gradient inF(v) nearv50. Figure
1~b! ~for S520,d525G! shows that at higherS, the veloc-
ity range over which the force is significant is larger than
Fig. 1~a!, while in Fig. 1~c! ~S520, d52G!, the force re-
mains substantial over the entire velocity range shown, al
with a smaller gradient at the origin.

These functions are used together with Eq.~2! to calculate
the time evolution of the velocity distribution as shown
Fig. 2 @~a!, ~b!, and~c! correspond to the respective parts
Fig. 1#. The interaction times in Fig. 2 extend up to 1000t, or
about 27ms, and the initial velocity distribution is taken t
be flat out to6180v r51.08 m/s, as in our experiments. Th
conditions of Fig. 2~a! give a velocity peak with nearly the
minimum width, but only a small fraction of the atoms a
collected into it. In~b! the cold peak is somewhat wider tha
in ~a!, but many more atoms are collected. By reducing
detuning tod52G as in Fig. 2~c!, virtually all the atoms are
collected into the cold peak even after an interaction time
only 1000t. These computational results illustrate the pos
bilities for obtaining increased atomic beam intensities
collimation with intense laser light and small detunings. C
culations in this last regime ofS and d have generally not
been done previously because the simplifying assumptio
AE is no longer valid.

Clearly, the cases shown in Figs. 1 and 2 do not provid
systematic survey of results expected under various co

.

FIG. 2. Temporal evolution of velocity distributions for differ
ent choices of laser parameters in intervals of 100t. The laser pa-
rameters correspond to those of Fig. 1.~a! shows a very narrow cold
peak because of the large damping constant, but the narrow vel
capture range leaves most of the initial distribution uncooled.~b!
leads to a somewhat wider cold peak, but with many more ato
collected into it.~c! collects virtually all the atoms into a respec
ably narrow cold peak.
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404 57M. R. WILLIAMS et al.
tions of detuning and intensity. Optimum conditions for co
lecting atoms will depend on the atomic species, the av
able interaction time, the available laser intensity, and
initial range of velocities. Furthermore, equilibration to
cooler velocity distribution in a region of decreasing las
intensity @29# offers possibilities for attaining a narrowe
P(v) once the atoms have been collected into a cold p
with intense laser light. Thus the combination of hig
intensity collimation techniques discussed here with lo
intensity cooling in the tail of the laser spatial distributio
and with other techniques mentioned in Ref.@30# and in Sec.
V has promise for producing very bright atomic beams.

The QDM method@13, 14, 22, 31# offers a more quantita
tive computational approach using a basis of direct produ
of momentum eigenfunctions and internal states,up,m&
5up& ^ um&, including excited states. The Hamiltonian f
this calculation includes the atomic center of mass moti
the internal atomic energy levels, and the atom-laser inte
tion @22,31#.

Because of the wide initial velocity range and the num
of internal states for theF53→4 transition, we have no
attempted detailed modeling of the time evolution for t
85Rb experiment with QDM calculations. However, we ha
used QDM calculations to determine steady-stateP(v) by
starting with a velocity distribution nearly equal in width
the final one. For such calculations, we used 80–160
mentum states for each of 16 internalmF states, resulting in
a total ofN51300– 2600 basis states. The density ma
included only those off-diagonal elements between sta
connected by the atom-laser interaction~within ‘‘families’’ !,
and within a limited range of momentum differences. Ty
cally, there wereN2/20 elements of the density matrix use
in the calculations. The results of the calculations are sho
in later sections in comparison with our measurements.
the He* J51→2 transition, the number of internal state
and momentum basis states was small enough that we c
use the QDM method to model the temporal evolution of
cooling process, including the spatial variation of the la
profile.

III. EXPERIMENTAL APPARATUS
AND DATA REDUCTION

A. Rubidium

Our apparatus for Rb is shown in Fig. 3. A thermal atom
beam is produced by an oven operated atT5450 K with a
horizontal 2 mm3100mm slit, and the beam is defined by
vertical 25mm32 mm collimation slit 34 cm downstream
This configuration results in an initial transverse velocity f
width of about 350v r . The atomic beam crosses counte
propagating laser beams of orthogonal linear polarizati
from a Ti:sapphire laser in a 3 cmlong interaction region
where the magnetic field has been canceled to better
65 mG.

To compensate the effects of optical hyperfine pumping
85Rb, phase modulation sidebands are applied by an ele
optic modulator at a frequency ofvsb5Dg2De1d, where
Dg/2p53.036 GHz is the ground state hyperfine splitti
andDe/2p5120 MHz is the excited state hyperfine splittin
betweenFe53 and 4. The sidebands are adjusted so t
Ssb'1% of the main carrier, although the results are gen
il-
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ally insensitive to details of this repumping intensity. Th
laser beam profile is nearly an elliptical Gaussian with
beam diameter (1/e2) along the atomic beam direction of 20
mm and truncated to a diameter of 10.4 mm. Further, t
downstream edge of the beam has been chosen to be w
the intensity is about 85% of the maximum to minimize e
fects of low-intensity cooling as atoms exit the interactio
region @29# ~See inset to Fig. 3.! We position the cutoff ap-
erture as close as possible~about 10 cm! to the interaction
region to minimize the effects of diffraction fringes.

A part of the cooling laser beam is split off and pass
through an acousto-optic modulator~AOM! with a center
frequency of 80 MHz, and the down-shifted beam is used
a standard saturated absorption spectroscopy arrangem
The laser frequency is thereby locked by saturated abso
tion spectroscopy near the 52S1/2(Fg53)→5 2P3/2(Fe54)
transition ~of 85Rb!, either to a Lamb dip or a crossove
resonance. By locking to appropriate lines and using diffe
ent AOM frequencies, we can achieve a wide range of d
tunings for the cooling laser beam. The absolute uncertai
in the laser intensity was about 10%~measured with a pho-
todiode calibrated with a thermopile detector!, but the rela-
tive uncertainty~i.e., fluctuation! was only 2%.

The resulting atomic velocity distribution is measure
1.6 m downstream using fluorescence detection with
charge-coupled device~CCD! camera as the atoms traverse
resonant sheet of light. The detection laser beam is produ
by a linewidth narrowed (dnL,1 MHz), grating feedback
diode laser@33# ~Sharp LTO25! operated in the weak feed-
back regime for spectral narrowing. The beam power is
tenuated to 1.4 mW and is focused in one dimension
cylindrical optics into a sheet of light with a waist size o
50mm31 cm. This beam intersects the atomic beam and
resulting fluorescence is imaged with 1:1 magnification on
a thermoelectrically cooled CCD detector array. Because
laser cooling geometry is basically one dimensional, we su
the pixels vertically over a length of 1700mm. The spatial
resolution of the detection system is 11.5mm, resulting in a
detection resolution of 0.4v r for a longitudinal velocity of
vL5A3kBT/M'360 m/s. However, the 25mm collimating
slit introduces a spatial averaging that makes the effect
velocity resolution about equal tov r .

FIG. 3. Apparatus for Rb experiments showing the therm
atomic beam geometry and the sheet of light fluorescence detec
scheme arranged for velocity selective detection with the detect
laser at an angle of 110° with respect to the atomic beam. The in
shows the measured cooling laser beam spatial profile.
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57 405ATOM COOLING IN ONE DIMENSION WITH HIGH- . . .
This detection mechanism is clearly state and isotope
lective. We make it velocity selective as well by choosin
the angle between the detection laser and the atomic be
to be other than 90°. For our velocity selective detection w
set this angle to be 110° and choose the detuning of
detection laser to be resonant with a particular longitudin
velocity class so that we can selectively detect only a slice
the longitudinal velocity distribution. For our parameters, th
width of the selected velocity class was approximately 5
m/s. This has two advantages: all detected atoms have
approximately the same laser-atom interaction time, a
there is little spreading in the transverse velocity measu
ment from a variation in the times of flight.

The raw data from the CCD have been processed in t
steps to minimize the effects of background scattered lig
and to normalize for variations in the atom beam flux. Firs
an image taken with the sheet-of-light detection laser tun
very far above resonance was subtracted from it. Second,
difference was divided by a polynomial that was fit to
measured profile obtained with the cooling laser bea
blocked, after a similar subtraction. The major sources
background are scattered light from the detection laser, sc
tered light from the cooling laser, and fluorescence from t
interaction region.~There remains a very small amount o
scattered light signal from rescattered fluorescent light in t
detector region that is not accounted for in this procedure.! In
the absence of any cooling this procedure would produce
flat line at 1. By translating the atomic beam, we estima
that the initial velocity distribution is flat to within about
20% out to6180v r .

B. Helium

In order to eliminate concerns about hyperfine optic
pumping and, more importantly, to elucidate features pa
ticular to lighter atoms, we have performed experiments
4He* to complement our results in Rb. The apparatus for t
He* experiment has been described in@34# and will be
briefly reviewed here~see Fig. 4.! A supersonic beam of He*
atoms is produced in a liquid-nitrogen cooled, discharg
excited source. With our standard operating conditions, t
longitudinal velocity distribution is centered at 1600 m/s an
is approximately 240 m/s wide. The source output is a
proximately 531013~He* atoms! s21 sr21, and the ratio of
2 1S to 2 3S metastable atoms is less than 0.02. The flu
through a 35mm36 mm vertical collimation slit located 25
cm downstream from the nozzle is 23108 atoms/s. The

FIG. 4. Schematic of apparatus for He* experiments, showing
atomic beam geometry and metastable atom detection region.
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magnetic field in the interaction region is zeroed to65 mG
with three pairs of Helmholtz coils.

Immediately after the slit the atoms pass through t
equal intensity, counterpropagating laser beams produce
a laser-diode pumped cw lanthanum neodymium he
aluminate ~LNA ! laser operating atl51.083mm @35#.
Along the atomic beam~longitudinal! direction, the laser
beams have a 1/e2 full width of 16 mm and are apertured t
32 mm. For some measurements the laser beam is blo
20.5 mm downstream of the slit with a straight edge, so t
it is cut off downstream of the Gaussian peak at 85% of
maximum laser intensity. Thus the atoms are prevented f
equilibrating to a narrower velocity distribution in the low
intensity Gaussian tail of the laser spatial profile. As in t
Rb experiments, care is taken to minimize diffraction effe
in the cutoff beam. In other scans the atoms are affected
the entire 32 mm of the apertured Gaussian laser beam w
allowing further cooling in the low-intensity tail.

After the interaction region, the atoms travel 1.7 m to t
detector. A 30mm slit in front of the movable detector limits
the transverse velocity resolution to 4.4 cm/s or 0.5v r . The
metastable He* atoms are detected by conversion electr
emission when they strike a stainless steel plate in the de
tor. The liberated electrons are accelerated to a pair of
crochannel plates, and the resulting current read by a
coammeter whose output is fed to the computer.

Since the detection mechanism for He* is different from
that for Rb, the backgrounds and hence data analysis
different. The measured velocity profiles show the coo
velocity distribution of metastable atoms minus a bac
ground scan. The background is taken by increasing the
source pressure to collisionally quench the metastable at
so that only the ultraviolet light from the discharge produc
photoelectrons at the conversion surface of the detec
Thus the difference of the signal and background scans
an experiment with the laser blocked simply records the
tial atomic velocity distribution.

IV. EXPERIMENTAL RESULTS
AND COMPARISON WITH THEORY

A. Results with Rb atoms—flat initial velocity distribution

Examples of the transverse velocity distribution of Rb
oms obtained from CCD exposures are shown in Fig. 5. T
asymmetry that appears in the observedP(v) at high laser
intensity probably arises from a slight imbalance in the la
cooling beams, particularly in the tail of the intensity dist
bution, where the edge of the reflected beam is somew
smeared by diffraction effects. For the fitted curves in Fig.
we have simulated this effect by introducing different ba
line slope parameters on either side of the velocity peak

For Rb, we summarize the data from the individual CC
exposures by plots of the FWHM of the velocity distributio
versusS1/2. Typically, it is not possible to determineEav
5M ^v2&/2 accurately from measurements becauseEav is
very sensitive to the baseline, which often is not well det
mined. By contrast, the full width at half maximum is not s
strongly affected by the baseline, and this is typically t
relevant measure for the velocity range where the bulk of
atoms lie. The FWHM values extracted from fits to the CC
exposures have been plotted vsS1/2 in Figs. 6~a! and 6~b! for
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FIG. 6. FWHM of the85Rb atomic velocity distribution vsS1/2

for laser detunings~a! d523G/2 and ~b! d525G. The experi-
mental FWHM values~diamonds with error bars! are taken from
fits to the measured distributions as shown in Fig. 5. Also shown
results of SC-FPE~open circles! and QDM calculations~plus
signs!, as well as a linear fit~straight solid lines! to the low-
intensity AE results forF53→4. The inset in~a! shows the com-
putational data points and the fitted line. The small dips repre
resonance transfer processes, as discussed by Courtois@36# for the
case ofF54→5. The scale at the top of each figure givesGp /G,
from which an estimate of the excited state fraction can be obta
as discussed in the text.

FIG. 5. Measured Rb atomic beam fluorescence profiles for
tuning d523G/2 and for three values of the saturation parame

S. These data were taken for longitudinal velocity classv̄ L

5350 m/s. See text for the normalization or background subt
tion procedure.
detuningsd523G/2 and25G, respectively. These figure
also show FWHM values obtained from SC-FPE and stea
state QDM calculations.

At low intensities the FWHM increases roughly linear
with S1/2. The solid lines in Fig. 6 are obtained from a line
fit to AE results at lower values ofS1/2, as shown explicitly
in the inset to Fig. 6~a!. At low intensities there is good
agreement between AE and QDM results. By contrast, F
6~a! and 6~b! indicate that the measured and also the cal
lated FWHM values at high intensity are less than expec
from these linear extrapolations of the low-intensity calcu
tions. For bothd523G/2 @Fig. 6~a!# and d525G @Fig.
6~b!#, the deviations start to be significant whenGp /G is
approximately 0.2~the excited state fraction is about 0.15! as
shown by the top scale in each part of Fig. 6. For given la
intensity, as detuning increases,Gp /G decreases and, accord
ingly, the deviations decrease.

A second parameter of interest here, in addition to
FWHM of the velocity distribution, is the number of atom
in the cold peak, as indicated by its area. Figure 7 shows
this area~fit amplitude times fit width! for both detunings
does increase approximately linearly withS1/2, up to the re-
gime where almost all the atoms have been captured into
cold peak~giving an area of about 11 units in this figure!.
The combination of plots such as Figs. 6~a! or 6~b! and 7
indicate that over a range ofS in which the FWHM doubles,
the number of atoms within the cold peak increases tenf
Such plots can be used to select the optimum laser detu
and intensity.

The discrepancies between experiment and QDM res
shown in Fig. 6, especially at high laser intensity, may
associated with some degree of equilibration to a narro
velocity distribution in the low-intensity tail of the laser sp
tial profile. Furthermore, the plottedS values refer to the
maximum of a Gaussian that was cut off downstream at
proximately 85% of the maximum. The SC-FPE results
Fig. 6 show distinctly lower FWHM values than the expe
mental values or the QDM results. Since it is plausible t
experimental widths would be narrower than theory, there
no reason to doubt that the QDM results are more accur
Therefore the question arises why SC-FPE calculations
inaccurate.
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FIG. 7. Plot of the area under the Rb cold peak~fit height times
fit width! vs S1/2 for detuningsd523G/2 andd525G. The area
reaches a plateau when essentially all of the atoms are collected
the cold peak.
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We find that the discrepancies between QDM and S
FPE results are much smaller for laser cooling on anF
51/2→3/2 orF51→2 transition. We believe that the goo
agreement forFg51/2 and 1 validates our computer alg
rithms, including such effects as transfer of coherences f
excited to ground states in spontaneous decay, which oc
for Fg>1. We do not fully understand the origin of the di
crepancies between SC-FPE and QDM steady-state re
for Fg.1. Factors neglected in the SC-FPE approach are~a!
the spatial dependence ofF(v,x) and D(v,x) on a wave-
length scale,~b! effects of the atomic deBroglie waveleng
necessarily neglected in any SC method, and~c! correlation
time effects~the Fokker-Planck equation assumes that dif
sion processes act with ad-function time correlation
@37,38#!.

We have used a semiclassical Langevin method@39# that
includedspatial dependence inF(v,x) andD(v,x) for two-
level ~Doppler! cooling processes, and found that it remov
a large part of the discrepancies between QDM and SC
sults for this simpler situation@22#. For lin'lin Sisyphus
cooling, it is not clear why spatial effects would be larger f
F53→4 transitions than forF51→2 transitions. However
for larger F, there is a much wider range of values of t
Clebsch-Gordan coefficients. The redistribution of popu
tion amongmF levels as an atom moves through the la
standing wave may not be rapid compared with the damp
time. If this affects only the correlation time~which is as-
sumed to be infinitesimal with the Fokker-Planck equatio!,
it appears to act in the wrong direction. Preliminary resu
@39# with the Langevin equation approach to two-level co
ing indicate that longer correlation times tend tonarrow the
velocity distribution. If this conclusion applies to lin'lin
cooling, it would increase the discrepancy between SC
QDM results. Further studies of spatial dependence in se
classical calculations are complicated by the tendency
D(v,x) to go negative over part of the spatial period. Th
the reasons for the apparent failure of the SC-FPE appro
for Fg.1 remain an unsolved problem.

B. Results with Rb atoms—
narrow initial distribution at nonzero velocity

We now turn our attention to the manner in which ato
at high transverse velocities are collected into the cold pe
To study the dynamics of the deceleration of atoms with h
transverse velocities, we prepared the atoms in an initial
tribution of width approximately 40v r centered at v
5180v r by using parallel collimating slits. We then too
CCD exposures of the cooled distribution for a series of
teraction times by increasing the interaction length sy
metrically about the peak of the Gaussian laser profile. F
ure 8 shows such traces together with calculations using
SC-FPE approach. This figure illustrates several quite in
esting aspects of the collection dynamics of high-veloc
atoms into the cold peak. At short times the high-veloc
atoms are decelerated by the Doppler force, which ha
large capture range, but at the same time, diffusion broad
the velocity distribution considerably. When atomic velo
ties are within the capture range of the Sisyphus coo
force, these atoms are captured into the cold peak.
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These separate processes are shown more clearly in
SC-FPE results in Fig. 9. In Figs. 9~a! and 9~b! (S52), the
decelerating force dominates, but it is too weak to slow
initial distribution to within the narrow capture range of th
Sisyphus force within the total elapsed time~1000t!. Figures
9~c! and 9~d! (S510) show a regime where the force an
diffusion act together to drive the atoms quickly and ef
ciently into the Sisyphus region. In Figs. 9~e! and 9~f! (S
550), F(v) is larger so the capture time is less. Howev
here diffusion dominates: the initial velocity distributio
broadens rapidly, a larger fraction of the atoms are lost
fore they reach the Sisyphus region, and the final veloc
width is greater than for lowerS. A more thorough analysis
of this process, beyond the scope of the present work, wo
take into account the slope of the force vs velocity curve
well as D(v) in the evolution of the width of the velocity
distribution.

The functionsF(v) andD(v) can be used to devise op
timum strategies for beam collimation. For example, in F
10 we show justF(v) for two different detunings and a
variety of intensities. The steep dispersion shape nearv50
arises from the lin'lin Sisyphus cooling, while the broade
wings at higher velocity come from the Doppler cooling pr
cess. Collection of atoms at high velocity into a narrow co
peak is facilitated if there is not a gap inF(v) between these
two regimes. Ford523G/2 @Fig. 10~a!#, a deep minimum

FIG. 8. Dynamics of the collection of high-velocity Rb atom
into cold peak:~a! experimental results and~b! SC-FPE calculation.
In both the experiment and the calculation, the initial distribution
taken to be a peak 40\k wide centered atv5180v r . The laser
parameters areS530, d522G.
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FIG. 9. Collection dynamics with semiclassical force and diffusion curves~top! for the 85Rb F53→4 transition, with laser detuning
d523G/2 and laser intensity~a!, ~b! S52, ~c!, ~d! S510, and~e!, ~f! S550. The initial velocity distribution is centered at 230v r in each
case, and the time evolution ofP(v) is shown in the three bottom graphs, for which the line thickness increases with elapsed time. I
case, the time steps are 600t, and the final trace is for 3600t.
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in uF(v)u occurs nearv50.2G/k even for high laser inten-
sity, so evidently the detuning is so large that high-veloci
atoms would be stranded near this minimum and not make
into the Sisyphus region. On the other hand, ford52G/2
@Fig. 10~b!#, a modest laser intensity such asS55 effectively
removes the minimum. In addition, at smaller detuning th
increased diffusion helps atoms through the gap regi
where the force is small. The optimum detuning is found

FIG. 10. Force vs velocity for several values of the saturatio
parameterS for a J53→4 transition. Insets show the low-velocity
detail. ~a! d523G/2. ~b! d52G/2.
y
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be close tod52G, in good agreement with the empirica
conclusions in Ref.@10#.

C. Results with He* atoms

Our calculations and experiments on He* probe phenom-
ena that are not easily observable in Rb or other heavy alk
metal atoms because of their small value of«. In Fig. 11, we
showEav andEge values from both AE@14# and QDM cal-
culations to show these effects. Our AE calculations us
quantum basis but provide purely steady-state resu

n FIG. 11. Comparison of~a! Eav and ~b! Ege vs U0 /Er for He*
from QDM and AE calculations. Steady-state AE results depend
S, d, and« only through the parameterU0 /Er .
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whereas the QDM calculations are based on time evolu
calculations starting with a distribution close to the stea
state value.

The AE results~no Doppler cooling! for Eav in Fig. 11~a!
show the well-known minimum nearU0 /Er'100 and the
sharp rise at lower values. The results forEav from QDM
calculations show a lower minimum at a much lower va
of U0 /Er because Doppler cooling effects here collect ato
from the wings into the cold atom peak. ForU0 /Er,100,
Sisyphus cooling sharpens the velocity distribution at l
uvu, henceEge decreases to a low value even in the A
results, which give much higher values forEav.

These plots ofEav andEge for He* reflect several conse
quences of the large value of« in He* . First, the Sisyphus
cooling limit for He* from AE calculations,Eav'25Er ~the
minimum kinetic energy forany detuning!, is nearly four
times the 1D Doppler limit of 7\G/40'6.7Er ~which occurs
with d52G/2!. Ford523G/2 (25G), the minimum value
of Eav for Doppler cooling is about 11Er (34Er), while for
lin'lin cooling of He* from QDM calculations, the mini-
mum value ofEav is 10Er (20Er). By contrast, for Rb, the
Sisyphus limit of'20Er is much smaller than the Dopple
limit ~at d52G/2! of '273Er . Thus for He* , the Doppler
limit for Eav is comparable to the Sisyphus limit, suggesti
that Doppler cooling plays a significant role in lin'lin cool-
ing of He* . This is consistent with the conclusion on
reaches from Fig. 11~a! that AE calculations ofEav are not
reliable for He* .

This last conclusion appears to be inconsistent with
corresponding values ofGp /G and the standard estimates f
the excited state fraction~exact for a two-level atom!,
Gp /(2Gp1G). For lin'lin cooling of He* with U0 /Er
520, d523G/2 (25G) and thusS54.18(12.7), Gp /G
50.15 ~0.056!. However, these values apply only to atom
with v50. For atoms close to the Doppler resonance vel
ity, vDop'6udu/k, Gp /G will be significantly larger. Since
atoms withv near vDop play an important role in lin'lin
cooling of He* , a large value ofGp /G here will invalidate
AE calculations ofEav even thoughGp /G is small for v
50 atoms. The semiclassical approach also begins to
questionable for He* because typical values forvge for He*
imply a violation of a key condition for the validity of the
semiclassical approach, namely,dP(v)/dv!P(v)/v r .

Another interesting feature of lin'lin cooling in He* is
that the damping force region between the inner peaks
F(v) at uvu56vc is very much narrower than the stead
state Gaussian widthvge , or that is,vge /vc@1. This con-
trasts with the case of heavier alkali metals for whichvge is
typically a few timesvc . Empirically we find for anF

51→2 transition in the low-intensity limit, f̄ 5vck/Gp

50.1310.03udu/G. ~For anF51/2→3/2 transition, f̄ 52/9
independent of detuning@11#, while for anF53→4 transi-
tion, we find f̄ '0.04510.014udu/G.! Letting U0 /Er5u,
from expressions given above and values ofEge shown in
Fig. 11, we obtainvge /vc'1.34171/u for d523G/2, and
vge /vc'11162/u for d525G. For u5100 as for Rb,
vge /vc is thus in the range 2–3, while foru510230, as is
of interest for He* ~Fig. 11!, vge /vc'5220. The work de-
scribed here is a systematic study of this unusual situatio
which the Doppler cooling limit is comparable to the min
n
-

s

e

-

be

of

in

mum obtained with ‘‘sub-Doppler’’ methods, and where t
steady-state width of the velocity distribution substantia
exceeds the lin'lin peak-to-peak separation ofF(v) even
under near optimum conditions.

Our measurements exhibit the effects of Doppler cool
in the velocity distributions, but the interpretation requir
some care because of non-steady-state effects. Non-Gau
shapes can occur when cooling is incomplete and a nar
cool atom peak lies on top of the broader initial distributio
As the atoms traverse the laser’s spatial distribution, they
the light intensity vary as a Gaussian with a FWHM of abo
10ms'100t. The short interaction time allows remnants
the initial velocity distribution~Gaussian with a FWHM of
about 20v r! to persist at low intensities or large detunings

At relatively high laser intensity, however, where the o
tical pumping rateGp is rapid and the cooling reaches stea
state, a broad pedestal does appear in the observedP(v)
which can be associated with the Doppler part of the cool
process. This is seen in Figs. 12~a! and 12~e!, where mea-
surements were made with the laser profile cutoff at 85%
its peak value, forS532.

We also studied equilibration of the He* P(v) to lower
intensity laser light in the Gaussian tail of the laser be
profile by unblocking the downstream side of the laser bea
Experimental results are shown on the left side of Fig.
and computational results are presented in Fig. 13. The
ditional narrowing in our experimental data is apparent in
right plot in each pair in Fig. 12. The plot on the upper rig
of Fig. 13 shows the laser intensity affecting an atom
time, with and without a cutoff at about 85% maximum i
tensity. For the calculations in this plot we have included
intensity profile of the laser beam in our QDM model b
introducing a temporal variation of light intensity as the a
oms move through the laser beam. The temporal evolutio
the velocity distributions shown in this figure shows ad
tional narrowing in the low-intensity region downstrea
when the Gaussian tail of the laser isnot cut off.

V. DISCUSSION OF RESULTS, AND CONCLUSIONS

Our results, together with previous reports@8–10,30#,
present encouraging possibilities for the practical product
of bright thermal atomic beams~see also a brief discussion i
@40#!. A large capture range and high cooling rate combine
make high-intensity cooling useful as a preliminary step
beam collimation. The velocity capture range can be furt
enhanced by tilting the transverse laser cooling be
@41,42#. Even brighter beams can easily be achieved by
lowing an optimized region of high intensity with a suffi
ciently long low-intensity tail to permit an equilibration to
cold peak of minimal velocity width@29#. Following this,
one could also contemplate a region optimized for veloc
selective coherent population trapping~for He* ! or bichro-
matic velocity selective coherent population trapping@43#
~for Rb! to produce even narrower velocity distribution
Two-dimensional magneto-optic traps, consisting of quad
pole magnetic fields plus transverse cooling lasers, have b
used to spatially concentrate an atomic beam after a nar
transverse velocity distribution has been achiev
@44,45,41,42,46#. Other schemes to optimize sub-Doppl
and subrecoil cooling separately have been proposed@47#,
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and it has also been found that subrecoil and Sisyphus c
ing can coexist@48#, creating brighter subrecoil beams in th
high-intensity regime@4#.

Our experimental results demonstrate that with higher
ser intensity, more atoms can be collected into the cold p
while at the same time the FWHM increases by a relativ
small amount. To establish some of the systematics in
regime, we have compared our measurements to results
both QDM and SC calculations. High laser intensities a
small detunings require that excited states not be elimina
from the calculations. Semiclassical calculations usingF(v)
and D(v) functions obtained with excited states includ
give useful if not quantitative accuracy forFg.1. These
functions are useful in understanding the cooling dynam
in different regimes and thus in devising optimal experime
tal strategies.

Our experimental results for He* and many computa
tional results show that in the high-intensity regime, veloc

FIG. 12. Measured velocity profiles for He* . ~a!, ~c!, ~e!, ~g! are
taken with the 85% cutoff in place.~b!, ~d!, ~f!, ~h! are for the full
32 mm aperture and show narrowing due to equilibration to low
intensity in the tail of the laser spatial distribution.~a!, ~e! for S
532 clearly exhibit the narrow peak atop a broader pedestal du
Doppler cooling.~c!, ~d!, ~g!, ~h! on the other hand have not ye
reached steady state, and the pedestal is due to the initial dist
tion.
ol-
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ak
y
is
m
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d

s
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distributions are typically non-Gaussian in shape. There
two velocity regimes: one associated with the steep fo
function nearv50 from Sisyphus cooling and one with th
less steep Doppler force which extends to higher velocit
Doppler cooling can greatly increase the velocity capt
range, and becomes more significant for light atoms~large«!
such as He* . The optimum detuning is determined from th
desire to maximize the capture velocity while avoiding a g
in F(v) between the region of large Doppler force and t
Sisyphus region, and is found to be approximatelyd52G,
in agreement with other studies@10#. He* represents an in-
teresting, previously unstudied regime, where the Dopp
temperature is lower than the mimimum predicted by A
calculations of the Sisyphus cooling. We plan to explore t
recoil dominated regime further by using the 23S1→3 3P2
transition in He* at 389 nm.
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57.2, d52G. ~c! S532, d52G.
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