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Final-state distributions in resonant charge transfer by ions on Rydberg atoms
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Charge-transfer collisions between Hins atv =0.1 a.u. and excited states of Rb with=7-14 have
been studied, using a laser-based method of analyzing the final-state distribution. A Doppler-tyrladeCO
is used to selectively detect one particular final staté ) and directly measure the fraction of the total charge
transfer product contained in that one level. The fractional population shows clear resonant behavior as a
function of target excitation leveh{). Measurements were made for 10 levels of helium witlL.=4, 5, and
7-9, and for the & level. The results are compared with predictions of classical trajectory Monte Carlo
calculations[S1050-294{®7)00712-9

PACS numbd(s): 34.70+¢e, 34.60+z

INTRODUCTION measured value of this population fraction is observed to
vary smoothly with the excitation energy of the Rydberg

Charge-transfer collisions between an ion of cha@e target. Both the absolute values of these fractional popula-
and a highly excited atom with principal quantum number tions and t_hei_r variation with target excitation energy pose
occur with quite large cross section, approximat@yl“ag very quantitative tests for theories of the resonant charge
for sufficiently low ion velocity. Such collisions result in a transfer process.
narrow distribution of final states with the captured electron
being bound by approximately the same energy as in the PREVIOUS EXPERIMENTAL STUDIES

original excited atom, and for this reason are referred to as _ . i
“resonant’ charge-transfer collisions. No satisfactory ~EXPerimental studies of ion—Rydberg-atom resonant

quantum-mechanical calculation of the process exists, and dff*arge-transfer collisions were pioneered by MacAdam and

practical theoretical predictions to date are obtained fronfO-WOrkers[2]. In a series of experiments, a beam of ions
classical models. The most successful of these, the classicgiossed a thermal alkali beam excited to Rydberg levels by
trajectory Monte Carlo modelor CTMC) uses repeated in- pulsed lasers, and the final state of_the charge-transfer prod-
tegration of the classical equations of motion, assuming initct Was analyzed by Stark ionization. In this method, the
tial classical orbits chosen randomly from a statistical distri-Principal quantum number of the final state is inferred by
bution that mimics the quantum-mechanical state. Thdn€asuring the electnc.fleld at which t.he.a.tom.|on|zes. The
quantum numbers for the final state are assigned based &¥Perimental data are ion flux versus ionizing field, and this
the final classical orbits found after charge capfire The IS mapped into am distribution by assuming that ionization
resonant nature of the capture is physically plausible at ver§Ccurs at the classical ionization field:
low collision velocities, where the electron would be ex-
pected to evolve adiabatically in the double potential well of
the two slowly moving ions. The actual classical calculations
carried out to date have been at velocities comparable or
larger than the “matching velocity,” where the projectile n distributions derived in this way were obtained by Mac-
velocity is equal to the orbital velocity of the target electron, Adam in studies of collisions by Naon NanSor nD) for a
v,=ac/n. These calculations show a finite distribution of few n’s in the range 24—-34 and a ion velocity range of ap-
final energies which broadens as the projectile velocity inproximately 0.9—-1.7 times the matching veloc[]. The
creases. Since the CTMC approach is not expected to besults generally confirm the resonant nature of the capture,
valid at very low velocities, it is still not clear just how but differ in detail from the predictions of CTMC calcula-
“resonant” such collisions could become at velocities well tions. Whether this indicates a deficiency in the CTMC pre-
below the matching velocity. dictions, or the difficulty in extracting an unambiguons

In this study, we examine the final-state distribution indistribution from such Stark ionization data is not yet clear.
ion—Rydberg-atom charge transfer by measuring the fractiohe problem is that the actual route to Stark ionization can
of the total population found in a particularL level. Thisis  be much more complicated than a simple one-to-one corre-
a much more specific diagnostic of the population distribu-spondence suggested by Ed); the actual ionization field
tion than has been obtained to date with other methods. THier levels sharing the same principal quantum number can

1
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FIG. 1. Schematic diagram of the experimental apparatus. A 1-keViddam is extracted from a Colutron ion source, tighly collimated,
and sent through a RmF) Rydberg target where about 1% of the ions capture electrons to form Rydberg helium levels. A short electric
field region after the target deflects remaining ions and ionizes highly excited levels. The atomic beam then intersgtisex 6€am, at
a variable angle, Doppler tuning the laser to excite various 10-30 or 9-20 transitions in helium. The laser excited atoms are subsequently
Stark ionized and the resulting ions collected in a Channeltron electron multiplier. A beam viewer, located opposite to the Channeltron, is
optionally used while adjusting the focusing lens in the detector. The neutral atomic beam is monitored by the secondary electron emission
from a Faraday cup on axis.

vary by as much as a factor of thrg&. The Stark ionization
technique can only infer tha distribution by making as-
sumptions regarding thie andm distributions, for example,
that onlym=0 states are populated. Since neitherltheor

Unfortunately, it is not yet possible to directly measure the
population distribution in a wide range of states with the
RESIS technique since only=9 and 10 levels can be de-
tected with the C@ laser. However, it is still possible to

the m distributions can be determined from the Stark ioniza-study the resonant nature of the charge transfer collision by
tion data, this precludes a precise test of theoretical predioneasuring the fractional population in a fixed level, such as
tions. the 1GG level, as a function of the excitation level,] of the
Recently, a similar method was applied to study chargeRydberg target. Such a measurement gives a similar test of
capture collisions by multiply charged ions on Rydberg at-calculations, and can be conveniently obtained with the
oms[4,5]. A thermal Rb beam, excited by a single UV laser RESIS method. It can also be carried out with several spe-
to the 1P state was crossed with a Kr beam and the cific L levels, allowing their populations to be compared. We
product KI'™ beam was analyzed with a Stark ionization describe below measurements of this type fo6100H,
detector. The experimental results show rather bmoatls- and 10 hight (L=7,8,9) levels for =n,<14, and the &
tributions, but substantially narrower than the CTMC predic-level for 7<n,<10.
tions. As in the studies with singly charged ions, the lack of
any resolution ofL or m states, coupled with the inherent
ambiguity involved in inferringn from the Stark ionization
field all cloud the interpretation of the experimental results,

which at face value seem to show clear deviations from the "€ experimentalé apparatus is shown schematically in
predictions of CTMC. Fig. 1. A beam of HE ions of 1.00-keV energy is obtained

from a Colutron ion source and, after analysis inEar B

velocity filter, is transmitted through a small apert{@emm

diametey into the Rydberg target region. The Rydberg target

is a dense thermal Rb beam excited by three cw lasers to the
In this study, a laser is used to spectroscopically resolve aF level, where &n,<14 [7,8]. The first laser, a diode

single charge-transfer product level whose population is tdaser at 780 nm, excites theSg,(F =2)-5P3,(F =3) tran-

be measured. Stark ionization plays a role in the detectiosition in 8Rb. The second laser, a NaCl color center laser at

process, but it is not the selective element. A Doppler-tuned 529 nm, further excites the atoms to tHe,(F=4) level.

CO, laser excites the chosen lev@ particularn=9 orn  The final laser, a Ti:sapphire laser, can be tuned to excite any

=10 leve) to a very highly excited discrete level, which is one of thenF;,(F=5) levels for =n;<14. The density of

then Stark ionized. The resulting ions are efficiently col-nF atoms produced is sufficient in all cases to produce large

lected, and since only atoms in the chosen level can be exgain on the transition from theF state to the f+1)D

cited and ionized, the ion current is a measure of the popuevel, which lies just below it, resulting in rapid sharing of

lation in the selected level. This method is sometimes callethe excited population between these two levels, as was de-

RESIS, for resonant excitation Stark ionization spectroscopyscribed in detail previously for the EOtarget[8]. We esti-

It was applied to study the distributions obtained in charge mate the total excited-state population in the Rydberg target

EXPERIMENTAL TECHNIQUE

RESIS METHOD FOR STUDYING CHARGE TRANSFER
COLLISIONS

transfer by slow $ ions incident on & and 1¢ levels of
Rb[6] and demonstrated clearly that thelistributions were
nonstatistical.

as about X10® excited atoms in a spherical volume of
about 3.6 mm diameter, giving a target thickness of about
10° cm 2. This is sufficient to neutralize about 1% of the

Here, we apply the same technique to study charge trangde” beam for the 1B target.

fer between Hé ions and excited Rb atoms. The primary

focus of this study is on the distribution of the charge

After the Rydberg target, the atoms pass through a short
(t=0.1us) electric field region, which may be used to de-

capture products, which reflects the energy-resonant capturiect the residual He ions from the beam&= 20 V/cm) or
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long region is three times that of the short region, so that the
field in the long region is one-third of the ionizing fiely,

in the short region. The applied potential is adjusted so that
all atoms of the desired principal quantum number, eng.,
=30, will ionize completely in the fieldgy, but none of
them will ionize in the fieldEy/3 present in the long region.
This means that atoms in the desired state all ionize at the
high potential, and the resulting ions are accelerated as they
return to ground potential. This boost in energy tags the sig-
nal ions so that they can be distinguished from background
ions present in the beam because of collisional ionization in
background gas collisions.

145 146 147 148 149 150 151 152 153 The Rydberg detector is designed to produce efficient ion-
ization and collection of atoms in a particularlevel, in
contrast with other detectors that are designed to distinguish
FIG. 2. RESIS excitation spectrum of 10-30 transitions in he-populations of differenn levels. All indications are that it

Signal (Arb. Units)

Intersection Angle (Degrees)

lium, showing the resonance lines used for detection &,100H, achieves this objective. For example, when used to detect
and 10 hight populations after resonant charge capture in the Ry-=30 atoms, the signal current begins to rise when a field of
dberg target. The laser frequency is 975.930 tm 550 V/cm is applied in the short region, and continues to rise

over a factor of 2 in field, after which it is approximately

(optionally) to Stark ionize very highly excited levelsE(  constant until a field of 1650 V/cm is applied. At this and
=3300 V/cm). Then, after a total drift time of 1,8s, they higher fieldsh= 30 atoms are beginning to ionize in the long
intersect the beam of a cw GQaser. This laser is operated region, producing ions that are not energy tagged and are
in a single transverse and longitudinal mode on the 10R2@herefore not detected as signal. Over a considerable range of
line at a frequency of 975.930 crhwith a total power of ionizing field, it appears that 100% of te=30 atoms are
about 6 W. The laser beam is Gaussian in shape with a waiskeing ionized and tagged.
size of about 1.6 mm locade7 m prior to the interaction  Following the ionizer, a single Einzel lens is used to focus
point with the fast beam. the RESIS signal ions onto a detector. The focused spot is

Fine control of this laser's frequency in the atom’s restabout 3 mm in diameter. The detector is a Channeltron elec-
frame is obtained through the Doppler effect, by varying thetrron multiplier with an entrance aperture of 6 mm, allowing
angle of intersection between the laser and the fast He bearfor 100% collection of the signal ions. The channeltron is
When the angle of intersection is approximately 150° fromiocated 7.5 cm below the atomic beam axis, and the ions are
antiparallel, the Doppler-tuned frequency is correct for excit-steered into it by a set 0fY deflector plates. Alternatively,
ing the 10-30 transition in helium. The=30 atoms are theY deflection voltage can be reversed and the signal ions
Stark ionized and the resulting ions collected. Figure 2deflected upwards into a Beam Viewé&Eolutron BVS-1,
shows the dependence of the observed ion current on thecated opposite the Channeltron, which allows the Einzel
Doppler-tuning angle in the CQaser region. The large peak |ens to be adjusted for best beam definition.
is due to the unresolved excitation of KQ L, andM states The CQ laser used in the RESIS excitation is modulated
to n=30. The excitation of the 1Gstate is partially resolved by an optical chopper, and the Channeltron current synchro-
on the shoulder of this peak. TheHGand 1@ excitations  nous with this chopping is detected by a lock-in amplifier. At
are fully resolved. The main feature in the@@xcitation  the same time as the population of a particular level is
resonance is due to the GO30H excitation. The weaker probed with the RESIS signal, we also wish to determine the
feature is the 1G-30F excitation, which occurs about 90 intensity of the total neutral beam produced in the Rydberg
MHz lower in frequency. When the GQaser is tuned to the target. This is accomplished with an unsuppressed Faraday
10G peak, the ion current is entirely due to excitation of cup detector, placed on the beam axis downstream of the
atoms in this level and is therefore a direct measure of th&tark ionizer and deflection plates. Since the neutral beam
population of the 1G level. Similar signals can be obtained passes through the detector without deflection, it will hit the
that measure the 10 population, or the sum of 1QL,M Faraday cup and cause a secondary emission current. To de-
populations, by simply tuning the GQaser to the corre- termine the portion of the neutral beam, which is due to
sponding positions in the spectrum of Fig. 2. The,d&ker neutralization in the Rydberg targés opposed to neutral-
can also be used to excite=9 levels ton=20, giving ization from collisions with background gasve modulate
probes of the populations of severa:9 levels. one of the Rydberg target excitation laséks=1.529 nm

The Rydberg state detector which follows the {&ser  with a second optical chopper, and detect the synchronous
excitation is precededyba 2 mmx2 mm square collimator. portion of the secondary emission current with a second
Together with the pre-Rydberg target 2-mm collimator, thislock-in amplifier. The two chopping frequencies are suffi-
restricts the beam to an angular width of 2 mrad full width atciently different(199 Hz for the Rydberg target, 277 Hz for
half maximum (FWHM). The Rydberg detector is a se- the CG lasep that both lock-in signals can be measured
guence of planar electrodes, arranged to produce a long rsimultaneously. A third lock-in amplifier monitors the
gion of slowly increasing potential followed by a shorter strength of the Rydberg target by measuring the blue light
region in which the potential falls rapidly. The length of the [(n+1)D-5P] emitted by the target synchronous with the
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TABLE |. Determination of fractional population of heliumL levels after electron capture by Het
v=0.1a.u. from several Rydberg targets. Column one indicates the target excitation. Column 2 gives the
measured ratio between the pedk RESIS signal and the neutral beam signal. Column 3 lists the number of
independent measurements of this ratio. Column 4 gives the fractiknpbpulation at the C@laser, with
the common 20% error due to the uncertainty in the excitation efficiency not shown. Column 5 shows the
correction factor to naive spontaneous decay deduced from simulations of cascades and blackbody-induced
transitions in the 1.s between target and G@aser, column 6 shows the fractional population at the time
of capture, again not showing the common systematic error. Column 7 shows the predicted population
fraction at capture, using CTMC.

10G
Target S(10G)/1 No. reps. f(10G) aser Fio f(10G), Theory
7F/8D 1.30525) 12 0.28%5)% 1.07 0.75915% 1.727)%
8F/9D 1.64631) 12 0.3597)% 111 0.92118)% 2.368)%
9F/10D 1.21311) 12 0.2643)% 1.15 0.65%)% 1.726)%
10F/11D 0.945198) 14 0.2064)% 1.18 0.49810)% 1.335)%
11F/12D 0.83016) 12 0.1813)% 1.23 0.42(8)% 1.024)%
12F/13D 0.69613) 12 0.1523)% 1.27 0.3417)% 0.834)%
13F/14D 0.66413) 12 0.14%3)% 1.31 0.31%6)% 0.795)%
14F/15D 0.54210) 8 0.1182)% 1.34 0.2524)% 0.645)%

9G
Target S(9G)/1 No. reps. f(9G) aser Foc f(9G), Theory
7F/8D 0.47319) 3 0.1034)% 1.12 0.3881L3)% 3.97112%
8F/9D 0.35414) 3 0.0773)% 1.32 0.24)% 2.298)%
9F/10D 0.29811) 3 0.0642)% 1.46 0.1827)% 1.586)%
10F/11D 0.2537) 6 0.0552)% 1.68 0.138)% 1.195)%

10H
Target S(10H)/1 No. reps. f(10H) a5er Fion f(10H), Theory
7F/8D 1.67842) 7 0.3669)% 1.08 0.67618)% 1.316)%
8F/9D 2.49167) 6 0.54314)% 1.12 0.9686)% 2.749)%
9F/10D 1.97353) 6 0.43012)% 1.15 0.74620)% 1.746)%
10F/11D 1.72139) 8 0.3758)% 1.18 0.63514)% 1.385)%
11F/12D 1.61141) 6 0.3519)% 1.23 0.56915)% 1.144)%
12F/13D 1.39737) 6 0.3058)% 1.26 0.488L3)% 0.784)%
13F/14D 1.39337) 6 0.3048)% 1.30 0.46713)% 0.694)%
14F/15D 1.101(36) 4 0.24G8)% 1.34 0.35711)% 0.725%

10 Highi (L=7,8,&9)

Target S(10Hi-L)/I No. reps.  f(10Hi-L)|as F 10Hi-L f(10HIL)q Theory
7F/8D 2.827) 7 0.61515% 1.14 0.72118)% 1.536)%
8F/9D 5.4815) 6 1.19431)% 1.17 1.36835% 3.069)%
9F/10D 6.3917) 6 1.39337)% 1.20 1.55(41)% 2.607)%
10F/11D 7.4517) 8 1.62537)% 1.23 1.76540% 2.126)%
11F/12D 7.0919 6 1.54641)% 1.26 1.64043)% 2.126)%
12F/13D 5.6815) 6 1.23933)% 1.29 1.2883)% 1.825)%
13F/14D 5.5915) 6 1.223(33)% 1.33 1.2283)% 1.515)%
14F/15D 4.2914) 4 0.93%30)% 1.36 0.9189% 1.506)%

chopping of the Rydberg target. The three lock-in signals ar@eously, and then the six signal-to-beam ratios were fit to a

digitally averaged and recorded by a computer. Gaussian line shape to extract the peak signal-to-beam ratio.
This procedure was repeated several times on two to four
RESULTS AND CONCLUSIONS separate days for all eight choices of target excitatign,In

this way, 8-14 independent measurements of the peak

To determine the strength of the GRESIS signal, mea- signal-to-beam ratio were made for each target. The average
surements were made at six angles spanning the central paesults for each target are shown in Table I. The scatter be-
tion of the excitation resonance. Each measured signal waseen repeated measurements was consistent with a statisti-
normalized to the neutral beam signal measured simultacal uncertainty of about 6% for each independent measure-
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ment, and the final statistical errors in the average ratios were 3.0
computed under this assumption.

In order to compute the fraction of the total neutral popu-
lation in the 1@ level from these measurements, it would be
necessary to know the relative sensitivities of the Rydberg
detector and the secondary emission neutral beam detector.
Neither would it be easy to determine absolutely. Fortu-
nately, the ratio of these sensitivities can be determined di-
rectly by comparing the strength of the Q(RESIS signal,
observed as an increase in the Rydberg detector signal, and
observed as a decrease in the neutral beam current. These
two signals, denote@gyq get aNd Syeutral ShOUld correspond
to the same number of atoms,
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ionizable Rydberg atom flux produced by the Q@ser. The 2.0
ratio of these two signals co_rrequnds to th.e'ratlo of sensi- 190 - | Typical Operating Point l
tivities of the two detectors, including all efficiency factors
such as collection and ionization efficiency. This sensitivity 1.8
ratio was measured several times on several different days, < 17 L
using several differem= 10 RESIS signals and targets, and ‘é )
always with consistent results. The final result was D 16 ¢ ¢
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The statistical errors in this measurement are relatively large .2 13 ®
due to the difficulty of measuring the small change in the & ;5| :
neutral currenfabout 0.5% for the 1@ signa).
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The only other information required to compute the frac-
tional population of the 18 level is the excitation effi-
ciency, Ty, of the CQ laser.

FIG. 3. (@) Saturation curve showing the amplitude of the
10G-30H RESIS signal as a function of the G@ser power. The
dashed line shows a fit described in the text. At the typical operat-
ing power, indicated by an arrow, the signal is well above satura-
tion. (b) Amplitude of the 1G-30H RESIS signal as a function of
10G the setting of the magnetic field coil used to compensate for the

froa= Nio6 _ 23N§$"3' ) (5) 500-mG field of the Earth. The net field is nearly zero at a coil
Nrotal  TexSneutral setting of 0.38 A, where the RESIS signal has minimum amplitude.
At the colil setting of 0.30 A, where signal measurements were
In this expression, the factor of 2 occurs since the time-made, a residual field of about 100 mG produces a motional electric
averaged RESIS signal is reduced by a factor of two by thdield of about 20 mV/cm, which Stark broadens the RESIS reso-
50% modulation of the Rydberg target. The only critical as-nances and increases the excitation probability to a value above
sumption underlying Eq(5) is thatall atoms excited by the 50%.
CO, laser are lost from the neutral beam.

Because of the importance @t, in establishing the ab-
solute population fractions, a careful study of the&s16xci-
tation line shape and power saturation was carried out aft
the other measurements were completed. In the course of this Shax
study, it was determined that the previous data collection had S(P)=17p _/p’ (6)
been carried out with imperfect cancellation of the Earth’s sat
magnetic field, leading to a motional electric field of aboutwhich is the form predicted by a simple 2-level rate equation
20 mV/cm at the interaction point between the 8&ser and model. The fit is satisfactory and indicates that the signal is

the atomic beam. Figure(&® shows the amplitude of the
10G-30H RESIS signal as a function of laser power in the
é:l)’resence of this electric field. The smooth curve is a fit to
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well above saturation at the operating powers of 5—7 W. Thidransitions in a 300-K radiation field indicated that the con-
implies that allm values of the 1G level, for which the version between populations at the £l@ser and at the Ry-
saturation power may vary by as much as a factor of twodberg target is modified by 5 to 40% beyond the simple
will be excited with equal probability by the laser, and thateffects of spontaneous decay of the level. Specifically,
the RESIS signal amplitude is a measure of the total poputhese simulations showed that
lation in all 105 levels.

The saturated excitation probability would not normally N, (1.9 us)=N, (0)e O #smLE | (8
exceed 50% in a two-level system, but in our case, the pres-
ence of the 20 mV/cm motional field mixes theBdevel  wherer, are the spontaneous lifetimes of each |d¢@¢land
into then=30 Stark manifold. At this field, the width of the F,, are the correction factors are shown in Table I. Also
Stark manifold is about 70 MHz, about twice the homoge-shown in Table | are the final results deduced for the frac-
neous linewidth, indicating that as many as 15 different Starkional 105, 10H, and 10 highk (L=7,8,9) populations pro-
levels may be excited by the laser, and if they becomeluced in the Rydberg target, for each valuenpf The error
dephased during the 180-ns transit time of the atom througbars shown on the experimental measurements represent
the laser, they may act as a reservoir level that allows thenly the statistical errors, and do not include the 20% error in
total excitation probability to exceed 50%. Indeed, when thehe vertical scale arisingargely) from the estimate of 18
amplitude of this signal was measured as a function of thexcitation efficiency. Population fractions for th&9evel,
Helmholtz coil field that compensates for the Earth’s mag-obtained from exciting the ®-20H transition are also
netic field, the result of Fig.(®) was found. There is a clear shown. Their absolute value is probably underestimated
minimum signal size at a coil setting of 0.38 A, somewhatsince they were obtained from the obsen®d measure-
larger than the 0.30 A used for collection of data, and correments by assuming the same value of the constafitom
sponding closely with a net magnetic field of zero at the IaseEq, (2). The ionization and collection efficiency of the
interaction point. Measurements of the RESIS signal at this=20 |evels is expected to be lower than tive 30 levels, by
point showed a linewidth of about 50 MHz, noticeably nar- perhaps a factor of BL0], but, unfortunately, no independent
rowed by the absence of Stark broadening. This linewidthmeasurement of the constantvas made for the @ signals.
could be accounted for by the known sources of inhomogem the absence of better information, we assume the value of
neous width, the angular distribution in the atomic b&2& Tex Measured for th@=10 signals applies to the® signal
MHz), and the spin structure of the GOlevel (25 MH2z), as well.
which combine to give a total inhomogeneous width of 33 All the measurements of Table | were obtained with the
MHz, and a power broadened homogeneous width of 3%ost-target electric field region set to 3300 V/cm. These ion-
MHz. The homogeneous width and rate of power broadeningzed electrons were captured to higimetevels, reducing the
agreed with theoretical simulations which included thedetector background and increasing the signal-to-noise ratio
Gaussian profile of the beam and a 50 ns phase relaxatigar the RESIS signals. Since the entry and exit times for this
time. Measurements of the signal amplitude as a function ofie|d were about 50 ns, it is expected that the 9 and 10
laser power, in the absence of Stark broadening, showed th@iyels, especially th& andH levels, will pass adiabatically
the signal was still well saturated at the operating powers, iflhrough the 100-ns field, leaving their populations virtually
agreement with the simulations. Since the signal is saturateghchanged. Comparison of the@@nd 1H RESIS signals
here and the inhomogeneous width is less than the homogg;ith the 3300-V/cm field and with a much smaller fig2D
neous width, we will assume that the excitation probability aty/cm), which was just sufficient to deflect residual ions from
the minimum of Fig. 8b) is 50(10)%. This implies that atthe  the beam, showed very little difference in the signal sizes.
coil setting used for data collectio0.90, the excitation These tests showed that the signals were, on the average,

probability was 1.5 times larger, about 5% larger with the 3300-V/cm field. Since the pres-
ence of the strong field should increase the signals slightly
Tex=0.7515). (7) by ionizing the upper levels of the RESIS transitions, these

measurements were taken as confirmation thatrnhkelO
The uncertainty inT, is the limiting factor in the precision level populations were largely unchanged by the field. With
of determinations of the absolute population fractions in thighe strong field present, as during the measurements, these
experiment. upper levels could be regarded as empty prior to the, CO

Using Egs.(4) and (5), the measured®/l ratios can be laser.

converted, for each choice of target, to the fractional popu- The final column of Table | shows the CTMC predictions
lation of the 1@ level at the laser interaction point. These for the fractional population of the @ level at capture.
results are shown in Table |. The GQoopulation fraction at These predictions were obtained assuming that the target ob-
the time of capture is about a factor of 3 larger than thetained by exciting th@F level is a 50/50 mixture ofiF and
fraction measured at the GQaser interaction due to the (n+1)D levels. This is the expected distribution of target
spontaneous decay of the@Qevel in the intervening 1.%s  populations when the excitation is well above the threshold
(7106=1.81us). More generally, both cascades from higherfor population sharing by maser action, as it was for all tar-
populated levels and radiative transitions stimulated bygets. The CTMC calculations were carried out separately for
blackbody radiation could also alter the populations duringall nF and nD targets, using an approach described previ-
this time period. A numerical simulation, based on the ex-ously [11-13. Hamilton’s equations of motion for a fully
cited state population distributions predicted by CTMC cal-three-dimensional three-body problem were solved numeri-
culations, and including both spontaneous and stimulatedally. The forces between all three bodies, the projectile ion,
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FIG. 4. (a) Population fractions of the helium @ level (b) Product L Value

(N1os/Ntoa) @s a function of the binding energy of the Rb Ryd- ) o ) ]

berg target. The measured population fractitswdid point$ show a FIG. 5. Population distributions predicted with CTM_C fc_Jr cap-
peak fraction of about 1% for theFBtarget. The dependence of the ture atv=0.1 a.u. on the /11D Rydberg target(a) n distribu-
population fraction on target binding energy closely matches thdion and(b) L distribution withinn=10. Note the 1G level is near
predictions of CTMC calculationfopen points but the measured the maximum of both distributions.

fractions are uniformly smaller than theory by a factor of about 2.5. he el , bital ph he th Eul les d
Experimental error bars are statistical only, and do not include gter, the electron’s orbital phase, the three Euler angles de-

common systematic error of 20%b) Population fractions of the 11NiNg the orientation of the electron orbit relative to the pro-
helium 9G level for a few of the Rydberg targets. The absoluteJ€Ctile axis, and the orbital eccentricity, which is constrained
value of these fractions is uncertain by about a factor of 3. ThdO lie in an interval determined by the target electron’s an-
relative fractions show good agreement with the theory for the degular momentum. For each set of initial conditions, the clas-
pendence on target binding energy. In particular, the target energgical equations of motion determine the eventual outcome,
that maximizes the population fraction shows the expected downand if the electron is found to undergo charge capture, its
ward shift, relative to the 16 measurements. final quantum numbers are assigned based on its final orbit.
The capture cross section is determined from the ratio of
the target nucleus, and the target electron, were taken to hieajectories undergoing capture to the total number calcu-
Coulombic, and were fully included. The target electron islated. For this study, a total of 100 000 trajectories were
described by a microcanonical ensemble of classical Kepletalculated for each of the 16 targets.
orbits corresponding to the correct total energy of the target The comparison between measured and predicted 10
(Ey), and(as described belowthe target angular momentum population fractions is shown graphically in Figiag The
(Ly). This is implemented by choosing the initial conditions horizontal scale is the binding energy of the various Rydberg
based on six random numbers, the projectile impact parantargets, in eV. The measured and predicted population frac-
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FIG. 6. Measured and calculated population fractions (&8r _ _ )
helium 1(H level and(b) helium 10 hight. (L=7,8,9) levels. Mea- ~ FIG. 7. Ratios of population fractions measured fier 10 he-
sured fractions(solid point and theoretical predictiongopen  lium levels of differentL, plotted vs the Rydberg target binding
points are shown as in Fig. 4. energy.(a) Ratio of 1MH to 10G population fractions(b) Ratio of

10 highL to 10G population fractions. In both cases, the measured
tions for the 1G level show very good agreement for the ratios are shown as solid points, while the pI'EdiCtiOFIS of CTMC
dependence of,, but disagree on the magnitude of the calculations are shown as open points. These theoretical predictions
population fraction by about a factor of 2.5. The good agreelave rather large statistical errors.
ment versus; confirms one aspect of the energy-resonant
capture process, but the disagreement over the absolute valo#icant because it shows the expected downward shift in the
of the capture fraction suggests that a wider distribution ofosition of the maximum population fraction i, as com-
final n or L levels is produced in the capture than predictedpared with the 1G measurements. Since, as discussed
by the theory. Figure 5 illustrates the population distribu-above, the & fraction is probably underestimated by the use
tions, inn andL, predicted by the CTMC code for capture of the calibration constart measured for the= 10 signals,
from the 1G0-/11D target. It can be seen that the@(@evel is  the factor of 7 discrepancy between measured and calculated
near the maximum of both distributions. If either or both 9G population fractions should not be taken too seriously.
distributions were significantly broader in nature, than in thelnstead, the & population fraction is best regarded as a
CTMC prediction, this could account for the factor of 2.5 relative measurement, with the absolute scale undetermined.
discrepancy in the absolute capture fraction. Similar measurements were made for thedl@vel and

A similar comparison for the @ population fractions is for the 10 hight (L=7,8,9) peak of Fig. 2. These were
shown in Fig. 4b), over a more limited range af,. Again, converted into fractional populations at capture in the same
the dependence of; is very well reproduced. This is sig- manner as the 1® measurements, and are also shown in
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Table | along with the corresponding predictions from essential physics related to the energy “resonance” that oc-
CTMC. Comparisons between these results and the CTMCurs in the charge transfe(A more definitive conclusion
predictions are shown in Fig. 6. The HOcomparison, Fig. should probably await measurements under a wider range of
6(a), appears similar to that for @) except that the experi- conditions) In spite of this, we know of no simple classical
mental result rises somewhat, relative to the theory at highetrgument that can predict the width of this energy resonance,
n,. The hightL results, Fig. &), show a rather dramatic ©xcept by noting the results of repeated CTMC calculations.
difference. For the lowen, targets, thenigh-L population ©On the other hand, other aspects of our measurements are
fraction is below theory by about a factor similar to theglo Poorly predicted by CTMC, including the absolute value of
and 104. The highern, targets, by contrast, show a much f1c and the magnitude of the tendency to favor higher-
largerhigh-L population fraction, close to the level predicted V€IS @ increases. These discrepancies may provide clues
by theory. One way to illustrate the differences betweerf® the as yet unknown limits of validity of CTMC and yard-
10G, H, andhigh-L population fractions is to plot their ra- Sticks against which improved theories can be measured.
tios. This has the additional advantage of being independent Unlike previous studies of final-state distributions after
of the uncertainties in the absolute capture fractions. Such §sSonant charge transfer, the RESIS method used here does

comparison is shown in Fig. 7, where the ratios oH1® not rely on field ionization for discrimination of the final
10G population fractions, and (')f 16igh-L to 10G popula- states. Instead, the highly selective postcollision laser excita-
tion fractions are shown. Both experimental ratios show 41°N iS used to determine population fractions in particular
smooth trend favoring the highérlevels asn, increases. In 1nal n,L levels. The scatter in the measured values is quite
the case of thenighL to G ratio, the ratio changes by a small, and consequently the uncertainties in the relative
factor of 4 over this range of targets. Neither of these trendQ()pu'E"t'_On f_ractlons are quite smal_l. The d(_)mmant source of
appears to be predicted by the CTMC simulations, shown b ncertainty in the absolute population fractions reported here
open points in Fig. 7 ' s the estimate of the laser excitation probability. In the fu-

To summarize, we have used the RESIS technique tiure, it.may bg possiple to reduce this_, uncertainty by more
study collisions between Heons at 0.1-a.u. velocity and Rb extensive studies, which, for example, involve more than one

Rydberg targets with Znt<14. The measurements deter- laser excitation region, but it is likely to remain the precision

mine, with unprecedented detail, certain facts about the r(ellmltl?gdchtorf[n trlstt(tachg!qtu% If_ven SO, the RESItS n;]ethod
action that can be used to test the accuracy of present ar?é sfu y'nﬁ. fna —sha eld IS r||< u |ons_b||n res_gnan ¢ a;ge—
future theoretical models. At present, the only theoreticafransfer collisions should make possible a wide range of un-

model known to us that can provide detailed predictions mamblguous and quantitative characterizations of charge-

this reaction is CTMC, and we have therefore tested its pret_ransfer collisions.

dictions against the measurements reported here. On the
whole, we find very reasonable agreement. In particular, the
dependence of oz andfgg on n, predicted by CTMC is in This work was supported by the Division of Chemical

close agreement with our measurements. This is significarciences, Office of Basic Energy Sciences, Office of Basic
since it suggests that the classical CTMC contains all th&nergy Research, U.S. Department of Energy.
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