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Final-state distributions in resonant charge transfer by ions on Rydberg atoms
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Charge-transfer collisions between He1 ions atv50.1 a.u. and excited states of Rb withnt57 – 14 have
been studied, using a laser-based method of analyzing the final-state distribution. A Doppler-tuned CO2 laser
is used to selectively detect one particular final state (n,L) and directly measure the fraction of the total charge
transfer product contained in that one level. The fractional population shows clear resonant behavior as a
function of target excitation level (nt). Measurements were made forn510 levels of helium withL54, 5, and
7–9, and for the 9G level. The results are compared with predictions of classical trajectory Monte Carlo
calculations.@S1050-2947~97!00712-9#

PACS number~s!: 34.70.1e, 34.60.1z
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INTRODUCTION

Charge-transfer collisions between an ion of chargeQ
and a highly excited atom with principal quantum numben
occur with quite large cross section, approximatelyQn4a0

2

for sufficiently low ion velocity. Such collisions result in
narrow distribution of final states with the captured electr
being bound by approximately the same energy as in
original excited atom, and for this reason are referred to
‘‘resonant’’ charge-transfer collisions. No satisfacto
quantum-mechanical calculation of the process exists, an
practical theoretical predictions to date are obtained fr
classical models. The most successful of these, the clas
trajectory Monte Carlo model~or CTMC! uses repeated in
tegration of the classical equations of motion, assuming
tial classical orbits chosen randomly from a statistical dis
bution that mimics the quantum-mechanical state. T
quantum numbers for the final state are assigned base
the final classical orbits found after charge capture@1#. The
resonant nature of the capture is physically plausible at v
low collision velocities, where the electron would be e
pected to evolve adiabatically in the double potential well
the two slowly moving ions. The actual classical calculatio
carried out to date have been at velocities comparable
larger than the ‘‘matching velocity,’’ where the projecti
velocity is equal to the orbital velocity of the target electro
vn5ac/n. These calculations show a finite distribution
final energies which broadens as the projectile velocity
creases. Since the CTMC approach is not expected to
valid at very low velocities, it is still not clear just how
‘‘resonant’’ such collisions could become at velocities w
below the matching velocity.

In this study, we examine the final-state distribution
ion–Rydberg-atom charge transfer by measuring the frac
of the total population found in a particularn,L level. This is
a much more specific diagnostic of the population distrib
tion than has been obtained to date with other methods.
561050-2947/97/56~6!/4656~9!/$10.00
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measured value of this population fraction is observed
vary smoothly with the excitation energy of the Rydbe
target. Both the absolute values of these fractional pop
tions and their variation with target excitation energy po
very quantitative tests for theories of the resonant cha
transfer process.

PREVIOUS EXPERIMENTAL STUDIES

Experimental studies of ion–Rydberg-atom reson
charge-transfer collisions were pioneered by MacAdam
co-workers@2#. In a series of experiments, a beam of io
crossed a thermal alkali beam excited to Rydberg levels
pulsed lasers, and the final state of the charge-transfer p
uct was analyzed by Stark ionization. In this method,
principal quantum number of the final state is inferred
measuring the electric field at which the atom ionizes. T
experimental data are ion flux versus ionizing field, and t
is mapped into ann distribution by assuming that ionizatio
occurs at the classical ionization field:

ES.I .~n!5
1

16n4 a.u. ~1!

n distributions derived in this way were obtained by Ma
Adam in studies of collisions by Na1 on Na~nSor nD! for a
few n’s in the range 24–34 and a ion velocity range of a
proximately 0.9–1.7 times the matching velocity@2#. The
results generally confirm the resonant nature of the capt
but differ in detail from the predictions of CTMC calcula
tions. Whether this indicates a deficiency in the CTMC p
dictions, or the difficulty in extracting an unambiguousn
distribution from such Stark ionization data is not yet cle
The problem is that the actual route to Stark ionization c
be much more complicated than a simple one-to-one co
spondence suggested by Eq.~1!; the actual ionization field
for levels sharing the same principal quantum number
4656 © 1997 The American Physical Society
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56 4657FINAL-STATE DISTRIBUTIONS IN RESONANT . . .
FIG. 1. Schematic diagram of the experimental apparatus. A 1-keV He1 beam is extracted from a Colutron ion source, tighly collimat
and sent through a Rb (nF) Rydberg target where about 1% of the ions capture electrons to form Rydberg helium levels. A short e
field region after the target deflects remaining ions and ionizes highly excited levels. The atomic beam then intersects a CO2 laser beam, at
a variable angle, Doppler tuning the laser to excite various 10-30 or 9-20 transitions in helium. The laser excited atoms are sub
Stark ionized and the resulting ions collected in a Channeltron electron multiplier. A beam viewer, located opposite to the Chann
optionally used while adjusting the focusing lens in the detector. The neutral atomic beam is monitored by the secondary electron
from a Faraday cup on axis.
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vary by as much as a factor of three@3#. The Stark ionization
technique can only infer then distribution by making as-
sumptions regarding theL andm distributions, for example
that onlym50 states are populated. Since neither theL nor
them distributions can be determined from the Stark ioniz
tion data, this precludes a precise test of theoretical pre
tions.

Recently, a similar method was applied to study cha
capture collisions by multiply charged ions on Rydberg
oms@4,5#. A thermal Rb beam, excited by a single UV las
to the 17P state was crossed with a Kr81 beam and the
product Kr71 beam was analyzed with a Stark ionizatio
detector. The experimental results show rather broadn dis-
tributions, but substantially narrower than the CTMC pred
tions. As in the studies with singly charged ions, the lack
any resolution ofL or m states, coupled with the inheren
ambiguity involved in inferringn from the Stark ionization
field all cloud the interpretation of the experimental resu
which at face value seem to show clear deviations from
predictions of CTMC.

RESIS METHOD FOR STUDYING CHARGE TRANSFER
COLLISIONS

In this study, a laser is used to spectroscopically resolv
single charge-transfer product level whose population is
be measured. Stark ionization plays a role in the detec
process, but it is not the selective element. A Doppler-tu
CO2 laser excites the chosen level~a particularn59 or n
510 level! to a very highly excited discrete level, which
then Stark ionized. The resulting ions are efficiently c
lected, and since only atoms in the chosen level can be
cited and ionized, the ion current is a measure of the po
lation in the selected level. This method is sometimes ca
RESIS, for resonant excitation Stark ionization spectrosco
It was applied to study theL distributions obtained in charg
transfer by slow S1 ions incident on 8F and 10F levels of
Rb @6# and demonstrated clearly that theL distributions were
nonstatistical.

Here, we apply the same technique to study charge tr
fer between He1 ions and excited Rb atoms. The prima
focus of this study is on then distribution of the charge
capture products, which reflects the energy-resonant cap
-
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Unfortunately, it is not yet possible to directly measure t
population distribution in a wide range ofn states with the
RESIS technique since onlyn59 and 10 levels can be de
tected with the CO2 laser. However, it is still possible to
study the resonant nature of the charge transfer collision
measuring the fractional population in a fixed level, such
the 10G level, as a function of the excitation level (nt) of the
Rydberg target. Such a measurement gives a similar tes
calculations, and can be conveniently obtained with
RESIS method. It can also be carried out with several s
cific L levels, allowing their populations to be compared. W
describe below measurements of this type for 10G, 10H,
and 10 high-L (L57,8,9) levels for 7<nt<14, and the 9G
level for 7<nt<10.

EXPERIMENTAL TECHNIQUE

The experimental apparatus is shown schematically
Fig. 1. A beam of He1 ions of 1.00-keV energy is obtaine
from a Colutron ion source and, after analysis in anE3B
velocity filter, is transmitted through a small aperture~2 mm
diameter! into the Rydberg target region. The Rydberg targ
is a dense thermal Rb beam excited by three cw lasers to
nF level, where 7<nt<14 @7,8#. The first laser, a diode
laser at 780 nm, excites the 5S1/2(F52)-5P3/2(F53) tran-
sition in 87Rb. The second laser, a NaCl color center lase
1529 nm, further excites the atoms to the 4D5/2(F54) level.
The final laser, a Ti:sapphire laser, can be tuned to excite
one of thenF7/2(F55) levels for 7<nt<14. The density of
nF atoms produced is sufficient in all cases to produce la
gain on the transition from thenF state to the (n11)D
level, which lies just below it, resulting in rapid sharing
the excited population between these two levels, as was
scribed in detail previously for the 10F target@8#. We esti-
mate the total excited-state population in the Rydberg ta
as about 23108 excited atoms in a spherical volume o
about 3.6 mm diameter, giving a target thickness of ab
109 cm22. This is sufficient to neutralize about 1% of th
He1 beam for the 10F target.

After the Rydberg target, the atoms pass through a s
(t50.1ms) electric field region, which may be used to d
flect the residual He1 ions from the beam (E520 V/cm) or
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~optionally! to Stark ionize very highly excited levels (E
53300 V/cm). Then, after a total drift time of 1.9ms, they
intersect the beam of a cw CO2 laser. This laser is operate
in a single transverse and longitudinal mode on the 10R
line at a frequency of 975.930 cm21 with a total power of
about 6 W. The laser beam is Gaussian in shape with a w
size of about 1.6 mm located 7 m prior to the interaction
point with the fast beam.

Fine control of this laser’s frequency in the atom’s re
frame is obtained through the Doppler effect, by varying
angle of intersection between the laser and the fast He be
When the angle of intersection is approximately 150° fro
antiparallel, the Doppler-tuned frequency is correct for ex
ing the 10-30 transition in helium. Then530 atoms are
Stark ionized and the resulting ions collected. Figure
shows the dependence of the observed ion current on
Doppler-tuning angle in the CO2 laser region. The large pea
is due to the unresolved excitation of 10K, L, andM states
to n530. The excitation of the 10I state is partially resolved
on the shoulder of this peak. The 10H and 10G excitations
are fully resolved. The main feature in the 10G excitation
resonance is due to the 10G-30H excitation. The weaker
feature is the 10G-30F excitation, which occurs about 9
MHz lower in frequency. When the CO2 laser is tuned to the
10G peak, the ion current is entirely due to excitation
atoms in this level and is therefore a direct measure of
population of the 10G level. Similar signals can be obtaine
that measure the 10H population, or the sum of 10K,L,M
populations, by simply tuning the CO2 laser to the corre-
sponding positions in the spectrum of Fig. 2. The CO2 laser
can also be used to exciten59 levels to n520, giving
probes of the populations of severaln59 levels.

The Rydberg state detector which follows the CO2 laser
excitation is preceded by a 2 mm32 mm square collimator
Together with the pre-Rydberg target 2-mm collimator, t
restricts the beam to an angular width of 2 mrad full width
half maximum ~FWHM!. The Rydberg detector is a se
quence of planar electrodes, arranged to produce a long
gion of slowly increasing potential followed by a short
region in which the potential falls rapidly. The length of th

FIG. 2. RESIS excitation spectrum of 10-30 transitions in h
lium, showing the resonance lines used for detection of 10G, 10H,
and 10 high-L populations after resonant charge capture in the
dberg target. The laser frequency is 975.930 cm21.
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long region is three times that of the short region, so that
field in the long region is one-third of the ionizing field,E0 ,
in the short region. The applied potential is adjusted so t
all atoms of the desired principal quantum number, e.g.n
530, will ionize completely in the fieldE0 , but none of
them will ionize in the fieldE0/3 present in the long region
This means that atoms in the desired state all ionize at
high potential, and the resulting ions are accelerated as
return to ground potential. This boost in energy tags the s
nal ions so that they can be distinguished from backgro
ions present in the beam because of collisional ionization
background gas collisions.

The Rydberg detector is designed to produce efficient i
ization and collection of atoms in a particularn level, in
contrast with other detectors that are designed to disting
populations of differentn levels. All indications are that it
achieves this objective. For example, when used to deten
530 atoms, the signal current begins to rise when a field
550 V/cm is applied in the short region, and continues to r
over a factor of 2 in field, after which it is approximate
constant until a field of 1650 V/cm is applied. At this an
higher fields,n530 atoms are beginning to ionize in the lon
region, producing ions that are not energy tagged and
therefore not detected as signal. Over a considerable rang
ionizing field, it appears that 100% of then530 atoms are
being ionized and tagged.

Following the ionizer, a single Einzel lens is used to foc
the RESIS signal ions onto a detector. The focused spo
about 3 mm in diameter. The detector is a Channeltron e
tron multiplier with an entrance aperture of 6 mm, allowin
for 100% collection of the signal ions. The channeltron
located 7.5 cm below the atomic beam axis, and the ions
steered into it by a set ofXY deflector plates. Alternatively
the Y deflection voltage can be reversed and the signal i
deflected upwards into a Beam Viewer~Colutron BVS-1!,
located opposite the Channeltron, which allows the Ein
lens to be adjusted for best beam definition.

The CO2 laser used in the RESIS excitation is modulat
by an optical chopper, and the Channeltron current synch
nous with this chopping is detected by a lock-in amplifier.
the same time as the population of a particular level
probed with the RESIS signal, we also wish to determine
intensity of the total neutral beam produced in the Rydb
target. This is accomplished with an unsuppressed Fara
cup detector, placed on the beam axis downstream of
Stark ionizer and deflection plates. Since the neutral be
passes through the detector without deflection, it will hit t
Faraday cup and cause a secondary emission current. T
termine the portion of the neutral beam, which is due
neutralization in the Rydberg target~as opposed to neutral
ization from collisions with background gas!, we modulate
one of the Rydberg target excitation lasers~l51.529 nm!
with a second optical chopper, and detect the synchron
portion of the secondary emission current with a seco
lock-in amplifier. The two chopping frequencies are suf
ciently different~199 Hz for the Rydberg target, 277 Hz fo
the CO2 laser! that both lock-in signals can be measur
simultaneously. A third lock-in amplifier monitors th
strength of the Rydberg target by measuring the blue li
@(n11)D-5P# emitted by the target synchronous with th

-
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56 4659FINAL-STATE DISTRIBUTIONS IN RESONANT . . .
TABLE I. Determination of fractional population of heliumnL levels after electron capture by He1 at
v50.1 a.u. from several Rydberg targets. Column one indicates the target excitation. Column 2 giv
measured ratio between the peaknL RESIS signal and the neutral beam signal. Column 3 lists the numb
independent measurements of this ratio. Column 4 gives the fractionalnL population at the CO2 laser, with
the common 20% error due to the uncertainty in the excitation efficiency not shown. Column 5 show
correction factor to naive spontaneous decay deduced from simulations of cascades and blackbody
transitions in the 1.9ms between target and CO2 laser, column 6 shows the fractional population at the ti
of capture, again not showing the common systematic error. Column 7 shows the predicted pop
fraction at capture, using CTMC.

10G
Target S(10G)/I No. reps. f (10G) laser F10G f (10G)0 Theory

7F/8D 1.305~25! 12 0.285~5!% 1.07 0.759~15!% 1.72~7!%
8F/9D 1.646~31! 12 0.359~7!% 1.11 0.921~18!% 2.36~8!%
9F/10D 1.213~11! 12 0.264~3!% 1.15 0.655~6!% 1.72~6!%
10F/11D 0.945~18! 14 0.206~4!% 1.18 0.498~10!% 1.33~5!%
11F/12D 0.830~16! 12 0.181~3!% 1.23 0.420~8!% 1.02~4!%
12F/13D 0.696~13! 12 0.152~3!% 1.27 0.341~7!% 0.82~4!%
13F/14D 0.664~13! 12 0.145~3!% 1.31 0.315~6!% 0.79~5!%
14F/15D 0.542~10! 8 0.118~2!% 1.34 0.252~4!% 0.64~5!%

9G
Target S(9G)/I No. reps. f (9G)laser F9G f (9G)0 Theory

7F/8D 0.473~18! 3 0.103~4!% 1.12 0.388~13!% 3.97~12!%
8F/9D 0.354~14! 3 0.077~3!% 1.32 0.247~9!% 2.29~8!%
9F/10D 0.298~11! 3 0.064~2!% 1.46 0.182~7!% 1.58~6!%
10F/11D 0.253~7! 6 0.055~2!% 1.68 0.138~4!% 1.19~5!%

10H
Target S(10H)/I No. reps. f (10H) laser F10H f (10H)0 Theory

7F/8D 1.678~42! 7 0.366~9!% 1.08 0.676~18!% 1.31~6!%
8F/9D 2.491~67! 6 0.543~14!% 1.12 0.968~26!% 2.74~9!%
9F/10D 1.973~53! 6 0.430~12!% 1.15 0.746~20!% 1.74~6!%
10F/11D 1.721~39! 8 0.375~8!% 1.18 0.635~14!% 1.38~5!%
11F/12D 1.611~41! 6 0.351~9!% 1.23 0.569~15!% 1.14~4!%
12F/13D 1.397~37! 6 0.305~8!% 1.26 0.483~13!% 0.78~4!%
13F/14D 1.393~37! 6 0.304~8!% 1.30 0.467~13!% 0.69~4!%
14F/15D 1.101~36! 4 0.240~8!% 1.34 0.357~11!% 0.72~5!%

10 High-L (L57,8,&9)
Target S(10Hi-L)/I No. reps. f (10Hi-L) las F10Hi-L f (10HiL)0 Theory

7F/8D 2.82~7! 7 0.615~15!% 1.14 0.721~18!% 1.53~6!%
8F/9D 5.48~15! 6 1.194~31!% 1.17 1.363~35!% 3.06~9!%
9F/10D 6.39~17! 6 1.393~37!% 1.20 1.550~41!% 2.60~7!%
10F/11D 7.45~17! 8 1.625~37!% 1.23 1.765~40!% 2.12~6!%
11F/12D 7.09~19! 6 1.546~41!% 1.26 1.640~43!% 2.12~6!%
12F/13D 5.68~15! 6 1.239~33!% 1.29 1.283~33!% 1.82~5!%
13F/14D 5.59~15! 6 1.220~33!% 1.33 1.225~33!% 1.51~5!%
14F/15D 4.29~14! 4 0.935~30!% 1.36 0.918~29!% 1.50~6!%
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chopping of the Rydberg target. The three lock-in signals
digitally averaged and recorded by a computer.

RESULTS AND CONCLUSIONS

To determine the strength of the 10G RESIS signal, mea-
surements were made at six angles spanning the central
tion of the excitation resonance. Each measured signal
normalized to the neutral beam signal measured simu
re

or-
as
a-

neously, and then the six signal-to-beam ratios were fit t
Gaussian line shape to extract the peak signal-to-beam r
This procedure was repeated several times on two to
separate days for all eight choices of target excitation,nt . In
this way, 8–14 independent measurements of the p
signal-to-beam ratio were made for each target. The ave
results for each target are shown in Table I. The scatter
tween repeated measurements was consistent with a sta
cal uncertainty of about 6% for each independent meas
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4660 56D. S. FISHERet al.
ment, and the final statistical errors in the average ratios w
computed under this assumption.

In order to compute the fraction of the total neutral pop
lation in the 10G level from these measurements, it would
necessary to know the relative sensitivities of the Rydb
detector and the secondary emission neutral beam dete
Neither would it be easy to determine absolutely. For
nately, the ratio of these sensitivities can be determined
rectly by comparing the strength of the 10G RESIS signal,
observed as an increase in the Rydberg detector signal,
observed as a decrease in the neutral beam current. T
two signals, denotedSRyd det and SNeutral should correspond
to the same number of atoms,

DN5TexN10G , ~2!

the number excited from 10G to 30H. In this expression,Tex
represents the excitation probability from 10G to 30H, N10G
is the total number of atoms present in the 10G level, and
DN is the change in either the total neutral beam flux or
ionizable Rydberg atom flux produced by the CO2 laser. The
ratio of these two signals corresponds to the ratio of se
tivities of the two detectors, including all efficiency facto
such as collection and ionization efficiency. This sensitiv
ratio was measured several times on several different d
using several differentn510 RESIS signals and targets, an
always with consistent results. The final result was

SRyd det

SNeutral
51223~54![k. ~3!

The statistical errors in this measurement are relatively la
due to the difficulty of measuring the small change in t
neutral current~about 0.5% for the 10G signal!.

Using this ratio of sensitivities, each measured ratio
10G RESIS signal to neutral beam could be converted int
fractional signal in the neutral beam channel:

SNeutral
10G

SNeutral
RT 5

1

k

SRyd det
10G

SNeutral
RT . ~4!

The only other information required to compute the fra
tional population of the 10G level is the excitation effi-
ciency,Tex, of the CO2 laser.

f 10G5
N10G

NTotal
5

2SNeutral
10G

TexSNeutral
RT . ~5!

In this expression, the factor of 2 occurs since the tim
averaged RESIS signal is reduced by a factor of two by
50% modulation of the Rydberg target. The only critical a
sumption underlying Eq.~5! is thatall atoms excited by the
CO2 laser are lost from the neutral beam.

Because of the importance ofTex in establishing the ab
solute population fractions, a careful study of the 10G exci-
tation line shape and power saturation was carried out a
the other measurements were completed. In the course o
study, it was determined that the previous data collection
been carried out with imperfect cancellation of the Eart
magnetic field, leading to a motional electric field of abo
20 mV/cm at the interaction point between the CO2 laser and
re
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the atomic beam. Figure 3~a! shows the amplitude of the
10G-30H RESIS signal as a function of laser power in t
presence of this electric field. The smooth curve is a fit t

S~P!5
Smax

11Psat/P
, ~6!

which is the form predicted by a simple 2-level rate equat
model. The fit is satisfactory and indicates that the signa

FIG. 3. ~a! Saturation curve showing the amplitude of th
10G-30H RESIS signal as a function of the CO2 laser power. The
dashed line shows a fit described in the text. At the typical ope
ing power, indicated by an arrow, the signal is well above satu
tion. ~b! Amplitude of the 10G-30H RESIS signal as a function o
the setting of the magnetic field coil used to compensate for
500-mG field of the Earth. The net field is nearly zero at a c
setting of 0.38 A, where the RESIS signal has minimum amplitu
At the coil setting of 0.30 A, where signal measurements w
made, a residual field of about 100 mG produces a motional ele
field of about 20 mV/cm, which Stark broadens the RESIS re
nances and increases the excitation probability to a value ab
50%.
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56 4661FINAL-STATE DISTRIBUTIONS IN RESONANT . . .
well above saturation at the operating powers of 5–7 W. T
implies that allm values of the 10G level, for which the
saturation power may vary by as much as a factor of tw
will be excited with equal probability by the laser, and th
the RESIS signal amplitude is a measure of the total po
lation in all 10G levels.

The saturated excitation probability would not norma
exceed 50% in a two-level system, but in our case, the p
ence of the 20 mV/cm motional field mixes the 30H level
into then530 Stark manifold. At this field, the width of th
Stark manifold is about 70 MHz, about twice the homog
neous linewidth, indicating that as many as 15 different St
levels may be excited by the laser, and if they beco
dephased during the 180-ns transit time of the atom thro
the laser, they may act as a reservoir level that allows
total excitation probability to exceed 50%. Indeed, when
amplitude of this signal was measured as a function of
Helmholtz coil field that compensates for the Earth’s ma
netic field, the result of Fig. 3~b! was found. There is a clea
minimum signal size at a coil setting of 0.38 A, somewh
larger than the 0.30 A used for collection of data, and co
sponding closely with a net magnetic field of zero at the la
interaction point. Measurements of the RESIS signal at
point showed a linewidth of about 50 MHz, noticeably na
rowed by the absence of Stark broadening. This linewi
could be accounted for by the known sources of inhomo
neous width, the angular distribution in the atomic beam~22
MHz!, and the spin structure of the 10G level ~25 MHz!,
which combine to give a total inhomogeneous width of
MHz, and a power broadened homogeneous width of
MHz. The homogeneous width and rate of power broaden
agreed with theoretical simulations which included t
Gaussian profile of the beam and a 50 ns phase relaxa
time. Measurements of the signal amplitude as a function
laser power, in the absence of Stark broadening, showed
the signal was still well saturated at the operating powers
agreement with the simulations. Since the signal is satur
here and the inhomogeneous width is less than the hom
neous width, we will assume that the excitation probability
the minimum of Fig. 3~b! is 50~10!%. This implies that at the
coil setting used for data collection~0.90!, the excitation
probability was 1.5 times larger,

Tex50.75~15!. ~7!

The uncertainty inTex is the limiting factor in the precision
of determinations of the absolute population fractions in t
experiment.

Using Eqs.~4! and ~5!, the measuredS/I ratios can be
converted, for each choice of target, to the fractional po
lation of the 10G level at the laser interaction point. Thes
results are shown in Table I. The 10G population fraction at
the time of capture is about a factor of 3 larger than
fraction measured at the CO2 laser interaction due to th
spontaneous decay of the 10G level in the intervening 1.9ms
(t10G51.81ms). More generally, both cascades from high
populated levels and radiative transitions stimulated
blackbody radiation could also alter the populations dur
this time period. A numerical simulation, based on the
cited state population distributions predicted by CTMC c
culations, and including both spontaneous and stimula
is
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transitions in a 300-K radiation field indicated that the co
version between populations at the CO2 laser and at the Ry-
dberg target is modified by 5 to 40% beyond the sim
effects of spontaneous decay of thenL level. Specifically,
these simulations showed that

NnL~1.9 ms!5NnL~0!e21.9 ms/tnLFnL , ~8!

wheretnL are the spontaneous lifetimes of each level@9# and
FnL are the correction factors are shown in Table I. Al
shown in Table I are the final results deduced for the fr
tional 10G, 10H, and 10 high-L (L57,8,9) populations pro-
duced in the Rydberg target, for each value ofnt . The error
bars shown on the experimental measurements repre
only the statistical errors, and do not include the 20% erro
the vertical scale arising~largely! from the estimate of 10G
excitation efficiency. Population fractions for the 9G level,
obtained from exciting the 9G-20H transition are also
shown. Their absolute value is probably underestima
since they were obtained from the observedS/I measure-
ments by assuming the same value of the constantk, from
Eq. ~2!. The ionization and collection efficiency of then
520 levels is expected to be lower than then530 levels, by
perhaps a factor of 3@10#, but, unfortunately, no independen
measurement of the constantk was made for the 9G signals.
In the absence of better information, we assume the valu
Tex measured for then510 signals applies to the 9G signal
as well.

All the measurements of Table I were obtained with t
post-target electric field region set to 3300 V/cm. These i
ized electrons were captured to highern levels, reducing the
detector background and increasing the signal-to-noise r
for the RESIS signals. Since the entry and exit times for t
field were about 50 ns, it is expected that then59 and 10
levels, especially theG andH levels, will pass adiabatically
through the 100-ns field, leaving their populations virtua
unchanged. Comparison of the 10G and 10H RESIS signals
with the 3300-V/cm field and with a much smaller field~20
V/cm!, which was just sufficient to deflect residual ions fro
the beam, showed very little difference in the signal siz
These tests showed that the signals were, on the ave
about 5% larger with the 3300-V/cm field. Since the pre
ence of the strong field should increase the signals slig
by ionizing the upper levels of the RESIS transitions, the
measurements were taken as confirmation that then510
level populations were largely unchanged by the field. W
the strong field present, as during the measurements, t
upper levels could be regarded as empty prior to the C2
laser.

The final column of Table I shows the CTMC prediction
for the fractional population of the 10G level at capture.
These predictions were obtained assuming that the targe
tained by exciting thenF level is a 50/50 mixture ofnF and
(n11)D levels. This is the expected distribution of targ
populations when the excitation is well above the thresh
for population sharing by maser action, as it was for all t
gets. The CTMC calculations were carried out separately
all nF and nD targets, using an approach described pre
ously @11–13#. Hamilton’s equations of motion for a fully
three-dimensional three-body problem were solved num
cally. The forces between all three bodies, the projectile i
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the target nucleus, and the target electron, were taken t
Coulombic, and were fully included. The target electron
described by a microcanonical ensemble of classical Ke
orbits corresponding to the correct total energy of the tar
(Et), and~as described below! the target angular momentum
(Lt). This is implemented by choosing the initial conditio
based on six random numbers, the projectile impact par

FIG. 4. ~a! Population fractions of the helium 10G level
(N10G /NTotal) as a function of the binding energy of the Rb Ry
berg target. The measured population fractions~solid points! show a
peak fraction of about 1% for the 8F target. The dependence of th
population fraction on target binding energy closely matches
predictions of CTMC calculations~open points!, but the measured
fractions are uniformly smaller than theory by a factor of about 2
Experimental error bars are statistical only, and do not includ
common systematic error of 20%.~b! Population fractions of the
helium 9G level for a few of the Rydberg targets. The absolu
value of these fractions is uncertain by about a factor of 3. T
relative fractions show good agreement with the theory for the
pendence on target binding energy. In particular, the target en
that maximizes the population fraction shows the expected do
ward shift, relative to the 10G measurements.
be

er
et

-

eter, the electron’s orbital phase, the three Euler angles
fining the orientation of the electron orbit relative to the pr
jectile axis, and the orbital eccentricity, which is constrain
to lie in an interval determined by the target electron’s a
gular momentum. For each set of initial conditions, the cl
sical equations of motion determine the eventual outco
and if the electron is found to undergo charge capture,
final quantum numbers are assigned based on its final o
The capture cross section is determined from the ratio
trajectories undergoing capture to the total number ca
lated. For this study, a total of 100 000 trajectories we
calculated for each of the 16 targets.

The comparison between measured and predicted 1G
population fractions is shown graphically in Fig. 4~a!. The
horizontal scale is the binding energy of the various Rydb
targets, in eV. The measured and predicted population f

e

.
a

e
-

gy
n-

FIG. 5. Population distributions predicted with CTMC for ca
ture atv50.1 a.u. on the 10F/11D Rydberg target.~a! n distribu-
tion and~b! L distribution withinn510. Note the 10G level is near
the maximum of both distributions.
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tions for the 10G level show very good agreement for th
dependence onEt , but disagree on the magnitude of th
population fraction by about a factor of 2.5. The good agr
ment versusEt confirms one aspect of the energy-reson
capture process, but the disagreement over the absolute
of the capture fraction suggests that a wider distribution
final n or L levels is produced in the capture than predic
by the theory. Figure 5 illustrates the population distrib
tions, in n andL, predicted by the CTMC code for captur
from the 10F/11D target. It can be seen that the 10G level is
near the maximum of both distributions. If either or bo
distributions were significantly broader in nature, than in
CTMC prediction, this could account for the factor of 2
discrepancy in the absolute capture fraction.

A similar comparison for the 9G population fractions is
shown in Fig. 4~b!, over a more limited range ofnt . Again,
the dependence onEt is very well reproduced. This is sig

FIG. 6. Measured and calculated population fractions for~a!
helium 10H level and~b! helium 10 high-L (L57,8,9) levels. Mea-
sured fractions~solid points! and theoretical predictions~open
points! are shown as in Fig. 4.
-
t
lue
f

d
-

e

nificant because it shows the expected downward shift in
position of the maximum population fraction innt , as com-
pared with the 10G measurements. Since, as discuss
above, the 9G fraction is probably underestimated by the u
of the calibration constantk measured for then510 signals,
the factor of 7 discrepancy between measured and calcul
9G population fractions should not be taken too serious
Instead, the 9G population fraction is best regarded as
relative measurement, with the absolute scale undetermi

Similar measurements were made for the 10H level and
for the 10 high-L (L57,8,9) peak of Fig. 2. These wer
converted into fractional populations at capture in the sa
manner as the 10G measurements, and are also shown

FIG. 7. Ratios of population fractions measured forn510 he-
lium levels of differentL, plotted vs the Rydberg target bindin
energy.~a! Ratio of 10H to 10G population fractions.~b! Ratio of
10 high-L to 10G population fractions. In both cases, the measu
ratios are shown as solid points, while the predictions of CTM
calculations are shown as open points. These theoretical predic
have rather large statistical errors.
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Table I along with the corresponding predictions fro
CTMC. Comparisons between these results and the CT
predictions are shown in Fig. 6. The 10H comparison, Fig.
6~a!, appears similar to that for 10G, except that the experi
mental result rises somewhat, relative to the theory at hig
nt . The high-L results, Fig. 6~b!, show a rather dramatic
difference. For the lowernt targets, thehigh-L population
fraction is below theory by about a factor similar to the 10G
and 10H. The highernt targets, by contrast, show a muc
largerhigh-L population fraction, close to the level predicte
by theory. One way to illustrate the differences betwe
10G, H, andhigh-L population fractions is to plot their ra
tios. This has the additional advantage of being independ
of the uncertainties in the absolute capture fractions. Su
comparison is shown in Fig. 7, where the ratios of 10H to
10G population fractions, and of 10high-L to 10G popula-
tion fractions are shown. Both experimental ratios show
smooth trend favoring the higherL levels asnt increases. In
the case of thehigh-L to G ratio, the ratio changes by
factor of 4 over this range of targets. Neither of these tre
appears to be predicted by the CTMC simulations, shown
open points in Fig. 7.

To summarize, we have used the RESIS technique
study collisions between He1 ions at 0.1-a.u. velocity and R
Rydberg targets with 7<nt<14. The measurements dete
mine, with unprecedented detail, certain facts about the
action that can be used to test the accuracy of present
future theoretical models. At present, the only theoreti
model known to us that can provide detailed predictions
this reaction is CTMC, and we have therefore tested its p
dictions against the measurements reported here. On
whole, we find very reasonable agreement. In particular,
dependence off 10G and f 9G on nt predicted by CTMC is in
close agreement with our measurements. This is signific
since it suggests that the classical CTMC contains all
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essential physics related to the energy ‘‘resonance’’ that
curs in the charge transfer.~A more definitive conclusion
should probably await measurements under a wider rang
conditions.! In spite of this, we know of no simple classica
argument that can predict the width of this energy resonan
except by noting the results of repeated CTMC calculatio
On the other hand, other aspects of our measurements
poorly predicted by CTMC, including the absolute value
f 10G and the magnitude of the tendency to favor higherL
levels asnt increases. These discrepancies may provide c
to the as yet unknown limits of validity of CTMC and yard
sticks against which improved theories can be measured

Unlike previous studies of final-state distributions aft
resonant charge transfer, the RESIS method used here
not rely on field ionization for discrimination of the fina
states. Instead, the highly selective postcollision laser exc
tion is used to determine population fractions in particu
final n,L levels. The scatter in the measured values is qu
small, and consequently the uncertainties in the rela
population fractions are quite small. The dominant source
uncertainty in the absolute population fractions reported h
is the estimate of the laser excitation probability. In the
ture, it may be possible to reduce this uncertainty by m
extensive studies, which, for example, involve more than o
laser excitation region, but it is likely to remain the precisi
limiting factor in this technique. Even so, the RESIS meth
of studying final-state distributions in resonant charg
transfer collisions should make possible a wide range of
ambiguous and quantitative characterizations of char
transfer collisions.
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