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The Ka;, and KB, 3 emission spectra of thed3transition metals Cr, Mn, Fe, Co, Ni, and Cu were
measured, employing a single-crystal diffractometer optimized for minimal instrumental broadening. The
high-accuracy diffractometer, and the interferometrically calibrated silicon crystal employed absotate
wavelengths in the metric scale to a sub-part-per-million accuracy. An accurate analytic representation of each
line, obtained by a fit to a minimal set of Lorentzians, is presented. The absolute energies, linewidths, and
indices of asymmetry, derived from the data, agree well with previous measurements. So do also the intensity
ratiosKa, /Ky andK B4 3/Kay ,, which are, however, slightly, but consistently, higher than previous values.
Possible origins for the observ@ddependent trends are discussgl050-294{@7)03012-9

PACS numbgs): 32.30.Rj, 32.80.Hd, 31.30.Jv

[. INTRODUCTION of suitable spectra for 5 other elements, namely, Cr, Mn, Co,
Fe, and Ni as a first part of a study similar to that of Cu. The
Simultaneous multielectronic transitions within the atomresults of these measurements are presented in this paper.
play an important role in determining the structure in and theTheir strength lies in being the only setlétx andK 8 emis-
intensities of x-ray emission spectra. This is particularly truesion lines for(almos} all of the transition metals, which
in the case of the @ transition metals, whose asymmetric Were measured on the same instrument under highly opti-
line shapes were attributed as early as 1928 to contribution®ized conditions and on an absolute energy scale of sub-
from two-electron transitiongL]. Several other mechanisms Parts-per-million(ppm) accuracy. The optimization, based

such as conduction-band collective excitatif2k exchange ©n @ detailed study of the instrumental effects involy8y
[3], and final-state interaction] were also suggested as ensures a minimization of the distortions introduced by them,

equally probable alternatives. In spite of an extended anﬁ]nedri?glovmvzt:]hoedée?ﬁggé ofr(;icng dlz?(rar]sa::rg%rﬂgflr;gnog)tlamr;
extensive research effort over several decddgso final . : P ) 9
agreement on the physics underlying these line shap rellable and accurate spectra, as found in thg Cu staly

- . . recise knowledge of the line shapes and their accurate rep-
emerged. Very recently, combining precision line-shap

rab inii lativistic Dirac-Fock caleul Sesentation by analytical forms such as the sums of Lorent-
measurements a initio relativistic Dirac-Fock calcula- ;. < employed here and elsewhf5ed] are also important

tions, we were able to show that the line shapes of the Cy,. 5pjications in high-precision x-ray diffractometry. These
Ka andKg emission lines can be fully accounted for by are for example, stress and grain size determination by line
contributions from3d-spectator transitions only, in addition profile analysis of polycrystalline materials and high-

to the diagram onef5] (in the following, underlining de-  precision crystal lattice parameter measureméh€g. Our

notes hole statgsThis conclusion was strongly supported by results should prove, therefore, useful in these fields as well.
the considerably improved agreement with theory of the  Thjs paper presents and discusses the measured spectra.
and M level widths and fluorescence yields, which now accurate analytic representations of the line shapes are
could be derived from the diagram contributions only, aftergiven, in terms of sums of Lorentzians fitted to the data, for
stripping off from the measured lines those due to the speghe applications discussed above. Characteristic quantities
tator transitiong6]. High-resolution measurements of thesesych as positions of line maxima, linewidths, indices of
spectra photoexcited at energies near Hieedge show asymmetry, etc. are determined and compared with the nu-
clearly the first appearance of the asymmetric features at amerous separate measurements of individual lines available
excitation energy coinciding with the calculated threshold forin the literature. Finally, the intensity ratidée,/Ka; and
creation of als3d two-hole COﬂﬁgUratiOﬂ, which is the ini- Kﬂl 3/Ka12 are derived from the fits and Critica”y com-

tial state of th@-spectator tranSitiong]. While these re- paréd Wlth' previous measurements.

sults support very convincingly a two-electron excitation ori-

gin for the line-shape asymmetry in Cu, it is clear that for

this interpretation to be conclusive, neighboring) @ements Il. EXPERIMENT

must be shown to have a similar behavior. To our knowl-
edge, suitable high-resolution spectra for such a study are,
however, not available at present, nor has there been any The measurements were performed using a high-precision
in-depth study, such as that discussed above for Cu, for angingle-crystal spectrometgt1] in the classical Bragg geom-
other element. We have, therefore, undertaken measuremergty. The instrument is of a high mechanical stability. Its

A. Measurement setup
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TABLE I. Measurement parameters for the line-shape determination. The angular wiffhsvhich correspond to the width of the
spectral line, and\ 64, which is the “spectrometer window,” as well as their ratio, are also listed. A positive asymmetry for a given
monochromator crystal reflection indicates grazing incidence relative to the crystal surface.

Element Line Reflection Ukv]/ Bragg angle Asymmetry Slit width A b Aby AbsIA 6y
I [mA] (deg angle(deg hor. (mm) (s) (s)
Cr Kay 331 40/ 30 66.76 22.0 0.04 176.5 21.2 8.3
KB 331 56.79 22.0 1314 6.2
422 70.11 19.5 239.7 11.3
Mn Kay 422 30/20 71.43 19.5 0.04 247.7 21.2 11.7
KB 422 59.49 19.5 160.7 7.6
Fe Kay 333 25/32 67.85 0 0.04 200.2 212 9.5
KB 333 57.18 0 156.8 7.4
531 73.10 —28.6 332.8 15.7
Co Ka, 531 30/35 77.00 —28.6 0.04 291.4 21.2 13.7
KB 531 61.99 —28.6 223.0 10.5
620 70.69 43.1 338.6 16.0
Ni Kay 620 30/35 74.48 43.1 0.03 2145 15.9 135
KB 620 60.87 43.1 245.0 15.4
444 73.11 0 449.6 28.3
Cu Kay 444 40/ 32 79.30 0 0.03 328.3 15.9 20.7
333 47.48 0 65.1 4.1
KB 444 62.63 0 265.8 16.7
553 40/30 79.91 12.3 0.10 770.6 48.5

mean total angle dividing accuracy in the absolute positiorcoefficients from Henket al. [14] for the wavelength at the
over the full angular interval of 2 is 0.12 arcsec and its maximum of each spectrum.
minimal angular step is 0.06 arcsec. A silicon crystal with
the surface orientatiofl11) of WASQO9 type(obtained from B. Resolution and instrument function
Wacker Chemitronic, Burghausewas used to measure the A major problem for any line-shape measurement, includ-
emission lines for most of thed3transition metals. Its lattice jng those using single- and double-crystal spectrometry, is
parameter was determined in the metrical system by meanshe evaluation of the “true” emission line from the mea-
of combined x-ray and optical interferometfg2] with an  sured and instrumentally distorted profile. Preferably, the in-
accuracy of13] Aa/a=9.6x 102 and allows the determi- fluence of the instrumental function should be minimized
nation of the emission line peak positions on an absolutalready in the measurement process itself by an optimal se-
energy scale with high accuracy. lection of the experimental setup. This has been done in our
The incident beam collimator consists of a 390 mm longexperiments on the basis of computer simulations of the
tube with crossed slits at both ends, directly attached to thepectrometer window function for our cd€g. The influence
x-ray tube. For all measurements the vertical slit heightof the collimator geometry, the crystal reflection properties
were fixed at 0.42 mm while the horizontal widths varied as(as given by the dynamical theory of x-ray diffractjpthe
required. The total air-path length of the radiation from thetube arrangement and the absorption of the radiation in the
x-ray tube to the detector is 800 mm. The x-ray generator ignode, air and windows were taken into account. If the in-
a highly stabilized ID3000 from Seifert GmbH&Co KG. The strumental window is much narrowéideally a § function)
stability was tested in a 60-h run. No measurable drift of thethan the spectral linewidth, the measured line profile corre-
x-ray intensity was observed. Stability against temperaturgponds to the “true” emission line profile to a very good
variation was ensured by locating the spectrometer and thapproximation. In this case, the measured data can be cor-
X-ray generator in separate basement rooms. The x-ray tulvected numerically for any small remaining distortion due to
excitation conditions are given in Table | and are alwaysthe instrumental function. It should be noted that in general
operated with the standards used in x-ray tube applicationshe measured emission line is not a convolution of the
with excitation energies much higher than the correspondingtrue” emission line and the instrumental window. Only un-
K-edge energy of the anode material. Line-shape variationder special conditions, selected according to our computer
with exciting energy are not expected in this regiof. simulations and used in the measurements, can the measured
Temperature and air pressure were measured at each pobtta be approximated well by such a convolution, and the
and the intensity measured was corrected to correspond ®valuation of the “true” emission line profile can be done by
standard conditionsT(=293.15 K, p=101.325 kPa The a deconvolution of the measured spectrum by the instrumen-
absorption in air and Be was calculated using absorptiomal function[8].
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The ratioA 65/A 64 of the spectral linewidthA 45 to the  Kea, CoKB, FeKa) and about 100 000 count€o K «, Ni,
beam divergenca 6, (spectrometer windoywcan be used as Cu) were collected at the maximum. For some lines a smaller
a measure of the achievable resolution. Note, however, thatumber of counts was usdtbr Mn KB 25 000 counts and
in general, the spectrometer window function includes thdor Fe KB 11 000 counts Rather than a single scan with a
effects of both the beam divergengeollimator divergence long measuring time at each point a repeated scan technique
function) and the crystal’s angular acceptance function. Onlywas used, with a shorter time at each point and each scan
when the latter is of negligible width relative to the beamrepeated from 20 to 40 times. With this strategy obvious
divergence, as is the case here, can the window function b&naway scans are easily excluded and the long-time stability
approximated well by the beam divergenté,. The value of the generator is not stressed to its maximum extent. The
of A6y depends, among other parameters, strongly on thenergy of the line is determined from the angular position of
Bragg reflection used. Since the calibrated silicon crystal haghe intensity profile’s peak, through Bragg’s law. This profile
the surface orientatiofi11), the number of available reflec- s under optimized conditions, a convolution of a wide in-
tions and especially of those providing a good resolutionstrymental functioricontaining basically the wide collimator
(large Bragg angless very limited.A6; andA 64 are given  fynction and especially the wide spectral line itselhd the
in Table I. For a single-crystal spectrometer therizonta) 51w dynamical reflection curve. The peak position deter-
slit widths of the collimator are the crucial factors for the \ination is done best by calculating that intensity distribu-
width of the instrumental function. They should be as smal ion [8] using the emission line shapsith its exact absolute

as possible vyhille still alloyving a sufficiently high count rate energy scale still unknownepresented by the Lorentzian fit
for good statistics. The widths used for the line-shape Me&rsee Sec. Il B, and fitting it to the measured intensity dis-
surements were between 0.03 and 0.05 mm. The measur ution, varying only its height and positidd7]. Thus, to

emission lines were registered with about 1000 steps andeiermine the line position with high accuracy, its shape
measuring times between 100 and 200 s at each point. Th& st he known. Finally the determination of the peak posi-

total counts collected at a single point at the peak varieqiOn of the emission line in the absolute energy or wave-
between 20 000 and 50 000 counts #r and 2000 and |gngth scale, iie., in eV or nm, respectively, is possible using

6000 forK . In the measurements of the absolute peak pog,e Bragg equation, the kinematical Bragg angle, and the

sition, discussed below, it was found advantageous to choo§gttice parameter of the calibrated silicon crystal. The con-
these three parametefsteps, time, and total countdiffer- e gjon factor from the wavelength to the energy scal@gé
ently. o 8.0655413) X 10°(m eV) ~1. A careful analysis of the accu-
Most of theK 3 spectra used for the determination of the ¢ of Bragg angle measurements and of the possible aber-
emission line shape were measured with two different refleczstions was given if19]. Since no deconvolution of the

tions. One was the same reflection used for measuring of the,ea5red spectrum by the instrumental function is carried
Ka doublet. This was not necessarily the one with the high; iy the case of the line position determination, the hori-

est resolution, but it guaranteed the highest possible compajy i siit width could be chosen larger than for the line-

ibility in the measuring conditions for the determination of shape determination in order to get more intensity. A width
the KB, 3/Kay , intensity ratio. The second reflection was of ~ 0.1 mm was selected.

optimized for high resolutiofisee Table). The experimental
conditions were invariably set so that the effect of the instru-
mental window function could be removed by deconvoluting
the measured data by the simulated instrumental fung&pn A. Introduction
The measured data were also corrected for the relative
change in absorption and in the integrated reflectivity over,
the wavelength range. No additional smoothing was applie

to the data. tion by the simulated instrumental function of the single-

The peak positions of the lines were determined on ar. o spectrometeli8], as detailed above. Each line was
absolute energy-wavelength scale in separate measuremeqis, 4 by a sum of Lorentzians to get an accurate analytic,

accordmg to the Bof‘d methddS]. This method, developed hough phenomenological, representation of the line shape
for the diffractometric measurement of lattice parameters o or use in x-ray line profile analysis and other applications.
nearly perfgct crystals with high accuracy Whe_n the ENer9% ne ine parameters, i.e., full width at half maximum
gf tthe I'me t';’ knkc)Jwr|1 ?ccurately, mhay tbhe lljs;’.d In reverste t%FWHM), index of asymmetry, and integrated intensity were

etermine the absolute energy, when the lattice parameter fetermined and are critically compared below with previous
the crystal is known accurate(i6]. The optimum experi- measurements, where available. Finally, &e,/K«, and

mental conditions in that case are similar to those for thek . . . .
. S . ; /K intensity ratios are calculated and discussed.
line-shape determinatiofa large ratioA#s/A 6y, and, in PralKai y

particular, a large Bragg anglebut the strategy for the mea-
surement and the data analysis is different. The basic task is
to determine the kinematical Bragg angle of the selected An accurate analytical representation of the emission line
crystal reflection from the measured intensity distribution.shape is essential for a large number of practical applications
The basics of the measurement strategy are described in def x rays (e.g., grain size and strain determination from
tail in [8,17]. 20—25 points were measured spanning the parsingle-crystal diffraction line profile analysis of polycrystal-
of the peak whose intensityis =80% of the maximum. The line sampleg10], structure refinement from powder diffrac-
slit width is selected so that about 50 000 cou¢®s, Mn  tion patterns, etg. In both the classical and quantum theory

IIl. RESULTS AND DISCUSSION

In this section we present the measuked andK 8 emis-
ion spectra of Cr, Mn, Fe, Co, Ni, and Cu. The “true”
mission line profiles were determined through deconvolu-

B. Lorentzian fit
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the natural shape of an emission line in the frequency oto a correct background determination. The precision of the
energy scale is a Lorentzi@0]. This is observed in practice fit is characterized by the weightdrl factor R,,, defined as
for a large number oKa emission lines. They are highly [23]

symmetric and th& « doublet structure can be represented

accurately by a superposition of two Lorentzians, one each n vz
for the Ka; and theK «, lines[21]. 2 w;[F;(ob9 —F(calg)]?
By contrast, it is well known that the experimentally ob- R,= -1 .
servedK a andK 8 emission lines of the @ transition metals 2
are pronouncedly asymmetric. Considering the basic Lorent- 241 wiF;(obs

zian shape of emission lines it was proposed to fit the shape
of those asymmetric lines empirically by a superposition of
several Lorentzians. The high precision achievable by th|s
approach was already demonstrated for thekKZuand the
Cu KB spectra[5,8,9. Each Lorentzian is represented by
three parameters: the position of the maximBm the rela-
tive (compared to the maximum of the emission )inpeak
intensityl; , and the full width at half maximuriv; . For a fit

of the measured lines a linear backgroypdrameter#\ and

B) has to be taken into account. Consequently the “true”
(i.e., after the correction for the instrumental broadehlng
emission spectrur®(E) is represented by

Here the weighting variable;; = 1/0? and o2 is the vari-
ance due to the counting statistiég(obs) andF;(calc) are
corresponding values on the measured and calculated line-
shapes, respectively. The complete set of parameters for a
multiple Lorentzian representation of the emission line
shapes of Cr, Mn, Fe, Co, Ni, and Cu are given in Tables II
and Il together with théR,, values. The accuracy of the fits
Jis better for theKa doublet R, <1.1% than for theK 3 3
line (R,=<2.1%. The worst fit is obtained for F&3 with

=2.1%. Examples for the fits of thEKa;, and KB, 3
emlssion lines of Cr, Fe, and Ni are presented in Fig. 1. The
n high quality of the fit can be seen by the small and nonsys-
2 +BE+A. (1)  tematic residuals. The largest deviations between the mea-
=1 1+[(E—E; )/W]2 sured and fitted profiles are obtained at the maximum, usu-
ally with the fitted intensity being higher than the measured
In the first step of the fit the numberand the parameters one. The small regular oscillations, observed in the tails of
of the Lorentzians are selected manually to start the numersome of the emission lines, are obvious relics of the Fourier
cal refinement with optimal initial values of the parameters.deconvolution procedure.
This process starts always with the assumption of a doublet The values presented in Tables Il and Il allow a simple
for Ka and forK 8. The number of Lorentzians is increased and accurate analytic representation of the most frequently
in steps of 1 until either the integrated intensity of the lastused x-ray emission lines from x-ray tubes. In this empirical
Lorentzian added is smaller than 1% of the integrated intendecomposition no attempt was made to take into account the
sity of the entire emission line or the differences betweerphysical origin of the asymmetry of these emission lines. A
measured and fitted profile over the entire energy range aruccessful physical interpretation of the observed asymmetry
smaller than the standard deviatiom 8iven by the measure- was already publishefb] for Cu. A similar study for the

ment statistics. other lines presented here is in progress.
In the second step of the fit the approximate values of the

parameters for each Lorentzian and the background are nu-
merically refined using the Levenberg-Marquard algorithm
[22]. The standard approach is slightly modified to improve The basic problem of high-precision x-ray spectroscopy is
the convergence of the fit. An optimization cycle is dividedthe extension of the metritor, now, the electromagnejic
into n subcycles. In every subcycle the parameters of only &cale to the x-ray wavelengtiig4]. Tabulations for x-ray
single Lorentzian are refined and fitted to an “artificial” pro- Ka andK 8 emission line wavelengths have existed for sev-
file. It is constructed by removing the contributions of eral decadetcf. Bearder{25], whose data are identical with
n—1 Lorentzians(except the one to be optimized in this the data in Vol. IV of[23]) and the wavelengths or energies,
cycle) from the measured profile. The convergence limitrespectively, are quoted with precisions extending down to
achieved is determined by the weighted sum of squares the ppm level. However, it must be noted that in almost all
cases this is only aelative precision, taking into account
only the accuracy of the angular position through the Bragg

C. Absolute wavelength determination

m

e= 2. —[Fi(Ei ,AB,11,Eo1, W1, ... )In,Eqn,Wp) law. As x-ray wavelength determination invariably involves
= crystal diffraction, an accurate determination of the absolute
—M;(E) ]2 (2)  wavelength on a metric scale requires that the lattice param-

eters of the crystal be known on an absolute metric scale to
M; is the measured intensity afd is the intensity of the fit an accuracy higher than that of the wavelength to be deter-
profile, i.e., a function of the parameters of all Lorentziansmined. Almost all of the tabulated valug®3,25 are based
and the background for each of the points of the experi- on measurements that do not fulfill this requirement and are
mental emission line profile. This convergence criterionlikely to be in error by more than 16 on an absolute scale.
takes into account relative deviations between the measurekhe origin of this relatively low accuracy was for a long time
and the modeled profiles and is also sensitive to siadlt  the lack of a proper absolute “ruler” for atomic-scale length
solute deviations between the measured and the fitted promeasurements. In the last 10—20 years extensive efforts were
files at the background level, i.e., it gives a higher sensitivitymade at several national standards institutes, in particular at
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TABLE II. PositionsE;, widthsW;, amplituded;, and integrated intensitids,, obtained for the individual Lorentzians from a fit of
each measured line by the sum of the minimal number of Lorentzians that provides a reasonable fit to the data. R/&igtuiesdobtained
for the fits are also shown.

Ka/l Ka2
Peak E; (eV) W; (eV) I lint Peak E; (eV) W; (eV) I Lint
Cr a1y 5414.8742) 1.4572) 0.8222) 0.378 o 5405.5513) 2.2244) 0.3861) 0.271
a1y 5414.0996) 1.76Q7) 0.2392)  0.132 o 5403.9863) 4740500 0.0361) 0.054

a3 5412.74%516)  3.13820) 0.0851)  0.084
@, 5410.58330) 5.14951) 0.0451)  0.073
a5 5418.30438)  1.98858 0.0151)  0.009

Ry 1.1%
Mn a;; 5898.85%2)  1.7182)  0.7902) 0.353 ay ~ 5887.74%3) 23615  0.3722) 0.229
a;, 5897.8676)  2.0437)  0.2642) 0.141 ay,  5886.49513  4.21621) 0.01Q1) 0.110

Qi3 5894.82922)  4.49933)  0.0681) 0.079
Qg 5896.53215) 2.66320) 0.0961) 0.066
ags 5899.41717) 0.96920)  0.0013) 0.005

R, 1.1%
Fe a;;  6404.1482)  1.6133)  0.6972) 0.278 ay  6391.1004)  2.4876)  0.3391) 0.207
a;, 6403.29%4) 19655  0.3762) 0.182 ay  6389.10622 2.33919  0.0601)  0.066
a;;  6400.65319 4.83326) 0.08§1)  0.106 @y 6390.27%33)  4.43312 0.1021) 0.065
a;,  6402.07712 2.80315 0.1361) 0.094
Ry, 0.9%
Co a;;  6930.42%2)  1.7952)  0.8092) 0.378 ay ~ 6915.7183)  2.4084)  0.3141) 0.197
a;, 6929.3886)  2.6958)  0.2051) 0.144 ay ~ 6914.6597) 2773100 0.1341)  0.095
a;3  6927.67612  4.55515  0.1071)  0.127 @y 6913.07823)  4.46335  0.0431)  0.050
a;,  6930.94127) 0.80827) 0.0412)  0.088
Ry, 0.5%
Ni a;;  7478.2812)  2.0132)  0.9092)  0.487 ay  7461.1314) 26745  0.3511) 0.250
a;, 747652913 4.71115  0.1361) 0.171 ay  7459.87415)  3.03921) 0.0791)  0.064
@y 7458.02048)  4.47678) 0.0241)  0.028
Ry, 1.0%
Cu a;;  8047.8372)  2.2853)  0.9572) 0.579 ay ~ 8027.99%5)  2.6667)  0.3341) 0.236
a;, 804536722 3.35827) 0.0901) 0.080 ay 802650414 3.57123 0.1111) 0.105
Ry, 0.7%

the National Institute of Standards and Technology, Gaithmeasurements of thed3ransition metal emission lines with
ersburg (MD) [26,27] and the Physikalisch-Technische a comparable precision.
Bundesanstalt, Braunschwei@ermany [12(a)] but also in The general strategy for the determination of the wave-
Japan12(b)] and Italy[12(c)], to bridge the gap in absolute lengths is presented in Sec. Il B. The measured maximum
wavelength determination between optical and x-ray wavepositions of theKa, , and theK 3, 3 lines are listed in Table
lengths. A combined x-ray and light interferometric methodlV, along with those from the widely used tabulation of
capable of measuring lattice parameters on an absolute madearden25]. These data are presented in the original nota-
ric scale to a relative accuracy of 10or better was devel- tion, using the & unit and the probable errdp.e). They
oped and the lattice parameter of highly pure silicon crystalsire also converted to Sl units in the next column using
were determined12,26,27. The silicon crystal used in our A(nm)=X\(A*)0.10001481(92) of the 1986 CODATA
measurement was calibrated based on such a measuremeteast-squares adjustmef85] with the error listed as one
To date, only a few x-ray wavelengths were determinedstandard deviatiol.48p.e).. As can be seen, our values are
on an absolute scale using such calibrated crystals to an asystematically larger than the original values of Bearden
curacyAN/A~10"8. The value with the highest accuracy is (with the exception of Fe and G6«,, which have negative
that of the CuK @y, which was measured to an accuracy of deviations smaller than>410~°) by an amount ranging up
[16] AN/A~3X 10 ’. The data presented here are, to ourto 2.42< 10 ° (CuKa,). A large part of the deviation is, of
knowledge, the first set of systematic absolute wavelengtioourse, due to Bearden’s use of tkaunit, rather than the
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TABLE lll. Same as Table Il, but for thi 3, ; spectra. The weighteR factors here are 1.5-2 times worse than those obtained for the
Ka spectra.

KB13

Peak E; (eV) W (eV) i lint

Cr Ba 5947.0@1) 1.701) 0.6705) 0.307
Bo 5935.319) 15.9821) 0.0551) 0.236
Be 5946.241) 1.9012) 0.33715) 0.172
Bd 5942.045) 6.698) 0.0821) 0.148
Be 5944.933) 3.374) 0.1512) 0.137

Ry, 1.7%

Mn Ba 6490.891) 1.831) 0.6085) 0.254
Bo 6486.317) 9.4009) 0.1092) 0.234
Be 6477.738) 13.2315) 0.07711) 0.234
B 6490.062) 1.81(2) 0.39715) 0.164
Be 6488.833) 2.81(4) 0.1764) 0.114

Ry, 1.6%

Fe Ba 7046.909) 14.1717) 0.10712) 0.301
Bo 7057.212) 3.122) 0.4485) 0.279
Be 7058.361) 1.972) 0.6157) 0.241
Bd 7054.7%6) 6.398) 0.1413) 0.179

Ry 2.1%

Co Ba 7649.6@8) 3.051) 0.7984) 0.449
Bo 7647.833) 3.5903) 0.2864) 0.189
Be 7639.878) 9.7912) 0.0851) 0.153
Bd 7645.496) 4.898) 0.1143) 0.103
Be 7636.2120) 13.5937) 0.0331) 0.082
B+ 7654.1311) 3.7916) 0.0352) 0.025

Ry 1.6%

Ni Ba 8265.011) 3.762) 0.7224) 0.450
B 8263.012) 4.343) 0.3584) 0.258
Be 8256.6710) 13.7016) 0.0891) 0.203
Bd 8268.7Q7) 5.189) 0.1043) 0.089

Ru 1.9%

Cu Ba 8905.5322) 3.521) 0.75713) 0.485
Bo 8903.10910) 3.521) 0.3882) 0.248
Be 8908.46220) 3.553) 0.1712) 0.110
Bd 8897.38750) 8.098) 0.0681) 0.100
Be 8911.39857) 5.31(8) 0.0552) 0.055

Ry 1.0%

true Sl standard, not available to him at that time. The Sl D. Linewidth and index of asymmetry

converted Bearden data shows a much better agreement with
our data, with almost random deviations. Nevertheless, upon
careful examination a mean deviation #.6x 10~° is ob- A frequently used and conveniefiiut not very accuraje
served between Bearden’s set and ours, possibly due to quantification of the line shape is by its full width at half
small remnant systematic deviation in the conversion factormaximum(FWHM) and its index of asymmetry. Both values
Thus, the present results provide a large set of accurate, wedllow a comparison with other experimental results and a
calibrated x-ray wavelengths, which should prove useful forgeneral classification of our measurements in relation to
a variety of precision measurements involving x rays. other reference data. Note, however, that the line shape can-

1. Introduction
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FIG. 1. MeasureKa and KB emission lines of Ci(a),(b), Fe (c),(d), and Ni (e),(f) (pointg. A fit by a sum of a minimal set of
Lorentzians(solid line) is also shown for each line, along with the individual Lorentzians of thédsethed lines The fit parameters are
given in Tables Il and Ill. The fit residual®IFF) are shown under each spectrum, with thin lines denoting*tBe values of the data,
whereo is the standard deviation due to the counting statistics.
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TABLE IV. The peak wavelengths of the measured lines, on an absolute metric scale. Measurement uncertainties are given in brackets,
and the widely used values of Beard@3,25, listed in A* with their probable errofpe) values, are also shown. The fourth column shows
these values in nm units, using the relatiorinm) = A (A*)0.100 001 481[85] and the standard deviation 14fe. Note the part-per-
million level of accuracy of the present results.

Line Reflectionhk Ngearden(A*) Corr. Ngearden(NM) N (nm) (this work) E (eV) (this work
CrKa; 331 2.289 7(®) 0.228 9783) 0.228 972 ®3) 5414.811)
CrKa; 2.293 6063) 0.229 364 (5) 0.229 365 13) 5405.541)
CrKpBi3 2.084 872) 0.208 4903) 0.208 488 14) 5946.821)
Mn Kay 422 2.101 82(®) 0.210 18%2) 0.210 185 43) 5898.801)
Mn Ka, 2.105 782) 0.210 5813) 0.210 582 »3) 5887.591)
Mn KB, 3 333 1.910 212) 0.191 0243) 0.191 021 &) 6490.181)
FeKa; 333 1.936 04®) 0.193 6072) 0.193 604 13) 6404.011)
FeKa, 1.939 9809) 0.194 0012) 0.193 997 &3) 6391.031)
FeKpBi s 1.756 612) 0.175 6643) 0.175 660 44) 7058.183)
CoKay 531 1.788 968) 0.178 8992) 0.178 899 61) 6930.381)
CoKa, 1.792 8509) 0.179 2882) 0.179 283 §1) 6915.541)
CoKpBy3 620 1.620 72) 0.162 0813) 0.162 082 €3) 7649.451)
Ni Kay 620 1.657 91(8B) 0.165 7942) 0.165 793 Q1) 7478.261)
Ni Ka, 1.661 74718) 0.166 1712) 0.166 175 61) 7461.041)
Ni KBy 3 444 1.500 1388) 0.150 0162) 0.150 015 »3) 8264.781)
CuKay 444 1.540 56@2) 0.154 058 83) 0.154 059 2%) 8047.831)
CuKa, 1.544 3902) 0.154 441 &) 0.154 442 765) 8027.8%1)
CuKpgs 553 1.392 216) 0.139 2242) 0.139 223 46) 8905.424)

not be described precisely by a simple asymmetric profile iraccount multiple measurements and multiple fits of each
all cases. Such an approximation is quite good forklag ,  spectrum. They are always0.05 eV for the FWHM. The
lines but a very bad one for th€B, s line, where a substruc- errors for the index of asymmetry are0.05 eV forK «, and
ture due to the two unresolved lines of the doublet,Ki®y ~ < 0.07 eV forKa,. The FWHM and the index of asymme-
and K35 lines, separated by less than their combined haltry are compared in Figs. 2 and 3 with available previous
widths, is clearly visiblgsee Fig. 1L Thus, we have avoided measurements, not for all of which error estimates are avail-
assigning an index of asymmetry to tKe3, ; lines. able.

In our measurements the FWHM and the index of asym- ) )
metry were determined from the background-corrected 2. The Ka linewidths
Lorentzian fits(see above The index of asymmetry is de- As can be seen in Fig. 2, the previous measurements of
fined as the ratio of the half widths at half height on the lowthe FWHM values are rather broadly scattered, reaching a
and high energy sides of the pefR8]. In Table V the factor of two in extreme casd€r Ko, in Fig. 2@)]. Fur-
FWHM of Kay, Ka,, KB 3and the index of asymmetry for thermore, the deviations exceed the error bars, in the few
Ka,, Ka, are presented. The experimental uncertainties irtases where these are available, indicating probable system-
the values cited in the table were determined taking intaatic errors. Also, a tendency of “clustering” is observed for

TABLE V. The full width at half maximum(FWHM), index of asymmetry, and corrected integrated
intensity ratios for the measured spectra.

FWHM (eV) Index of asymmetry I(Kay)/l(Kayq) [(KB1a/l(Kay )
Kal Ka2 Kﬁ1’3 Kal Ka2
Cr 1.88 2.52 2.53 1.38 1.01 0.139
Mn 2.47 2.92 2.97 1.49 1.17 0.51 0.139
Fe 2.55 3.14 3.53 1.66 1.24 0.51 0.144
Co 2.33 3.18 4.37 1.38 1.33 0.52 0.137
Ni 2.24 3.16 5.40 1.18 1.21 0.52 0.147

Cu 2.35 341 5.92 1.07 1.36 0.52 0.141
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= 5] © ] FWHM of the spectrometer window from the FWHM of the
e measured emission ling9—31]. This approach is exact if
& both the emission line profile and instrumental function have
2 41 1 a Lorentzian shape. Normally this is not the case. For emis-
= sion lines with an obvious asymmetric shape it becomes less
34 a Bragen (o0 exact but still gives a reasonable approximation even for the
orum E . . -
o Edamoto (98] KB line shapeg29-31. The combined fit and deconvolu-
o i . . .
e tion method of Lee and Salef32] seems to disagree with
2 - - - - - » the generalZ-dependent trend of all other measurements

Ni Cu shown in Figs. 2a) and Zb).
Our experience indicates that the determination of the
~ FIG. 2. The width(FWHM) of Ka; (&), Kaz (b) andKB (©)  FWHM and the index of asymmetry is especially sensitive to
lines of Cr, Mn, Fe, Co, Ni, and Cu, as derived from previous 3 nrecise correction for the instrument broadening. In the
studies (listed in the legend by first author name and reference,zge of an optimally adjusted spectrometer the instrument
numbej and the pr_esent measurements: Note the wgak maXimurﬂ,lnction is nearly symmetric and narrovsee [8]). A
Eearll Fe for th&K « lines and the monotonic increase with Z for the “broad” symmetric instrumental function tends to suppress
A lines. the line asymmetry and give systematically too small values
for the index of asymmetry. This effect cannot be corrected
most of the data points with a few obvious “runaway” after the measurement. Only experiments with a narrow
points. The fact that most of the previous measurementspectrometer window in an optimized spectrometer setup
yield higher values for the widths than ours indicates a probprovide a precise determination of the index of asymmetry
able neglect of, or incomplete correction for, the instrumen-and the FWHM. Our data are determined with the same op-
tal broadening. Only few of the previous data were correctedimized spectrometer setup and with a well-defined correc-
for an instrumental broadening, although it was realizedion procedure for the narrow spectrometer window. They
early that the instrumental broadening has a significant effedtave a higher accuracy than most of the other reference data
[29] and even simple corrections can lead to a significan{see error bars in Figs. 2 andl 2\dditionally they fit into the
improvement in the results. The “true” FWHM of the emis- above-mentioned “clusters” and present the same general
sion line can be determined by a simple subtraction of th&-dependent trends as the other more comprehensive refer-
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ence datd28-31,33,34 General trends for th& depen- ments of Onoue and Suzuld4]. The spread in the reported
dence of the FWHM and the index of asymmetry for thk 3 values of the index of asymmetry is even larger for khe,
transition metals are therefore deduced in the following ustine than for thek ; as shown in Fig. ®). Despite the large
ing our data. spread, a general trend for tdedependence of the index can
The FWHM of theK « lines show a good agreement with be observed. FoKa; a distinct maximum occurs for Fe,
most of the previous data. Some of these are systematicallyith the index decreasing monotonically towards both Cr
too large, as those of Edamof85] and Lehner{36]. The  and Cu. This maximum coincides with the maximum in the
good correspondence with the early data of Parr2i, FWHM, shown in Fig. 2a). The Z dependence of the asym-
which were corrected for resolution effects, show the effecmetry of Ka, peak shows two characteristic deviations from
tivity of even a simple correction procedure. Good agreeK«;. The maximum asymmetry is shifted to Co and there
ment is also found with the measurements of Beaf@&has  exists a distinct minimum for Ni, which does not occur for
analyzed by Thomsef21]. In addition, theZ-dependent Ka,. The asymmetry increases once more for Cu. Both the
trend of the more comprehensive data 9&8-30,33,3%4  maximum for Co and the minimum of the asymmetry for Ni
agree with those in our data. Generally the FWHM of theare confirmed by most of the other measurements and should
Kaj line increases from Cr to Fe, has a distinct local mini-be, therefore, considered to be real effects.
mum for Ni and increases once more for Cu. This trend is the
same for the FWHM of th& «,, line although there a plateau 5. Z-dependent trends

is observed in the Fe-Ni region rather than a distinct mini-  Several attempts have been made in the past to give a
mum. The FWHM of theK a; line is larger than that of the physically motivated, or even a purely empirical functional
Kea, line by 0.5-1 eV. This can be accounted for by therepresentation for the experimentally obseredependence
reduced lifetimes due to thie,-L ;M , 5 Coster-Kronig tran-  of the lines’ characteristic parameters, such as the width,
sition, which is forbidden in the free atom but allowed in the asymmetry index, etc., over a broZdange, for use in prac-
solid [6,38,39. tical applications. These attempts were successful for the
widths [33,45 and theKa doublet separatiofi46]. How-
3. The KB linewidths ever, distinct deviations between the smooth representation

. . and the measured values were observed in all these forms for
For the FWHM ofK 5, s the number of available previous 20<7=<30, i.e., in the region of the @ transition metals

e e i o . tme e (S, 08 ST et o for e yanstion lemen
for the Ka widths. This is most probably due to the fact that n this Z range the measured widths exc_eed significant the
widths extrapolated from lower- and high&r-elements.

the considerably larger FWHM of the line reduces the rela_l_h deviati ived to th ) lectroni
tive contribution of the instrumental broadening. Neverthe- ese deviations were ascribed 1o e unique electronic
less, the early data of Edamof85] and Tsutsum[40] are structure of the atoms in this range, which have a partly or

systematically larger than recent measurements. This resul&guy populated 4 shell and an opendshell, giving rise to

most probably from instrumental effects. Unlike thex complicated transition structures in the x-ray emission pro-

lines the FWHM of thek 8, s peak increasés monotonically cess. Similar anomalous deviations were observed in the
13 i i i

from Cr to Cu, indicating that the nonmonotonic behavior ofxpS linewidths of the same eleme89,47. F|.nst.er[4] a_nd

theK « widths is probably due to the behavior of thdevel - ¢S54 28] attempted to correlate these deviations with the

widths rather than th& level ones. The smaller overlap of nhumber of unpaired @ electrons in the atom, as calculated

the M andK wave functions, as compared to tHeand L by them. While neither calculation result in an accurate cor-

o . A ( nden h how a reasonable qualitative correlation
ones, may reduce the relative influence of possible similar-cSP° dence, they sho q

sized nonmonotonic contributions originating in the finalWlth the 2 dependence of the qe"'a“o.”s- In pa_rtlcular, _the
state level widths. number of unpaired electrons is maximal for iron, which

corresponds well to the experimentally observed maxima of
the FWHM for Ka,; andKa, and for the maximum of the
index of asymmetry foK ;.

Our results and previous data for the index of asymmetry Tsutsumi[3] proposed that the anomalous widths and
are presented in Figs(& and 3b) for Ka; andKa,, re-  asymmetric line-shape results from an exchange interaction
spectively. The spread of the data is large, probably due tbetween electrons of the incompleté 8hell and those of the
the high sensitivity of the index of asymmetry to the width of 2p shell, left open by the x-ray emission process. This will
instrumental function as mentioned above. A broad instrusplit theL levels into two sublevels each, and, thus, also each
mental function should result in a systematically too lowof the K« lines into two close lines. Since the separation of
asymmetry. The data of MeisgB3] and Pess@28] for the  the two lines is smaller than their combined widths and their
narrow and highly asymmetri&«, line indeed show this intensities are unequal, the splitting will yield the skewed
tendency; they are systematically smaller than the majorityine shapes observed. While this model leads to a qualitative
of the other measurements in FigaB It is clear from the improvement in the line-shape fits, and hence also of the
results that the asymmetry is generally larger for ke;  widths, the theoretically expected splitting is usually too
peak. Our indices of asymmetry for tiéen, peak are larger small to explain the experimentally observed asymmetry and
than most of the other data. This is particularly true for Mn,width. Furthermore, it predicts symmetrical line shapes for
Fe, and Co, which have the highest asymmetry amongdhe 3atoms having completed3shells, like Cu, in obvious con-
transition elements. Our results agree well with those otradiction with the measuremenfd8]. XPS measurements
Blochin [31], Sorum[34], and the high-resolution measure- [39,49,5Q0 demonstrated that the excess width of the x-ray

4. Index of asymmetry of the K lines
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lines results from a broadening of thg, and L, levels ' '

T
@ Scofield [55] A Salem [58]

beyond their intrinsic lifetime widths due to strong Coster- 054 O lmamels o Meomvis _ i
Kronig (CK) transitions. These are allowed in the solid ' T
phase, though energetically forbidden in the isolated atom
(gas phasecase[39]. The inclusion of the CK transition

greatly improves the agreement of the total line shape and its
width with the experiment. Peag&1], however, showed,

based on measured soft x-ray emission spectra of the

2p—3s transition, that the CK transitions are insufficient to

0.52- ]
[e] /
1 — L |

intensity ratio 1(Ko.,)/I(Ket,)

ol 0.50 a L 4 -
account for the. level widths over the full 2&Z<30 range, ° o o
and that additiona{unspecifiedl nonlifetime effects need to : - - 1
be included. 1 -

Clearly, the simplified approach of addressing only the 0.48 Tor N "o oo N cu

width and asymmetry of a line, is insufficient to account for

the shapes of complex spectra such as those of dheas- FIG. 4. TheKa,/Ka; intensity ratio, as obtained in the present
sition metals. Thus, attempts have been made to fit the fulleasurements and previous studies. No reliable value could be de-
emission spectrum by a model based on var@hisnitio, o rived from the present measurements for Cr, for reasons detailed in
semiempirical, calculated transition arrays. Using relativistiGhe text.
Dirac-Fockab initio calculations and high-resolution spec-
tral measurements, we have shown recefilythat both the  multiplet transition. Applying the Burger-Dorgelo-Ornstein
Cu Ka and CuKpB emission spectra could be accurately rule [20] to this doublet an intensity ratio of 0.5 is expected.
reproduced assuming contributions from two transitionsThis value should be independent of the atomic nuniher
only: the diagramls—Ip and the3d spectator holels3d The early measurements of Williarh84] for a selection of
—Ip3d, wherel =2,3 for theKa and theKg lines, respec- twenty elements fronZ =24 to Z=52 confirm these predic-
tively. The validity of this approach is further supported by tions. The results are statistically distributed and the average
observations of a strong energy dependence of thiK&e Ka,/Kea, intensity ratio is determined to be 0.5003. Later
[52] and Ar KB [53] emission line shape on the exciting theoretical calculation$55] taking into account exchange
photon energy when photoexcited close to Kheedge. For interactions presented slightly larger and also weakly
photons with insufficient energy to excite the initib$3d, Z-dependent values. These results are supported quantita-
but sufficient to do so for the lower-enerdg hole state, a tively by the experimental observations of McCr&bg| and
much more symmetric and narrower line is observed. ArSalem[57,58, which also obtained values slightly larger
analysis of the emission lines ofd3ransition metals other than 0.5 for the&Ka, /K @4 intensity ratio. To the best of our
than Cu, based on Dirac-Foeilb initio calculations, as well knowledge, more recent experimental studies of the
as excitation energy-dependent measurements of emissidtw,/K a4 intensity ratio of the 8 transition metals are not
spectra near threshold are in progrggs available in the literature. For a verification of the theoreti-
cally predicted small deviations &«,/K a4 intensity ratio
E. The Ka,/Ka, and K 8, s/K a; , integrated intensity ratios from 0.5 precise corrections of the measured intensities are
’ ’ necessary. This is especially true for the energy-dependent
The accurate knowledge of thea,/Ka, and theKB1d  inegrated reflectivity of the crystal, which can be calculated
Ka; , integrated intensity ratios is required for a number ofs.q the dynamical theory of x-ray diffractiof59], the
practical applications_ of x rays, e.g., structurg determin_atiorénergy-dependent absorption of the radiation in the target
from powder diffraction patterns, like the Rietveld refine- jisef “and the intensity contributions from satellite transi-
ment technique, etc. In precision single crystal structure regons included in the doublet linegsee, for example,
finement methods a quqntitapive anglysis of the intensity of #]).These energy-dependent corrections are small for the
large number of reflections is required, over a large Bragg ., /K «, intensity ratio, since the energies of both doublet
angle range. Intensity contributions from simultaneously ex4ines are only slightly different. They are considerably larger
cited characteristic emission lines, i.e., from e doublet {5, the K 31 4/Kay , intensity ratio as we discuss below.
and/or theKa, B lines for a particular reflection cannot al- A more serious problem for the accurate determination of
ways be resolved experimentally. This is particularly true fory, o Ka,/Ka, intensity ratio is the partitioning of the inten-
small Bragg angles. The determination of the quantitativesity of the spectrum between the two lines. The intensity
contribution of each emission line to the measured reflectioponyeen the doublet lines is nonzero and thus its assignment
requires, in this case, an accurate foreknowledge of the ing gone using additional assumptions, such as an identical
tensity ratlosKozzll_<_oz1 and K,Bl,a/Kal,_z- Finally, these ra- peak shape and/or a fixed ratio of the FWHM of the doublet
tios depend sensitively on the atomic structure. Thus theyeakq56]. These assumptions are not universally valid, par-
v s aatons We o oo e o Gy i o case wrs e shaes of o, 3
these ratios as obtained in our measurements. fe?én?:zzkjrzreessp;ggilgﬁs Tg?/gglfggrr?\ﬂmﬁ?i; ang]ed\)é; he dif
In our experiments the energy-dependent corrections of
the integrated intensity and the absorption are performed ac-
Our results, along with previous measurements, are ploteording to[8]. The intensity assignment to each of the dou-
ted in Fig. 4. The&K « doublet transition is a special case of a blet peaks is done using the results of the decomposition of

1. The Ke; /K @4 integrated intensity ratio
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the doublet into single Lorentzians. The intensity of eachdynamical theory based computer caul®l [63].

doublet peak is the sum of all Lorentzians included in this The background is subtracted from the spectra by least-
peak. The results are shown in Fig. 4. They show a vergquares fitting22] of Lorentzians and a linear background.
good agreement with the theoretical predictions for Mn andrlhis is crucial because small changes in the background
Fe, while the values determined for Co, Ni, and Cu exceedause significant changes in the intensity the percent
Scofield’s[55] theoretical values by 1-2 %, which are, nev- rangg. The last correction concerns the self-absorption of
ertheless, still within the 2% experimental uncertainties. Thehe radiation produced in the x-ray tube anode. Because of
intensity partitioning method fails completely for chromium, the thick target, it is not possible to neglect this effect. We
since the CK «a doublet in our measurement has a significantused the approach of Sewel al. [64] who deduced an ana-
intensity in between the two peaks and a unique, objectivéytical expression for the correction by using results of tracer
partitioning of this contribution between the two doublet experiments. The uncorrected and corrected values for the
peaks is not possible. We wish to point out that theKgB/Kea intensity ratios, along with the various correction
Ka,/Ka, intensity ratios in Table V hold for typical exci- factors, are given in Table VI. The formula for the corrected
tation conditions of x-ray tubes and therefore can be used imtio is

analyzing diffraction and other data measured with such

tubes. Also note that both doublet lines include contributions 'Kﬁ(cor) IKB(meas S, T, R,

from satellite transitions and an exact determination of the I« (con - I« (meas S_,e T_B R_ﬁ,

intensity ratio for the diagram transitiods—2p,,, and1s “ “

—2pg; requires a separation of these satellite contributiongyhere S, T, andR are the self-absorption, the transmission
using a suitable model for the whole transition array. Thisthrough air and Be, and the integrated reflectivity of the crys-
was demonstrated for the Guemission spectra, where con- ta] respectively. Strictly speaking, the measured intensities,
tributions due to spectator transitions of 20—-30 % were det(meas), are given by an integral of the intrinsic, undistorted
termined[5]. In that case, both doublet lines were nearlyjntensity over the angular and energy spreads of the incom-
equally contaminated by these satellite intensity contribuing peam, with each intensity value multiplied by the value
tions and the puré(1s—2p,)/I1(1s—2pg,) ratio is deter-  of 5 T, andR at that energy and incidence angle. Thus, to
mined to be 0.53+ 0.01, which is in good agreement with gptain the corrected intensity valuégcor), inversion of this
the value presented in Table V. integral is required. However, as the angular width of the
crystal reflectivity curve is extremely narrow, we have ap-
proximated the intensity variation over this range to be con-
In contrast to theKa,/Ka; ratio, almost all published stant, thus allowing the integration to be carried out and ef-
measurements of thi€ 3, 3/Ka; , ratio have been done us- fective correction factors to be expressed as individual
ing semiconductor detecto$SD), since the separation of multiplicative factors, yielding the equation above. While
these spectra, 500—900 eV for the transition elements, is coithis is admittedly an approximation, it should be a very good
siderably larger than the 200 eV resolution of the SD. We one, considering the very narrow widths, a few arcsec only,
were able to find in the literature only a single experimentof the reflectivity curves of the perfect silicon crystal used in
using a crystal spectromet@€S) [58]. This state of affairs is the measurements. The necessity of these energy-dependent
due to the difficulties in correcting the CS-measured data focorrections becomes clear when comparing the uncorrected
the various effects discussed above, and, in particular, a@nd corrected 8/K « intensity ratios listed in the Table VI.
counting for the varying reflection properties of the crystal Most of theK 8-emission lines were measured using two
[60]. In spite of this, the CS is preferable in principle to the different crystal reflections. The Kie spectrum was mea-
SD for such measurements due to its much higher resolutiosured with 3 different reflection orders, namely, 333, 444,
as compared to a SD, which reduces drastically the spuriousnd 620. These independent measurement allow a better as-
background due to bremsstrahlung and allows a clear sepaessment of the measurements the errors, in particular those
ration of x-ray satellites, such as thers 4 0r theK B, slines.  originating in the crystal parameters. We estimated a preci-
As shown in the preceding section, the reflection propertiesion of better than 4%. By using the same reflection in the
of a perfect crystal could be handled numerically. FurtherKa and KB measurements the overall error in the ratio
more, for extracting exact ratios from a SD measured datahould not exceed 5%, as errors of multiplicative nature can-
significant corrections are required as wgli1,62. The cel. The influence of the energy of the exciting electrons on
energy-dependent efficiency of the SD must be known anthe KB/K « intensity ratio is negligibld65]. A comparison
the corrections for self-absorption and absorption in win-of this ratio for different excitation mechanisms is given by
dows and air, mentioned below, must also be carried ouPerujoet al. [66].
when using a SD. In Fig. 5 our values are compared with previous results.
The two CS-measureld a; , andK 3, 3 spectra were re- Only theoretical results and experiments employing electron
corded during two different runs. To avoid complications theor photon excitation are included, since the prominent mul-
measuring conditiongtube voltage and current, slit widths tiple ionization in the case of heavy-ion excitation strongly
remained the same for both runs. The corrections applied talters theK 8/K«a intensity ratio[32,67. Also included in
the raw data after the measurements are as follows: the atie comparison are theoretical data from Scofield, Manson,
sorption in air and in the Be windows of the x-ray tube andand Jankowski. Of the theoretical results, Mansoj6§]
the detector for the different peak emission wavelengths wasimple nonrelativistic Hartree-Slater calculations clearly un-
calculated using absorption coefficients frgd#]. The re- derestimate almost all other experimental and theoretical re-
flection R;,; of the silicon crystal was calculated using the sults. The more sophisticated relativistic Dirac-Fock calcula-

2. The KB, JKa; , integrated intensity ratio
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TABLE VI. The raw and correcte® 3, 3/K«a; , intensity ratio. The correction factors discussed in the
text are also listed.

Line and [(KB)/1(Ka) Transmission Self-absorption Reflectivity 1(KB)/l1(Ka)
reflection raw ratio ratio ratio corrected
TolTg S./Sgs R,/Rg

CrKa (33) 0.427 0.869

CrKpg (331 0.223 1.681 0.139
CrKp (422 0.417 0.949 0.147
Mn Ka (422 0.512 0.920

Mn KB (422 0.131 2.354 0.140
FeKa (333 0.588 0.929

FeKpB (333 0.136 1.929 0.143
FeKpB (531 0.231 1.206 0.152
CoKea (53] 0.655 0.931

CoKp (531 0.066 3.390 0.137
Ni Ka (620 0.713 0.933

Ni KB (620 0.062 3.573 0.147
Ni KB (444 0.190 1.190 0.150
CuKa (449 0.761 0.903

CuKp (4449 3.391 0.141

tions of Scofield[55] and of Jankowski and Polas{l69], F. Fine structure of the K doublet lines

which also include exchange effects, agree much better with
the experimental results. The recent results oflikonderet

al. [70] considerably underestimate all other measurement
This may be due to an overcorrection for the particle size o
the powdered samples, used in the measurements. As can

seen, our results agree well with most of the other values, ™
except for Fe and Ni, which seem to be too high. In view of(Priest[74]), cobalt(Shah and Das Gup{&3]), and copper

the error bars, it is not clear if this is a real effect. We note (Sauderet al.[75]). By contrast, a large number of early and
however, that Bérgyi et al. [65] also find an enhanced ratio récently published studies failed to observe such structure
for Ni. Our results are consistently at the upper part of thd 28,29,31,34,76-78 In particular, no evidence for a fine

experimental values’ spread, which could hint at a systematigtructure was found in the high-resolutiom\X/\=9.7
deviation in one of the corrections. % 10~ %) double crystal measurements of Onoue and Suzuki

[44] for the chromiumK «; line, or the studies of Deutsch
and co-worker$77,78 for Cu.

Several studies reported observations of fine structure in
the Ka lines of the iron group elements. Schnopper and
alata[71] reported such an observation for chromium, and
ther reports include chromiuniSchnopper and Kalata
1], Shah and Das Guptgr2,73, and Priest[74]), iron

T T T T
Scofield [55] Rao [83] O Williams [54]

* o . . . . .

0.16{# Mansonica] + B s & Salem(58) 7 The resolution achievable in the single-crystal instrument
A Jankowski [69] X Kiuclctnder [70] Vv Coslho [84] . . . .. .
1y Boemits X Sivinsky[g2]  —M—Present 1 used here is limited by the narrow but finite width of the

1 DVIKa )

pending on the different resolution settings for each mea-
surement cannot be resolved with our setup.

The accuracy of the present data is comparable with the
results from two- and three-crystal spectrometers. The
0.117 ° 7 FWHM of the CrKa; peak, which was measured with the
' - - ' - T lowest-resolution setting of all of our measuremefgse

Table ) is 1.88 eV. It is found to be in excellent agreement

FIG. 5. The present, and previous, values of Ihﬁl,E/Kal,Z with the 1.87-eV value of the high-rES()lUtion StUdy of Onoue
intensity ratio. Note the almost constant value across the range, ar@nd Suzuki44], measured using a double-crystal spectrom-
the strong underestimation by the theoretical values of Mansoter with an asymmetric setup, and the 1.87 eV obtained in
[68], and measurements of Kukonder[70]. the triple crystal spectrometer measurements of Shah and

0.15¢ Mo . spectrometer window. Using the valuesés/A6, from
, E 1 Table | we roughly estimate that fine structure of width
0.144 —r%/ T smaller than0.05-0.12X FWHM of theK a, line, i.e., sub-
013' F % structures with a FWHM smaller than 0.12-0.25 éle-
§ [o]
. * *

0.12- R

intensity ratio I(K[3
o

bd

b ®
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Das Gupta[73]. This agreement clearly demonstrates thetaking into account the significant Coster-Kronig cross sec-
good resolution and negligibly small instrumental broaden+tion. The curve of th& « widths vsZ shows a characteristic
ing in our measurements. In spite of the good resolution ngpeak near the iron, while that of th€g widths increases
fine structure of the type reported in the studies mentionedhonotonically with Z. We also presented values for the
above was detected in any of the spectral lines. While feak 8; yKa; , and Ka,/Ka; intensity ratios. Both are some-
tures of widths below our resolution, 0.1-0.25 eV, couldwhat higher than previous measurements though still within
hypothetically remain undetected, the existence of such feghe combined experimental error of the best previous sets.
tures is highly unlikely considering the lifetime widths of the Finally, an empirical fit by a minimal set of Lorentzians is

3d transition metals’ emission lines. presented for each spectrum, for use in accurate measure-
ments requiring a correction for nonmonochromaticity, like
IV. CONCLUSIONS structural refinements based on powder diffraction patterns.

i i ) The high-quality set of spectra obtained in this study pro-
We presented here results of a high-resolution and highyiges a broad and accurate data base for testing theoretical
accuracy determination of tha and KB emission line  caicylations and predictions concerning the atomic structure
shapes of the @ transition metals chromium, manganese, 5 excitation and deexcitation dynamics in thet@ansition
iron, cobalt, nickel, and copper. The measurements werglements. In particular, it is hoped that a physically moti-
done using the same optimized single-crystal spectrometeygieq study, now in progress, employimg initio Dirac-
where special attention was given to minimizing the instru-pqck calculations and the present spectra will allow a defi-
mental broadening effects. The lattice parameter of the pefite resolution of the long standing question of the origin of

fect silicon crystal employed was determined on an absolutg,o asymmetry of the x-ray emission lines of the Bansi-
scale using combined x-ray and optical interferometry to gion elements.

sub-ppm accuracy.

The most important results of this study are the determi-
natlo_n of the absolute peak Waveleng_tgs of the Ilnes_ on a ACKNOWLEDGMENTS
metric scale to an accuracy af\/A~10"° and the precise
measurement of the emission line shape. This is imperative Support by the Israel Science Foundation, Jerusalem, and
for the elucidation of the physical processes underlying thehe Bundesministerium fuForschung und Technologie un-
highly asymmetric x-ray lineshapes of the Bansition met- der Contract No. 05 5SJAAI7 is gratefully acknowledged.
als. The linewidths and indices of asymmetry, determinedVe thank P. Becke{Physikalisch-Technische Bundesanstalt
from the measured spectra, compare well with the best preBraunschweig, Germanyor providing the calibrated silicon
vious measurements, and also with theoretical calculationsrystal used in the absolute wavelength measurements.

[1] M. Druyvesteyn, Z. PhysA3, 707 (1928. tone, and G. Zossi, Phys. Rev. Let2, 3133(1994.
[2] S. Doniach and M. Sunjic, J. Phys.3285(1970. [13] D. Windisch and P. Becker, Phys. Status SolidilA8 379
[3] K. Tsutsumi and H. Nakamori, iX-Ray Spectra and Elec- (1990.
tronic Structure of Matteredited by A. Faessler and G. Wiech [14] B. Henke, E. Gullikson, and J. Davies, At. Data Nucl. Data
(Fotodruck Frank OHG, Machen, 1978 Tables54, 181 (1993.
[4] J. Finster, G. Leonhardt, and A. Meisel, J. Phyarig, Col- [15] W. Bond, Acta Crystallogrl3, 814 (1960.
log. 32, C-4(1971). [16] J. Hatwig, S. Grosswig, P. Becker, and D. Windisch, Phys.
[5] M. Deutsch, G. Hizer, J. Hatwig J. Wolf, M. Fritsch, and E. Status Solidi A125 79 (199).
Forster, Phys. Rev. A1, 283(1995. [17] J. Wolf, Ph.D. thesis, Friedrich-Schiller-Univergiteena, 1994
[6] M. Deutsch, O. Gang, G. Hzer, J. Hatwig, J. Wolf, M. (unpublishedl
Fritsch, and E. Fster, Phys. Rev. &2, 3661(1995. [18] E. Cohen and B. Taylor, Rev. Mod. Phy&9, 1121(1987.
[7] M. Fritsch, C. C. Kao, O. Gang, and M. Deuts@mpub- [19] J. Hatwig and S. Grosswig, Phys. Status SolidilA5 369
lished. (1989.
[8] J. Hatwig, G. Hdzer, J. Wolf, and E. Feter, J. Appl. Crys- [20] B. Agarwal, X-Ray SpectroscopySpringer-Verlag, Berlin,
tallogr. 26, 539 (1993. 1979.
[9] H. Berger, X-Ray Spectronis, 241 (1986. [21] J. Thomsen, J. Phys. B6, 1171(1983.
[10] J. Hatwig, G. Hazer, E. Faster, K. Goetz, K. Wokulska, and [22] W. Press, B. Flannery, S. Teukolsky, and W. VetterliNg
J. Wolf, Phys. Status Solidi A43 23 (1994). merical Recipes in PASCAICambridge University Press,
[11] S. Grosswig, J. Hawig, K.-H. Jakel, R. Kittner, and W. Cambridge, 1989
Melle, Sci. Instrum1, 29 (1986. [23] International Tables for X-Ray Crystallographsdited by J.A.
[12] (a) P. Becker, K. Dorenwendt, G. Ebeling, R. Laufer, W. Lu- Ibers and W.C. HamiltoitKynoch Press, Birmingham, 19y4
cas, R. Probst, H.-J. Rademacher, G. Reim, P. Seyfried, and H.  Vol. IV. Note that the values in Vol. Il as well as those in the
Siegert, Phys. Rev. Leté6, 1540(1982)); (b) K. Nakayama new International Tables of Crystallographedited by A.J.C.
and H. Fujimoto, IEEE Trans. Instrum. Mea&ks, 580 (1997); Wilson (Kluwer, Dordrecht, 1992 Vol. C, are taken from a

(c) G. Basile, A. Bergamin, G. Cavagnero, G. Mana, E. Vit- compilation of Y. Cauchois and H. Hulub€lables de Con-



4568

stantes et Donees Numeriques, |I.
Emissions X et des Discontinuites d’Absorptior{Hermann,
Paris, 194Y, which differ from the values employed here.

[24] R. D. Deslattes, Nucl. Instrum. Methods Phys. Re81B51
(1988.

[25] J. Bearden, Rev. Mod. Phy39, 78 (1967.

[26] R. Deslattes and A. Hennins, Phys. Rev. L8tt, 435(1973.

[27] R. Deslattes and E. Kessler Jr., IEEE Trans Instrum. M&@s.
92 (1991).

[28] V. Pessa, E. Suoninen, and T. Valkonen, Phys. F&ni.1
(1973.

[29] L. Parratt, Phys. Re\60, 1 (1936.

[30] G. Brogren, Ark. Fys23, 219(1962.

[31] M. Blochin and I. Nikiforov, Bull. Acad. Sci. USSRS, 780
(1964.

[32] P. Lee and S. Salem, Phys. Rev.18, 2027 (1974.

[33] A. Meisel and W. Nefedov, Z. Cheni, 337 (1961).

[34] H. Sorum, J. Phys. E7, 417 (1987.

[35] I. Edamoto, Rep. Res. Inst. Tohoku Univ.2\ 561 (1950.

[36] U. Lehnert, K. Merla, and G. Zschornack, Nucl. Instrum.

Methods Phys. Res. B9, 238(1994)

[37] J. Bearden and C. Shaw, Phys. Ré8, 18 (1935.

[38] J. Matthew, J. Nuttall, and T. Gallon, J. Phys9(883(1976.

[39] J. Fuggle and S. Alvarado, Phys. Rev22 1615(1980.

[40] K. Tsutsumi and H. Nakamori, J. Phys. Soc. JgB, 1418
(1968.

[41] H. Sorum, O. Weng, and J. Bremer, Phys. Status Soliti08
335(1982.

[42] H. Sorum, Phys. Status Solidi BL3 197 (1982.

[43] H. Sorum and J. Bremer, J. Phys1E 2721(1982.

[44] K. Onoue and T. Suzuki, Jpn. J. Appl. Ph{s, 439 (1978.

[45] M. Krause and J. Oliver, J. Phys. Chem. Ref. D8ta329
(1979.

[46] W. Nefedov, Bull. Acad. Sci. USSRS, 816 (1964).

[47] J. Fuggle, J. Electron Spectrosc. Relat. Phen@d. 275
(1980.

[48] M. Hienonen, J. Leiro, and E. Suoninen, Philos. Mag4®8
175 (1981).

[49] L. Yin, I. Adler, M. Chen, and B. Crasemann, Phys. Rev/,A
897 (1973.

[50] R. Nyholm, N. Martenson, A. Lebulge, and U. Axelson, J.

Phys. F11, 1727(1981).

[51] D. M. Pease, Phys. Rev. 84, 6708(1991).

[52] P. Chevallier, M. Tavernier, and J. Briand, J. Phyd1BL171
(1978.

HOLZER, FRITSCH, DEUTSCH, HRTWIG, AND FORSTER 56

Longueurs d’'Ondes de€$3] R. Deslattes, R. LaVilla, P. Cowan, and A. Henins, Phys. Rev.

A, 27, 923(1983.

[54] J. Williams, Phys. Rev44, 146(1933.

[55] J. Scofield, Phys. Rev. 8, 1041(1974.

[56] J. H. McGrary, L. V. Singman, L. H. Ziegler, L. D. Looney, C.
M. Edmonds, and C. E. Harris, Phys. Rev4A1745(197).

[57] S. I. Salem and R. J. Wimmer, Phys. Rev2A1121(1970.

[58] S. I. Salem, T. Falconer, and R. Winchell, Phys. Rev6,A
2147(1972.

[59] Z. G. Pinsker,Dynamical Scattering of X-Rays in Crystals
(Springer, Berlin, 1978

[60] K. Heinrich, C. Fiori, and R. Myklebust, J. Appl. Phys0,
5589(1979.

[61] B. Dhal and H. Padhi, Phys. Rev. 30, 1096 (1994).

[62] J. Campbell, A. Perujo, W. Teesdale, and B. Millman, Phys.
Rev. A 33, 2410(1986.

[63] G. Hdzer, computer codesixi andFITsPK (unpublisheg

[64] D. Sewell, G. Love, and V. Scott, J. Phys.1B, 1233(1985.

[65] D. Berawyi, G. Hock, S. Ricz, B. Schlenk, and A. Valek, J.
Phys. B11, 709(1978.

[66] A. Perujo, J. Maxwell, W. Teesdale, and J. Campbell, J. Phys.
B 20, 4973(1987.

[67] G. Paic and V. Pecar, Phys. Rev.14, 2190(1976.

[68] S. Manson and D. Kennedy, At. Data Nucl. Data Tallds
111 (19749.

[69] K. Jankowski and M. Polasik, J. Phys.2, 2369(1989.

[70] A. Klictkonder, Y. Sahin, E. Bylikkasaps, and A. Kopya, J.
Phys. B26, 101(1993.

[71] H. Schnopper and K. Kalata, Appl. Phys. Leth, 134(1969.

[72] M. Shah and K. Das Gupta, Phys. Le2®A, 570(1969.

[73] M. Shah and K. Das Gupta, J. Phys. Soc. BM1069(1974).

[74] J. Priest, J. Appl. Phy€l2, 4750(1971).

[75] W. Sauder, J. Huddle, J. Wilson, and R. LaVilla, Phys. Lett.
63A, 313(1977.

[76] G. Brogren, Phys. Re\26, 589 (1954).

[77] M. Deutsch and M. Hart, Phys. Rev. B, 5558(1982.

[78] N. Maskil and M. Deutsch, Phys. Rev. 3V, 2947 (1988.

[79] A. Nigavekar and S. Bergwall, J. Phys.B 507 (1969.

[80] P. Sarode, X-Ray Spectrord2, 138(1993.

[81] C. Bhuinya and H. Padhi, J. Phys.25, 5283(1992.

[82] V. Slivinsky and P. Ebert, Phys. Rev. 3 1581(1972.

[83] N. Rao, S. Reddy, G. Satyanarayana, and D. Shastry, Physica
C 138 215(1986.

[84] L. Coelho, M. Gaspar, and J. Eichler, Phys. Rev4@ 4093
(1989.

[85] E.R. Cohen, B.N. Taylor, CODATA Bull. No. 681986.



