PHYSICAL REVIEW A VOLUME 55, NUMBER 1 JANUARY 1997
Dependence of the binary-encounter-peak energy on the projectile core
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The energy of the binary-encounter peak has been determined for 0.6 MeV/u O, F, Si, Ti, Cu, and Br ions
colliding with H, targets. The projectiles all had the same chayge/, while the atomic numbez of the
projectiles ranged from &lmost totally ionizefito 35 (retaining 28 electrons We observe that the binary-
encounter-peak energy for fixegincreases ag increases. This trend is opposite to that observed vihen
fixed and the chargq is varied, and it demonstrates that the binary-encounter-peak energy depends not only
on the net projectile charge but on the projectile core as well. The experimental trend is qualitatively repro-
duced by an impulse approximation showing that this variation in the binary-encounter-peak energy may be
attributed to the effect that the projectile core potential has on the electron elastic-scattering cross section.
[S1050-294@7)07001-7

PACS numbdps): 34.50.Fa

I. INTRODUCTION where ¢{p) is the electron momentum wave function. The

componentp, of the electron momentum about the target

The binary-encounter peak is a prominent feature .Of thenucleus in the direction of the projectile velociy, is given
spectrum of fast electrons produced at forward angles in colby

lisions of highly charged ions with target atorfis]. The
peak is termed “binary encounter,” because it has been pos- p,= V2my(E+E,) — MeVp, (3)
sible to explain many of its features by considering interac-

tions between only two bodies: the scattered target electrowhereE is the electron kinetic energy in the projectile frame,

and the projectile ion. E, is the binding energy of the electron on the target atom,
The simplest approach for describing the binary-andm, is the electron mass.
encounter mechanism is the elastic-scattering mddisio Several studies of the energy of the binary-encounter peak

known as the impulse approximatjoh2—4]. It treats the have been performed, and it has been observed that the
collision as elastic scattering of the target electron in thebinary-encounter peak occurs at an energy lower than the
projectile rest frame, and it includes the velocity distributionenergy expected for a collision of the projectile with a free
due to the motion of the target electrons about the targetlectron at resf4—13. To quantify the difference between
nucleus. In this model, the double-differential cross sectionthe experimental binary-encounter peak and the energy for
in the projectile rest frame, for ionizing the target is obtainedthe scattering of a free electron initially at rest, the energy
from a product of the Compton profilé(p,) of the target shift
electrons and the elastic-scattering cross seatigiy

AE=2mgV5—Egep 4)
2 is defined wherem, is the mass of the electrow,, is the
dc  dog J(py) L . . p =
= ) 1) projectile velocity, andEggp is the energy of the maximum
dEdQ  dQ (Vp+p,) of the binary-encounter peak measured in the laboratory rest

frame[4]. This definition has the advantage of consisting of
experimentally determined quantities and is independent of
The momentum distribution of the electrons on the targelny particular theoretical treatment of the ionization process.
atom is given by the Compton profile The elastic-scattering model of Eq$)—(3) has been em-
ployed to identify two contributions to this energy differ-
ence. The first effect is that the symmetric Compton profile is
_ 2 skewed toward lower energies by the energy dependence of
J(pZ)_J J dpd pyl vl @ the elastic scattering cross secti@j. This is demonstrated
in Fig. 1. In the figure, the dashed curve shots,/d}
alone. The dotted curve shows$p,) alone. The solid curve
*Present address: Department of Physics, University of Soutlis the full result of Eq.(1). It can be seen that the elastic

Alabama, Mobile, AL 36688. scattering cross section weights the low-energy side of the
"Present address: Department of Physics, East Carolina UniveEompton term more heavily than the high-energy side, re-
sity, Greenville, NC 27858. sulting in a total curve that maximizes at a lower energy than
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projectile potential near the nucleus and predict that the en-
4 ergy of the binary-encounter peak should change only as a
4 function of the net projectile charge.

Experimental tests of both the Pedersen and Fainstein
models have indicated that the models can approximately
predict theq dependence of the binary-encounter-peak en-
ergy shift, but the experiments to date have not verified that
the shift depends solely on the net projectile charge. Hidmi
et al. [10] found that Pedersen’s model was successful in
predictingAE for 0.5-Mev/u C3™ projectiles, but the agree-
ment with the data became progressively worse for lodver
projectiles. This result suggests tdE may be a function of
projectileZ as well as of the net projectile charge Wolff
et al.[11] found thatAE given by Fainstein’s model agreed
well with their measured shifts for a variety of heavy 0.6-

Energy, Projectile Frame (eV) MeV/u projectiles. They concluded, on the basis of the ap-
parent success of the Fainstein model applied to nonbare

FIG. 1. Contributions of the binary-encounter-peak energy shiftyrojectiles, that the binary-encounter-peak shift depended
in the elastic-scattering model. The dotted curve, emphasizing th§olely ong and not onZ. However, since botly andZ were
role of the binding energy of the target, shows a Compton profile,arieq simultaneously in that experiment, agreement with the

evaluated using Eq(3). The dashed curve shows the elastic- ey g-dependent models does not constitute clear proof
scattering cross section. The solid curve shows the product of thfhat there is n&@ dependence

two previous curves, emphasizing the role played by the elastic-
scattering cross section in shifting the binary-encounter peak towargi
lower energies.
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The goal of this experiment was to determine whether the
nary-encounter-peak energy shift depends on the projectile
core potential. To achieve this goal,was the only param-
pter allowed to vary: both the projectile velocity and the
rojectile charge were held fixed at 0.6 MeV/u and 7e-
pectively. By holdingy fixed while varyingZ, the projectile
potential was changed from one that was nearly pure Cou-
|omb to one that deviated greatly from Coulomb.

the Compton term alone. The second contribution to the shi
in the elastic-scattering model is the target electron bindin
energy[4,5] which enters directly into Eq3).

The elastic-scattering model discussed above initially ap
peared to predict the energy shift of the binary-encounte
peak rather well. Leet al. found that for 1.5-MeV/u bare C,
N, O, and F projectiles, the model only slightly underesti- Il. THEORY
mated the shiff4]. However, when projectiles with much

different charges were used, differences between the elastic- 1€ Simple elastic-scattering model given above in Egs.
scattering model and experiment were seen. The model préD)—(3) is a somewhat crude implementation of the impulse

dicts that all bare projectiles should have the same shif@PProximation. Its main resul€q. (1)] is useful in seeing

since all have the same energy dependence for the ems@aalitatively the effects. of'changing f[he variables of the cpl—
scattering cross sectiofl/E?). Lee et al. did not observe lision. For more quantitative analysis, a more rigorous im-
such an independence of projectile charge; their measurddf!/S€ approximation calculation must be performed. In ana-
shift for 1.5-MeV/u H* was much smaller than for the other V2N the present results, we have used an implementation
bare projectiles with charges between 6 anf4d Several of the |mp_ulse approximation following the notation used in
subsequent experiments have amply demonstrated that ti¥and, Reinhold, and Burgder [15] , L
shift of the binary-encounter-peak energy does, in fact, de- Let k; be the momentum of the electron in the projectile

pend on the net projectile charge[6—13], which for bare frame after scattering. Le be the binding energy of the
ions isZ. electron in the target before scattering. Lgt(p) be the

Pederseret al. [7] proposed a model, based upon theMomentum-space representation of the electron wave func-

Bohr-Lindhard model for ionization, which provided an ex- tipn in the .initial state. Finally, eTy; be the two-l_oody tran-
planation for the dependence on projectile charge. A similafition matrix element. Then the double-differential cross sec-
argument for they dependence of the energy shift was pro-tion (in a.u) in the impulse approximation is given by

vided by Fainstein, Ponce, and Rivarla]. In these mod-

els, the ionized electron must lose some of its kinetic energy d%o 1674 3 KZ+0v2—2¢

in order to escape from the potential well of the projectile. dEdQ; v f d*qd|\ q-v-————

Both models predict thaAE should vary as\q for pure _

Coulomb projectile potentials. In both models, the ionization X | Tri(ke o) @i(q—V)|2. 6)

process is considered to occur at some “ionization radius”

from the projectile nucleus. For loosely bound target elecThe T matrix element in Eq(5) is the exact off-shell ele-
trons, the ionization radii used by both models are typicallyment, and there are various frequently employed on-shell
several atomic units in length, so for nonbare projectiles, th@pproximations to it. We use the second on-shell approxima-
potential used to calculate the energy shift is evaluated wherion discussed by Wang, Reinhold, and Bunddg very

the projectile nuclear charge is fully screened by the projecsimilar to the elastic scattering model of Burch, Wieman, and
tile electrons. These models, in short, are insensitive to théngalls[16], and we refer to it hereafter as OSA2.
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The on-shell approximation employed in this paper , , ™ .
(OSA2) sets (a) :
a
2

4

Aol Tri(ks, Q) [*=0g

,CO , 6 L J ]
v S9eﬁ> ( ) :

wheregy, is the electron elastic-scattering cross section, and
the effective scattering angky; is given by

€OS fef= 1~ o — k| %/205. (7)

Then Eq.(5) becomes (b)

d?c qS
m = kff quocre| ?,COS9ef-f

Electron Yield (Counts)

[@i(ao—V)I% (8)

The differential elastic-scattering cross sectian&,6) P
for free electrons scattering from the projectile potentials s § s
were calculated using the partial-wave method. The spheri- - § T
cally symmetrlc scayterlng potentials employed were the' ex- a0 280 320 360 400
act analytical forms in the case of bare and one-electron ions,
and Hartree-Fock potentials were used for the multielectron Energy, Lab Frame (eV)
ions.

The momentum-space probability densji(p)|? of the FIG. 2. Comparison of the cusp spectra fay 0.6-MeV/u F*
electron in its initial state on the target hydrogen moleculeprojectiles incident on Kand(b) 0.6-MeV/u BF* projectiles inci-
was obtained from the experimental Compton profile gf H dent on Ar. The vertical dashed line indicates the peak maxima.
If the spherically averaged momentum probability density is
assumed to be spherically symmetric, then

aperture 1 mm in diameter and located 10 cm downstream
1 skimmed off ions scattered at the edges of the two upstream
|¢i(p)|2=E Ix(p)|?, (99  apertures. The spectrometer was located approximately 33
cm from the third aperture. After passing through the gas cell

where x(p) is the radial part of the momentum-space waveand spectrometer, the beam was collected in a Faraday cup

function. The expression for the Compton profile can bdocat@ 2 m downstream. _
written The target gas cell was 1.2 cm long with an entrance

aperture 1.4 mm in diameter and an exit aperture 1.7 mm in
_ 1 (= diameter. The typical Ktarget gas pressure in the gas cell
J(pz):f f |<Pi(p)|2dpxdpy=§ f |x(p)|?p dp. was 20 mTorr. Hydrogen was chosen as the target gas be-
Pz (10) cause its Compton profildhence the binary-encounter pgak
is narrow showing a sharp maximum, and its Compton pro-
Thus|x(p)[? will be given by differentiating Eq(10) by p,, ~ file has been accurately measuiéd].
and the momentum-space probability density results from ~ The spectrometer was placed to observe the electrons
emitted at 0° with respect to the beam direction. The spec-
- , 1 ) 1 dJ(p,) trometer was an electrostatic spherical-sector analyzer with a
[¢i(p)] 4 Ix(p)|*=— 27p, dp, (11) central-ray radius of 5.47 cm. Its energy resolution was 2%,
z z and its angular acceptance was 1.6°. Electrons analyzed by
To evaluate Eq(11), Lee’s empirical expression for the the spectrometer were detected with a channel electron mul-
Compton profile of H was employed[17]. With the tiplier. The dwell time at each spectrometer voltage was de-
momentum-space probability density given by EHl), the  termined by the integrated beam collected in the Faraday
integral in Eq.(8) could be evaluated to yield the OSA2 Cup.
cross section. Results of such a calculation will be discussed For each ion beam, two electron spectra were taken. One
in Sec. V. spectrum concentrated on the cusp and was taken with a
1.8-eV step size. The cusp spectrum was used to determine
Il EXPERIMENT the velocity of the beam as described in the following sec-
tion. Argon was used as the target gas rather thannH
This experiment was performed at the ORNL EN Tandenobtaining some of the cusp spectra, since Ar provided a more
Van de Graaff Facility. Beams of 0.6-MeV/u ions were ex- prominent cusp, and the substitution did not otherwise affect
tracted from the accelerator, and, for some beams, the d¢he determination of the beam velocity. The second spec-
sired charge state was obtained by passing the beam througlam, always taken with a ftarget, covered both the cusp
a 5uglcnt carbon foil. After magnetic charge-state selec-and the binary-encounter peak and was taken with 7.1-eV
tion, the ion beam was then collimated by passing it througtstep size. Examples of cusp spectra are given in Fig. 2, while
two 0.75-mm-diam apertures separated by 1.32 m. A thirch full spectrum is shown in Fig. 3.
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mials of the emission angle c#s=v'-V,:
p

I | ] g
| | ] = 2 2 (0)ByP(cos). (12
. 1=0

!
U n=0

This expansion was convoluted with the spectrometer func-
tion S(v,() to give an electron yield

L S Y(0.0=3 3 BuQu(v.6), 13
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Relative Electron Yield

L el e P s where the function®,(v, ) are given by
o
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FIG. 3. A spectrum for the full energy range examined in this The spectrometer functioB(v,{)) was given by
experiment showing the cusp and the binary-encounter peak for

0.6-MeV/u B on H,. The dashed line marks the energy that |1 if 0sé<6p and vo—Avsv<votAv
would result from a collision of the projectile with a free electron at S(v,Q)= 0 otherwise.

rest. (15

IV. DATA ANALYSIS For the spectrometer used in this experiment, the angular

_ _ acceptancef, was 1.6° and the velocity resolutiohv /v
Electron spectra, obtained as described above, were fittaglas 0.5%.

using nonlinear least-squares fitting routines to determine the QOnly the first few termgn<1 andl <2) in the sum in Eq.
quantities of interest. The cusp spectrum was fitted to deter413) were required to obtain good fits to the experimental
mine the beam velocity,, and the binary-encounter spec- electron yields. The coefficieng,, and the projectile veloc-
trum was fitted to determine the energy of the binary-ity \/, were the parameters extracted from the least-squares
encounter peakggp. With these two quantities, the binary- fit of Eq. (13) to the data.
encounter-peak energy shitE could be calculated using  |n the present experiment, it was possible, for some of the
Eq. (4). Further details of the fitting procedures are givenprojectile beams, to either obtain a beam of the desired
next. charge state directly from the accelerator or to compensate
for the energy loss in the carbon foil used to change the
A. Determination of projectile velocity charge of the beam. For thesg beams., a prqje_ctile velqcity
] could be measured by magnetic analysis to within 1%. Since
Using the energy of the electron cusp peak has been grojectile velocities obtained using the above fitting proce-
convenient method of determining projectile velocitiesgyre agreed well with the velocities determined by magnetic
[4,8,10,18, since the cusp electrons have roughly the samenalysis for those beams where magnetic analysis could be

velocity as the proje(_:tile. The technique is useful when th%mployed, the cusp method was used to determine the ve-
energy of the beam is not well known, for example, due togcities of the remaining beams.

energy loss in passing through a foil. However, it is neces-
sary to take some care in extracting a projectile velocity from
a cusp spectrum. The electron cusp is formed primarily by
electron loss to the continuufELC) and electron capture to ~ TO obtain the binary-encounter-peak energy, the electron
the continuun{ECC). Comparing the cusps for Fand Bf' spectrum was fitted with an empirical function based on the
shown in Fig. 2, it can be seen that the cusp féf s  €lastic-scattering model given by Eq4) and (3). For the
skewed slightly to the low-energy side, while the’Bcusp ~ €lastic-scattering cross section, the Rutherford scattering
is more symmetric. This skewing of thé Fcusp is an ex- Cross section, appropriate for a pure Coulomb potential, was
ample of the well-known asymmetry of ECC cusf]. used. Inserting the Rutherford cross section for 180° scatter-
Br’* has a greater contribution from ELC which produces aing into Eq.(1) yielded the fitting functiorj4]:
more symmetric cusp. Since the cusps are generally asym-
metric, neither the cusp maximum nor the centroid are accu- f(E)=A J(p2) ,
rate measures of the beam velocity. E2JVE+E,

In order to accurately determine the projectile velocity
from a cusp spectrum, an empirical line shape was fitted tovhere p, was given by Eq.3) and the Compton profile
the cusp using nonlinear least-squares fitting rout®€§.  J(p,) for H, was the analytic form given by Led7]. The
The line shape was given by the multipole expansion ofmultiplicative normalization constait and the “binding en-
Meckbach, Nemirovsky, and Garibof1]. The differential ergy” E, were allowed to vary in order to obtain the least-
cross section was expanded as a power series in the electrequares fit. This empirical profile has been found to model
velocity v’ in the projectile frame and in Legendre polyno- the shape of binary-encounter peaks very well. An example

B. Determination of binary-encounter-peak energy

(16)
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FIG. 5. Shift of the binary-encounter-peak energy plotted versus

FIG. 4. Result of a least-squares fit to the binary-encountethe projectile atomic number. The projectiles have the same squared
peak. The data are for 0.6-MeV/uClon H,. The solid line shows Vvelocity 0.6 MeV/u and charge 7. The circles are the shifts mea-
the result of the least-squares fit. sured in the present experiment, the square is a shift measured by

Ref.[11]. The solid curve is the OSA2 impulse approximation cal-
of such a fit is shown in Fig. 4. Once the best-fit curve wasculation described in Sec. Il. The dashed curve is the classical tra-
determined, its maximum was computed, and the energy dfctory Monte Carlo calculation from Reff22].
this maximum was taken as the binary-encounter-peak en-
ergy Egep for use in computing shifts with Eq4). down the beamline during the time that a spectrum was be-
ing taken or between the time that the cusp spectrum was
taken and the full spectrum was taken. These differences in
alignment would require the beams to have slightly different

The uncertainty in the binary-encounter-peak sbiitcan  trajectories through the analyzing magnet, and therefore the
be obtained from Eq4) by usual propagation of errors: beams would have slightly different energies. This compo-

) nent of the error was difficult to quantify priori, so a direct
(a(AE) ) +<3(AE) (17) measurement of this variation was required. For each beam,

WV, P JEgep spectra were taken on more than one occasion, and the aver-
age and standard deviation of the shifts from these spectra,
To evaluate this expression, it is necessary to find the unceiveighted by their statistical uncertainties, were computed.
tainty in the projectile velocityAV, and the uncertainty in This standard deviation was then added in quadrature with
the binary-encounter-peak energ¥gcp. the statistical uncertainties from the fitting procedures. The

The fitting procedures discussed above yielded the projedesult was taken to be the total uncertainty in the energy shift
tile velocity and the binary-encounter-peak energy. The staof the peak and is shown as the error bars in Fig. 5. The
tistical uncertainties in the fitted parameters were given byystematic errors, as measured by the standard deviation of
the diagonal elements of the error matrix produced in théhe mean for the several spectra, generally made a far larger
least-squares fif20], so AV, was obtained from the error contribution to the total error than did the statistical uncer-
matrix when the cusp spectrum was fitteflzp Was not  tainties from the fitting procedures.
itself a parameter of the fit to the binary-encounter spectrum,
but was computed from the fitted profile as discussed above.
ThusAEggp had to be obtained by numerically determining
the variation inEggp arising from variations in the fitting The shifts in the binary-encounter-peak energy are plotted
parametersA and E, and also fromV, since it indirectly  in Fig. 5. A decrease of about a factor of 2 is observed as the
enters into the computation of the fitting profile throygh projectile Z is increased from 8 to 35. Also plotted in the
In this fashion, the statistical uncertainties in the projectilefigure is the energy shift from Rdf11] for an iodine(Z=53)
velocity and in the binary-encounter-peak enerfjy,, and  projectile at the same velocity and charge used in this experi-
AEggp, were obtained. The statistical uncertainty of thement. The data clearly show that the shift of the binary-
binary-encounter-peak energy shift was then computed usingncounter-peak energy depends on the projectile core inde-
Eq. (17). pendent of the net charge of the projectile ion.

In addition to the statistical uncertainty in the various fit- Also in Fig. 5 are two theoretical calculations: the OSA2
ted parameters, there were also systematic uncertainties. Omepulse approximation discussed in Sec. Il above, and
source of error was in small differences in the alignment ofclassical-trajectory Monte Carl@CTMC) calculations pro-
the spectrometer and beam over the course of data takingided by Wang and Olsof22]. Both calculations agree
That is, the beam might wander slightly in its trajectory qualitatively with the data, although the OSA2 considerably

C. Analysis of uncertainties

12
oE=

2
AEBEP)

V. RESULTS AND CONCLUSIONS
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creasingg, it decreasesvith increasingZ. This trend is pre-
dicted by neither the Pedersen nor Fainstein model even
when non-Coulomb potentials are used in the latter. In both
of these models, the shift is related to the projectile potential
at large distances from the projectile nucleus where the
nuclear charge is essentially fully screened, so no core ef-
fects are expected in these models. These results also show
that the binary-encounter-peak energy is shifted by different
projectile cores, because the core potentials give rise to
elastic-scattering cross sections that have differing energy
dependences.

A secondary conclusion of this work is that the shift of
binary-encounter-peak energy calculated using &. is

DDCS (abitrary units)

10'4 1 1 | | L . . . . . .
o 200 400 600 800 1000 very sensitive to the error made in Qeter_mmlng Fhe projectile
velocity. Great care must be exercised in deriving beam ve-

Electron Energy (eV) locities from the electron cusp. Therefore simply taking the

cusp maximum or centroid is insufficient for asymmetric
FIG. 6. Comparison of the cross sections for elastic scattering Oéusps; a cusp profile having the correct functional form must
electrons from N and Br* calculated using the partial-wave he employed in fitting. In addition, the use of multiple, inde-
method. pendent methods of determining the beam velogige Ref.

underestimates the magnitude of the shift. The decrease bt3l: for examplg is very desirable.

binary-encounter-peak energy shift seen in Fig. 5 can also be

explained qualitatively by the simple elastic scattering model

of Egs.(1)—(3). In that model, part of the shift is a result of ACKNOWLEDGMENTS
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