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Dependence of the binary-encounter-peak energy on the projectile core
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The energy of the binary-encounter peak has been determined for 0.6 MeV/u O, F, Si, Ti, Cu, and Br ions
colliding with H2 targets. The projectiles all had the same chargeq57, while the atomic numberZ of the
projectiles ranged from 8~almost totally ionized! to 35 ~retaining 28 electrons!. We observe that the binary-
encounter-peak energy for fixedq increases asZ increases. This trend is opposite to that observed whenZ is
fixed and the chargeq is varied, and it demonstrates that the binary-encounter-peak energy depends not only
on the net projectile charge but on the projectile core as well. The experimental trend is qualitatively repro-
duced by an impulse approximation showing that this variation in the binary-encounter-peak energy may be
attributed to the effect that the projectile core potential has on the electron elastic-scattering cross section.
@S1050-2947~97!07001-7#
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I. INTRODUCTION

The binary-encounter peak is a prominent feature of
spectrum of fast electrons produced at forward angles in
lisions of highly charged ions with target atoms@1#. The
peak is termed ‘‘binary encounter,’’ because it has been p
sible to explain many of its features by considering inter
tions between only two bodies: the scattered target elec
and the projectile ion.

The simplest approach for describing the bina
encounter mechanism is the elastic-scattering model~also
known as the impulse approximation! @2–4#. It treats the
collision as elastic scattering of the target electron in
projectile rest frame, and it includes the velocity distributi
due to the motion of the target electrons about the ta
nucleus. In this model, the double-differential cross secti
in the projectile rest frame, for ionizing the target is obtain
from a product of the Compton profileJ(pz) of the target
electrons and the elastic-scattering cross sectionsel by

d2s

dEdV
5
dsel

dV

J~pz!

~Vp1pz!
. ~1!

The momentum distribution of the electrons on the tar
atom is given by the Compton profile

J~pz!5E E dpxdpyuc~p!u2, ~2!
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wherec~p! is the electron momentum wave function. Th
componentpz of the electron momentum about the targ
nucleus in the direction of the projectile velocityVp is given
by

pz5A2me~E1Eb!2meVp , ~3!

whereE is the electron kinetic energy in the projectile fram
Eb is the binding energy of the electron on the target ato
andme is the electron mass.

Several studies of the energy of the binary-encounter p
have been performed, and it has been observed that
binary-encounter peak occurs at an energy lower than
energy expected for a collision of the projectile with a fr
electron at rest@4–13#. To quantify the difference betwee
the experimental binary-encounter peak and the energy
the scattering of a free electron initially at rest, the ene
shift

DE52meVp
22EBEP ~4!

is defined whereme is the mass of the electron,Vp is the
projectile velocity, andEBEP is the energy of the maximum
of the binary-encounter peak measured in the laboratory
frame@4#. This definition has the advantage of consisting
experimentally determined quantities and is independen
any particular theoretical treatment of the ionization proce

The elastic-scattering model of Eqs.~1!–~3! has been em-
ployed to identify two contributions to this energy diffe
ence. The first effect is that the symmetric Compton profile
skewed toward lower energies by the energy dependenc
the elastic scattering cross section@4#. This is demonstrated
in Fig. 1. In the figure, the dashed curve showsdsel/dV
alone. The dotted curve showsJ(pz) alone. The solid curve
is the full result of Eq.~1!. It can be seen that the elast
scattering cross section weights the low-energy side of
Compton term more heavily than the high-energy side,
sulting in a total curve that maximizes at a lower energy th
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55 427DEPENDENCE OF THE BINARY-ENCOUNTER-PEAK . . .
the Compton term alone. The second contribution to the s
in the elastic-scattering model is the target electron bind
energy@4,5# which enters directly into Eq.~3!.

The elastic-scattering model discussed above initially
peared to predict the energy shift of the binary-encoun
peak rather well. Leeet al. found that for 1.5-MeV/u bare C
N, O, and F projectiles, the model only slightly underes
mated the shift@4#. However, when projectiles with muc
different charges were used, differences between the ela
scattering model and experiment were seen. The model
dicts that all bare projectiles should have the same s
since all have the same energy dependence for the el
scattering cross section~1/E2!. Lee et al. did not observe
such an independence of projectile charge; their meas
shift for 1.5-MeV/u H1 was much smaller than for the othe
bare projectiles with charges between 6 and 9@4#. Several
subsequent experiments have amply demonstrated tha
shift of the binary-encounter-peak energy does, in fact,
pend on the net projectile chargeq @6–13#, which for bare
ions isZ.

Pedersenet al. @7# proposed a model, based upon t
Bohr-Lindhard model for ionization, which provided an e
planation for the dependence on projectile charge. A sim
argument for theq dependence of the energy shift was pr
vided by Fainstein, Ponce, and Rivarola@14#. In these mod-
els, the ionized electron must lose some of its kinetic ene
in order to escape from the potential well of the projecti
Both models predict thatDE should vary asAq for pure
Coulomb projectile potentials. In both models, the ionizat
process is considered to occur at some ‘‘ionization radiu
from the projectile nucleus. For loosely bound target el
trons, the ionization radii used by both models are typica
several atomic units in length, so for nonbare projectiles,
potential used to calculate the energy shift is evaluated wh
the projectile nuclear charge is fully screened by the pro
tile electrons. These models, in short, are insensitive to

FIG. 1. Contributions of the binary-encounter-peak energy s
in the elastic-scattering model. The dotted curve, emphasizing
role of the binding energy of the target, shows a Compton pro
evaluated using Eq.~3!. The dashed curve shows the elast
scattering cross section. The solid curve shows the product o
two previous curves, emphasizing the role played by the elas
scattering cross section in shifting the binary-encounter peak tow
lower energies.
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projectile potential near the nucleus and predict that the
ergy of the binary-encounter peak should change only a
function of the net projectile charge.

Experimental tests of both the Pedersen and Fains
models have indicated that the models can approxima
predict theq dependence of the binary-encounter-peak
ergy shift, but the experiments to date have not verified t
the shift depends solely on the net projectile charge. Hid
et al. @10# found that Pedersen’s model was successful
predictingDE for 0.5-Mev/u Cuq1 projectiles, but the agree
ment with the data became progressively worse for loweZ
projectiles. This result suggests thatDE may be a function of
projectileZ as well as of the net projectile chargeq. Wolff
et al. @11# found thatDE given by Fainstein’s model agree
well with their measured shifts for a variety of heavy 0.
MeV/u projectiles. They concluded, on the basis of the
parent success of the Fainstein model applied to nonb
projectiles, that the binary-encounter-peak shift depen
solely onq and not onZ. However, since bothq andZ were
varied simultaneously in that experiment, agreement with
purely q-dependent models does not constitute clear pr
that there is noZ dependence.

The goal of this experiment was to determine whether
binary-encounter-peak energy shift depends on the proje
core potential. To achieve this goal,Z was the only param-
eter allowed to vary: both the projectile velocity and t
projectile charge were held fixed at 0.6 MeV/u and 71 re-
spectively. By holdingq fixed while varyingZ, the projectile
potential was changed from one that was nearly pure C
lomb to one that deviated greatly from Coulomb.

II. THEORY

The simple elastic-scattering model given above in E
~1!–~3! is a somewhat crude implementation of the impu
approximation. Its main result@Eq. ~1!# is useful in seeing
qualitatively the effects of changing the variables of the c
lision. For more quantitative analysis, a more rigorous i
pulse approximation calculation must be performed. In a
lyzing the present results, we have used an implementa
of the impulse approximation following the notation used
Wang, Reinhold, and Burgdo¨rfer @15#.

Let k f be the momentum of the electron in the project
frame after scattering. Letei be the binding energy of the
electron in the target before scattering. Letw̃ i~p! be the
momentum-space representation of the electron wave fu
tion in the initial state. Finally, letTf i be the two-body tran-
sition matrix element. Then the double-differential cross s
tion ~in a.u.! in the impulse approximation is given by

d2s

dEfdV f
5
16p4

v E d3qdS q•v2
kf
21v222e i

2 D
3uTf i~k f ,q!w̃ i~q2v!u2. ~5!

The T matrix element in Eq.~5! is the exact off-shell ele-
ment, and there are various frequently employed on-s
approximations to it. We use the second on-shell approxim
tion discussed by Wang, Reinhold, and Burgdo¨rfer, very
similar to the elastic scattering model of Burch, Wieman, a
Ingalls @16#, and we refer to it hereafter as OSA2.
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428 55SANDERS, SHINPAUGH, DATZ, SEGNER, AND BREINIG
The on-shell approximation employed in this pap
~OSA2! sets

16p4

v
q0uTf i~k f ,q!u2[selS q022 ,cosueffD , ~6!

wheresel is the electron elastic-scattering cross section,
the effective scattering angleueff is given by

cosueff512uq02k f u2/2q0
2. ~7!

Then Eq.~5! becomes

d2s

dEfdV f
5kfE dVq0

selS q022 ,cosueffD uw̃ i~q02v!u2. ~8!

The differential elastic-scattering cross sectionss~E,u!
for free electrons scattering from the projectile potenti
were calculated using the partial-wave method. The sph
cally symmetric scattering potentials employed were the
act analytical forms in the case of bare and one-electron i
and Hartree-Fock potentials were used for the multielect
ions.

The momentum-space probability densityuw̃ i~p!u2 of the
electron in its initial state on the target hydrogen molec
was obtained from the experimental Compton profile of H2.
If the spherically averaged momentum probability density
assumed to be spherically symmetric, then

uw̃ i~p!u25
1

4p
ux~p!u2, ~9!

wherex(p) is the radial part of the momentum-space wa
function. The expression for the Compton profile can
written

J~pz!5E E uw̃ i~p!u2dpxdpy5
1

2 E
pz

`

ux~p!u2p dp.

~10!

Thus ux(p) u2 will be given by differentiating Eq.~10! by pz ,
and the momentum-space probability density results from

uw̃ i~p!u25
1

4p
ux~p!u252

1

2ppz

dJ~pz!

dpz
. ~11!

To evaluate Eq.~11!, Lee’s empirical expression for th
Compton profile of H2 was employed@17#. With the
momentum-space probability density given by Eq.~11!, the
integral in Eq. ~8! could be evaluated to yield the OSA
cross section. Results of such a calculation will be discus
in Sec. V.

III. EXPERIMENT

This experiment was performed at the ORNL EN Tand
Van de Graaff Facility. Beams of 0.6-MeV/u ions were e
tracted from the accelerator, and, for some beams, the
sired charge state was obtained by passing the beam thr
a 5-mg/cm2 carbon foil. After magnetic charge-state sele
tion, the ion beam was then collimated by passing it throu
two 0.75-mm-diam apertures separated by 1.32 m. A th
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aperture 1 mm in diameter and located 10 cm downstre
skimmed off ions scattered at the edges of the two upstre
apertures. The spectrometer was located approximately
cm from the third aperture. After passing through the gas
and spectrometer, the beam was collected in a Faraday
located 2 m downstream.

The target gas cell was 1.2 cm long with an entran
aperture 1.4 mm in diameter and an exit aperture 1.7 mm
diameter. The typical H2 target gas pressure in the gas c
was 20 mTorr. Hydrogen was chosen as the target gas
cause its Compton profile~hence the binary-encounter pea!
is narrow showing a sharp maximum, and its Compton p
file has been accurately measured@17#.

The spectrometer was placed to observe the elect
emitted at 0° with respect to the beam direction. The sp
trometer was an electrostatic spherical-sector analyzer w
central-ray radius of 5.47 cm. Its energy resolution was 2
and its angular acceptance was 1.6°. Electrons analyze
the spectrometer were detected with a channel electron m
tiplier. The dwell time at each spectrometer voltage was
termined by the integrated beam collected in the Fara
cup.

For each ion beam, two electron spectra were taken.
spectrum concentrated on the cusp and was taken wi
1.8-eV step size. The cusp spectrum was used to determ
the velocity of the beam as described in the following s
tion. Argon was used as the target gas rather than H2 in
obtaining some of the cusp spectra, since Ar provided a m
prominent cusp, and the substitution did not otherwise aff
the determination of the beam velocity. The second sp
trum, always taken with a H2 target, covered both the cus
and the binary-encounter peak and was taken with 7.1
step size. Examples of cusp spectra are given in Fig. 2, w
a full spectrum is shown in Fig. 3.

FIG. 2. Comparison of the cusp spectra for~a! 0.6-MeV/u F71

projectiles incident on H2 and~b! 0.6-MeV/u Br71 projectiles inci-
dent on Ar. The vertical dashed line indicates the peak maxima
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55 429DEPENDENCE OF THE BINARY-ENCOUNTER-PEAK . . .
IV. DATA ANALYSIS

Electron spectra, obtained as described above, were fi
using nonlinear least-squares fitting routines to determine
quantities of interest. The cusp spectrum was fitted to de
mine the beam velocityVp , and the binary-encounter spe
trum was fitted to determine the energy of the bina
encounter peakEBEP. With these two quantities, the binary
encounter-peak energy shiftDE could be calculated using
Eq. ~4!. Further details of the fitting procedures are giv
next.

A. Determination of projectile velocity

Using the energy of the electron cusp peak has bee
convenient method of determining projectile velociti
@4,8,10,18#, since the cusp electrons have roughly the sa
velocity as the projectile. The technique is useful when
energy of the beam is not well known, for example, due
energy loss in passing through a foil. However, it is nec
sary to take some care in extracting a projectile velocity fr
a cusp spectrum. The electron cusp is formed primarily
electron loss to the continuum~ELC! and electron capture to
the continuum~ECC!. Comparing the cusps for F71 and Br71

shown in Fig. 2, it can be seen that the cusp for F71 is
skewed slightly to the low-energy side, while the Br71 cusp
is more symmetric. This skewing of the F71 cusp is an ex-
ample of the well-known asymmetry of ECC cusps@19#.
Br71 has a greater contribution from ELC which produce
more symmetric cusp. Since the cusps are generally as
metric, neither the cusp maximum nor the centroid are ac
rate measures of the beam velocity.

In order to accurately determine the projectile veloc
from a cusp spectrum, an empirical line shape was fitted
the cusp using nonlinear least-squares fitting routines@20#.
The line shape was given by the multipole expansion
Meckbach, Nemirovsky, and Garibotti@21#. The differential
cross section was expanded as a power series in the ele
velocity v8 in the projectile frame and in Legendre polyn

FIG. 3. A spectrum for the full energy range examined in t
experiment showing the cusp and the binary-encounter peak
0.6-MeV/u Br71 on H2. The dashed line marks the energy th
would result from a collision of the projectile with a free electron
rest.
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mials of the emission angle cosu85v̂8•V̂p :

ds

dv8
5

1

v8 (
n50

`

(
l50

`

~v8!nBnlPl~cosu8!. ~12!

This expansion was convoluted with the spectrometer fu
tion S(v,V) to give an electron yield

Y~v,u!5 (
n50

`

(
l50

`

BnlQnl~v,u!, ~13!

where the functionsQnl(v,u) are given by

Qnl~v,u!5E
v
E

V
v2~v8!n21Pl~cosu8!S~v,V!dv dV.

~14!

The spectrometer functionS(v,V) was given by

S~v,V!5 H1 if 0<u<u0 and v02Dv<v<v01Dv
0 otherwise.

~15!

For the spectrometer used in this experiment, the ang
acceptanceu0 was 1.6° and the velocity resolutionDv/v0
was 0.5%.

Only the first few terms~n<1 andl<2! in the sum in Eq.
~13! were required to obtain good fits to the experimen
electron yields. The coefficientsBnl and the projectile veloc-
ity Vp were the parameters extracted from the least-squ
fit of Eq. ~13! to the data.

In the present experiment, it was possible, for some of
projectile beams, to either obtain a beam of the desi
charge state directly from the accelerator or to compen
for the energy loss in the carbon foil used to change
charge of the beam. For these beams, a projectile velo
could be measured by magnetic analysis to within 1%. Si
projectile velocities obtained using the above fitting proc
dure agreed well with the velocities determined by magne
analysis for those beams where magnetic analysis could
employed, the cusp method was used to determine the
locities of the remaining beams.

B. Determination of binary-encounter-peak energy

To obtain the binary-encounter-peak energy, the elect
spectrum was fitted with an empirical function based on
elastic-scattering model given by Eqs.~1! and ~3!. For the
elastic-scattering cross section, the Rutherford scatte
cross section, appropriate for a pure Coulomb potential,
used. Inserting the Rutherford cross section for 180° sca
ing into Eq.~1! yielded the fitting function@4#:

f ~E!5A
J~pz!

E2AE1Eb

, ~16!

where pz was given by Eq.~3! and the Compton profile
J(pz) for H2 was the analytic form given by Lee@17#. The
multiplicative normalization constantA and the ‘‘binding en-
ergy’’ Eb were allowed to vary in order to obtain the leas
squares fit. This empirical profile has been found to mo
the shape of binary-encounter peaks very well. An exam
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430 55SANDERS, SHINPAUGH, DATZ, SEGNER, AND BREINIG
of such a fit is shown in Fig. 4. Once the best-fit curve w
determined, its maximum was computed, and the energ
this maximum was taken as the binary-encounter-peak
ergyEBEP for use in computing shifts with Eq.~4!.

C. Analysis of uncertainties

The uncertainty in the binary-encounter-peak shiftdE can
be obtained from Eq.~4! by usual propagation of errors:

dE5F S ]~DE!

]Vp
DVpD 21S ]~DE!

]EBEP
DEBEPD 2G1/2. ~17!

To evaluate this expression, it is necessary to find the un
tainty in the projectile velocityDVp and the uncertainty in
the binary-encounter-peak energyDEBEP.

The fitting procedures discussed above yielded the pro
tile velocity and the binary-encounter-peak energy. The
tistical uncertainties in the fitted parameters were given
the diagonal elements of the error matrix produced in
least-squares fit@20#, so DVp was obtained from the erro
matrix when the cusp spectrum was fitted.EBEP was not
itself a parameter of the fit to the binary-encounter spectr
but was computed from the fitted profile as discussed ab
ThusDEBEP had to be obtained by numerically determinin
the variation inEBEP arising from variations in the fitting
parametersA andEb and also fromVp , since it indirectly
enters into the computation of the fitting profile throughpz .
In this fashion, the statistical uncertainties in the projec
velocity and in the binary-encounter-peak energy,DVp and
DEBEP, were obtained. The statistical uncertainty of t
binary-encounter-peak energy shift was then computed u
Eq. ~17!.

In addition to the statistical uncertainty in the various fi
ted parameters, there were also systematic uncertainties.
source of error was in small differences in the alignment
the spectrometer and beam over the course of data tak
That is, the beam might wander slightly in its trajecto

FIG. 4. Result of a least-squares fit to the binary-encoun
peak. The data are for 0.6-MeV/u Cl71 on H2. The solid line shows
the result of the least-squares fit.
s
of
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f
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down the beamline during the time that a spectrum was
ing taken or between the time that the cusp spectrum w
taken and the full spectrum was taken. These difference
alignment would require the beams to have slightly differe
trajectories through the analyzing magnet, and therefore
beams would have slightly different energies. This comp
nent of the error was difficult to quantifya priori, so a direct
measurement of this variation was required. For each be
spectra were taken on more than one occasion, and the a
age and standard deviation of the shifts from these spec
weighted by their statistical uncertainties, were comput
This standard deviation was then added in quadrature w
the statistical uncertainties from the fitting procedures. T
result was taken to be the total uncertainty in the energy s
of the peak and is shown as the error bars in Fig. 5. T
systematic errors, as measured by the standard deviatio
the mean for the several spectra, generally made a far la
contribution to the total error than did the statistical unce
tainties from the fitting procedures.

V. RESULTS AND CONCLUSIONS

The shifts in the binary-encounter-peak energy are plot
in Fig. 5. A decrease of about a factor of 2 is observed as
projectile Z is increased from 8 to 35. Also plotted in th
figure is the energy shift from Ref.@11# for an iodine~Z553!
projectile at the same velocity and charge used in this exp
ment. The data clearly show that the shift of the bina
encounter-peak energy depends on the projectile core in
pendent of the net charge of the projectile ion.

Also in Fig. 5 are two theoretical calculations: the OSA
impulse approximation discussed in Sec. II above, a
classical-trajectory Monte Carlo~CTMC! calculations pro-
vided by Wang and Olson@22#. Both calculations agree
qualitatively with the data, although the OSA2 considerab

r
FIG. 5. Shift of the binary-encounter-peak energy plotted ver

the projectile atomic number. The projectiles have the same squ
velocity 0.6 MeV/u and charge 7. The circles are the shifts m
sured in the present experiment, the square is a shift measure
Ref. @11#. The solid curve is the OSA2 impulse approximation ca
culation described in Sec. II. The dashed curve is the classical
jectory Monte Carlo calculation from Ref.@22#.
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55 431DEPENDENCE OF THE BINARY-ENCOUNTER-PEAK . . .
underestimates the magnitude of the shift. The decreas
binary-encounter-peak energy shift seen in Fig. 5 can als
explained qualitatively by the simple elastic scattering mo
of Eqs.~1!–~3!. In that model, part of the shift is a result o
the energy dependence of the elastic-scattering cross se
The shift is large when the elastic-scattering cross sectio
a rapidly varying function of energy—a steep slope for t
elastic-scattering cross section implies a large shift. In Fig
are shown the elastic cross sections for scattering at 1
degrees for electrons colliding with N71 and Br71. The
elastic-scattering cross section decreases more steepl
N71 than for Br71 in the projectile frame energy range o
329 eV; therefore the energy shift is expected to be gre
for N71 than for Br71.

These results show that the binary-encounter-peak en
shift depends on the projectile core in addition to its dep
dence on netq. Furthermore, whileDE increaseswith in-

FIG. 6. Comparison of the cross sections for elastic scatterin
electrons from N71 and Br71 calculated using the partial-wav
method.
S
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creasingq, it decreaseswith increasingZ. This trend is pre-
dicted by neither the Pedersen nor Fainstein model e
when non-Coulomb potentials are used in the latter. In b
of these models, the shift is related to the projectile poten
at large distances from the projectile nucleus where
nuclear charge is essentially fully screened, so no core
fects are expected in these models. These results also s
that the binary-encounter-peak energy is shifted by differ
projectile cores, because the core potentials give rise
elastic-scattering cross sections that have differing ene
dependences.

A secondary conclusion of this work is that the shift
binary-encounter-peak energy calculated using Eq.~4! is
very sensitive to the error made in determining the projec
velocity. Great care must be exercised in deriving beam
locities from the electron cusp. Therefore simply taking t
cusp maximum or centroid is insufficient for asymmet
cusps; a cusp profile having the correct functional form m
be employed in fitting. In addition, the use of multiple, ind
pendent methods of determining the beam velocity~see Ref.
@13#, for example! is very desirable.
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