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Diffusion of muonic deuterium and hydrogen atoms
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Diffusion of muonic deuteriumuwd and muonic hydrogemp atoms produced following the stopping of
negative muons in B or H, at 300 K was studied at pressures of 47-750 mbhy) and 94-1520 mbar
(D,) in two distinct target geometries. Time intervals were recorded between entry of negative muons into the
gas and arrival of each resultingd or up atom at one of 50 foils immersed in the gas, and spaced regularly
along the muon beam axis. The results of such measurements were fitted to time distributions generated by
Monte Carlo methods, using theoretical scattering predictions and empirically chosen forms for the initial
energy distributions of the muonic atoms in th8 4tate. Results indicate muonic atom energy distributions
which (a) are different forud and wp and(b) vary with pressure. The best-fit energy distributions have mean
energies ranging from 1.5 eV fard at 94 mbar tc=9 eV for up at 750 mbar. The data are also sensitive to
scattering cross sections fard and wp, and are consistent with current theoretical calculations for the
nd+D, cross sections. In the case@p +H, scattering, the experimental data suggest discrepancies with the
theoretical predictiond.S51050-294®7)06501-3

PACS numbe(s): 36.10.Dr

I. INTRODUCTION
*Present address: TINABrmerly CEBAP, Newport News, VA Muonic hydrogen atomsup, ud, or ut) are formed
23606. when negative muons are brought to rest in targets filled with
'Present address: Chongging Institute of Architecture and EngiPure or mixed hydrogen isotopes in gaseous, liquid, or solid
neering, Chongging, Sichuan, People’s Republic of China. form. (It is also possible that muons stopping in hydrogen
*Present address: EGG Energy Measurements, Suitland, Moompounds, e.g., Cij will form free up atoms, but no ex-
20746. perimental evidence for this exists at prese8uch muonic
SPresent address: Dynamics Technology Inc., Arlington, VAatoms, being analogous to ordinary hydrogen atoms, provide
22209. opportunity for study of QED, weak interactions, and atomic
IPresent address: University of California and LBNL, Berkeley, scattering processes. However, the distance scale for muonic
CA 94720. hydrogen is smaller by a facton,/m,, than the usual Bohr
TPresent address: University of Central Arkansas, Conway, AZatomic scale, which affects calculations of muonic hydrogen
72035. properties and also leads to the remarkable phenomenon of
" Present address: Paul Scherrer Institute, CH-5232 Villigen PSimuon catalyzed fusiongCF) discovered by Alvarezt al.

Switzerland. [1].
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In studying muonic hydrogen atom processes, it is necegheir superior resolution compared to NEl), and(b) use of
sary to establish the initial states from which the processeils composed of thirf9 wm) plastic sheet with 100-A-thick
occur. For example, if it is desired to measure the wealAu layers on both sides. Such foils give a low background
pseudoscalar form factor in muon absorption of protonfrom muons stopping directly in the Au, while muonic hy-
(u~+p—n+v,) in the triplet state of the.p atom, then it  drogen atoms impacting the foils were readily stopped by the
is necessary to understand the evolution of hyperfine statau (cf. Sec. Il below. In the present experiment, which was
populations ofup atoms after the atoms are formed in the done at the Paul Scherrer InstitufeSl), it was possible to
target. This in turn requires understanding the initial energyobtain statistically significant data at pressures down to 47
distribution of these atoms, and their cross sections for scaibar of H,, while still having good signal-to-noise ratio.
tering off the molecules of the target. Monoenergetic beamshjs permitted taking data over a range of pressures and with
of up atoms in vacuum are not currently available for suchyyo different spacings between the foils. Our goal was to
studies.(We note, however, thatd and ut atoms of about \york from pressures low enough so thap (or «d) atom

1 eV kinetic energy can now be produced in vacuum using,qiq suffer little scattering before striking a foil, to pres-
frozen hydrogen targeti2]). Thus the only practical ap- g a5 high enough so that the effects of scattering of the

proach to measuring the initial energy distribution and the p or ud as they moved between the foils could be clearly

sca}tterlng IS to deduce_them from expe_nmen;s on the InterJgeen in the data. At the lower pressures one should presum-
actions of theup atoms in the target gas itself, i.e., by study-

ing the way in which singlezp atoms progress through the ably be able to see evidence for the initial energy distribu-
target gas. The neutrality and small sizeZ.5x 10~ cm) tion. At the higher pressures, the behavior of the scattering

of the muonic atoms suggest that the techniques for studyin§r03$ ;ecuons vs energy could be cqmpared to theoretical
the diffusion of neutrons of similar energy=(L eV) are ap- redictions. In_ general these expectations were borne out,
propriate. For example, the main experimental work to daténough the evidence which developed for a pressure, i.e.,
on scattering and energy spectrum determination for muoni@ens'tY depende.nce of the initial energy distribution compli-
hydrogen atoms has involved measurement of the time distated interpretation to some degree.
tributions of muonic atoms diffusing through a target untii  The use of two different foil spacings provided a test of
they strike a boundary, at which time the muon transfers tdnternal consistency in the experiment, because in principle
an atom of the wall material and a characteristic radiation ighe rates for physical processes at a fixed pressure cannot
emitted from the new muonic atom. depend on the geometry of the target. Thus calculated results
The first muonic hydrogen diffusion experiment was per-for such physical quantities asp initial kinetic energies at
formed at CERN and reported in 1963]. Negative muons fixed pressure should be consistent at different foil spacings.
from a secondary beam of pions at the CERN synchrocycloHowever, the spatial distributions of stopping muons may
tron were stopped in a chamber filled with hydrogen gas anéxhibit characteristics which could appear to invalidate this
containing an array of parallel thin foils or plates of Au. conclusion. For example, we assumed during our analysis
When the muons stopped in the gagq atoms were formed;  that muons stopped uniformly in the target gas volumes, but
many of these diffused to the Au foils, though some decayegh fact there could be voids in the stopping distributions just
en route. The time distribution gfp’s striking the foils was  gownstream of each foil. It is difficult to eliminate, or even
obtained by measuring the time intervals between muons eRg test, such conjectures, for to do so would involve the
tering the chamber and muonic A-series x rays emitted hiroduction of new parameters beyond those central to the
when thepp or nd atoms struck foils and the muons were 55yvsis and thus increase the uncertainties for those param-

:r%niferred fr?r:n the protons(,jt? thel ALIJ ?uglﬁ" Thd'.s ;['rget.d's'eters of greatest physical interest. In the case of the hypo-
ribution was then compared {o caicuiated ime diStribUtionS, ayiea) y0ids mentioned above, we were able to search our

obtained by making specific assumptions about the initia esults for evidence of their occurrence, and found none. In

energy distributions of the.p and the scattering cross sec- he final analysis of the data the stopping was therefore as-
tions. Because of the limitations on proton beam curren{ . ; :
sumed uniform in the space between foils.

(=1 pA) at the time of the CERN experiments, the number | imi 5 d ibed thed part of th
of muons/s which could be stopped in a dilute gas was quite N a preliminary rgporﬁ ]We. escribec thgxd part ot the
limited, so that the experiment had to be done mostly at £experiment and its interpretation based on theoretical cross

pressure of 26 bars of H with a small portion of the data sections available in the literature at the end of 1989. These

being taken at 10 bars. In the late 1970s a second set §f0SS Sections were for scattering oficlei only, whereas
diffusion experiments was undertaken at CERN by Bertinthe targets were actually composed of molecular gases. In
et al. [4], though in this case the foil array was of Al rather the intervening years the scattering theory has developed
than Au. The motivation for all the CERN experiments wasdramatically through inclusion of the effects of molecular
to establish the experimental conditiofiarget dimensions, binding, electron screening, etc., thus facilitating interpreta-
pressure, temperatyrsuitable for studying ordinary muon tion of the data and helping to improve understanding of the
capture inup atoms. That was also the motivation for the diffusion proces$6].
experiments reported here. In Sec. Il the experimental apparatus, both mechanical
The advent of meson factories and their proton beam curand electronic, is described, followed in Sec. Il by a descrip-
rents of 0.1-1.0 mA have made possible refinements of thgon of the method of analysis of the experimental data. In
CERN experiments on muonic hydrogen atom diffusion.Sec. IV the theory of the Coulomb scattering of muonic hy-
Sensitivity and signal-to-noise ratio were enhanced in thiglrogen atoms is reviewed, and in Sec. V the conclusions are
experiment by(a) use of intrinsic Ge photon detectors with described.
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Il. EXPERIMENTAL APPARATUS Scintillants

A. Mechanical /

As noted above, the basic principle of this experiment is 2
that, unless they first decay, diffusingp or nd atoms will
eventually impact a wall of the target volume in which they 3
were originally formed, and upon doing so will immediately - o~ Thin_Window
transfer their muon to an atom of the material of which the —_ Al rarget
wall is formed. For these atoms, the ordinary and radiative ~ | =
nuclear capture processes, and also the formation of muonic :
molecules or complexes, have rates negligible compared to
decay or wall impact at the pressures used here. The muonic @
atoms formed by transfer at impact with the walls will deex- f
cite with the emission of a characteristic spectrum. In our v
experiment there were 49 independent target volumes, each
10 cm in diameter and either 0.2286 or 0.4572 cm thick. &
Each volume was formed by a pair of foil faces composed of |
9-um Kynar (C,H,F,) foil, a low-vapor-pressure plastic. IA

Ge Detector

—— -

Foil Stack

The foils were stretched across and rf welded to Kynar e Detectors
A,B,C

spacer rings 0.2286 cm thick which formed the side wall of
each cylindrical volume. Fifty foils, each with its outer ring,
were stacked within an Al target vessel to form a sequence of
coaxial target volumes which were later filled with hydrogen

or deuterium(see Fig. 1 In order to double the space be- g5 1. Experimental setup. The negative muon bear&4 at

tween foils on occasion, empty spacer rings were alternategls) entered from the top along the dashed center #eS, and
with those carrying foils. Each foil had been coated by vapor,,, v, are scintillation counters.

deposition with 10610 A of Au on both surfaces. It was
this Au layer to which aup which had been formed in a
particular target volume would transfer its muon to form a
muonic Au atom. Based on an extrapolation of the trans-

10 cm

deuterium and hydrogen below 2.5 bars we thus avoided
recording of delayed muonic x-ray backgrounds from car-

. bon. Muonic fluorine x rays were also significant, because
fer rate to Xe as then knowfv] we estimated the transfer their presence might provide evidence for the penetration

. 6 2 -
e EkTESs 13 YOS g e Au ey of some fatp atoms, Therore
experiment was planned 987, the expected energy of the Search for such x rays was mg@. Some muonic fluorine x

. . - rays were detected at a low level relative to the signals from
#p atoms in their B state after the initial cascade was clmlly the Au, but the time structure of the muonic fluorine x rays

. ) Yelative to incoming muons, and their higher relative inten-

theN':hlckness oftthehAu |‘é3;§g(;‘3 d.E]:cscrlt_)ted_ above. o sities at lower pressures, led to the conclusion that they prob-
easurements showe o uniformity in spacing be- ably originated from beam muons which escaped “second

tween the Kynar foils. Some beam muons stopping d'reCtl%uon” protective circuitry(see below at about the 10°

mt the Audlat);]ers on thte fo:[s ;{\I/(ould_ alslo f_orm muotmc _Au_ level, and stopped in the Kynar foils. Thus it was concluded
atoms an us give transteriixe signais In prompt CoINCly, o 1pe Ay layers on the Kynar foils in fact sufficed to stop
dence with the scintillation counter signal from an incoming

muon. These prompt coincidences formed a background iaII diffusing_ mgonic hydrogen_ atoms, p_reSL_Jmany because

the eérly portions of the time distributions, and ultimately 1€ atoms impinge on the foils n a directionally random_

limited the pressure at which statistically u’seful data couldd |str|bu_t|on and because at the_ higher pressures sub;tanﬂal
scattering and energy degradation of the atoms occur in the

be taken. o
The pressure was held to withit 1% of the nominal gas before foil impact.

values. Temperature was monitored continuously and varied
less thant 5% from 300 K during the experiment. We there-
fore estimate that uncertainties in density were less than The main detectors used are shown in Fig. 1. Their char-
+5%. acteristics are summarized in Table I. Muon stops in the
The Au layer on the Kynar foils had a surface layer oftarget were defined by three plastic scintillation detectors
carbon some 5-10 A thick, as is quickly formed on all AuS,, S,, andS;. S, detected the muons exiting the beam pipe,
surfaces under ambient conditions. We observed-apies-  whereasS, andS; selected the desired beam geometry rela-
sure of 7.8 bars a delayed background of the3—n=1 tive to the target. In particular, muons were only accepted
and 4-1 muonic carbon x rays, a background absent fromwhen passing through tH&, aperture, which had a diameter
the data accumulated at 2.5 bars or lower. We attributed thisf 5 cm and was centered at the axis of the foil stack. This
background tqud atoms degraded in energy by scattering atreduction of the beam diameter conservatively took into ac-
the higher pressures of the target gas to the point that thegount the beam divergence and multiple scattering effects, so
could be captured by the carbon layer before they reachetthat a large majority of accepted muons would stop within
the Au. By limiting our observation to pressures of boththe 10 cm diameter of the cylindrical foil stack. Thus the

B. Detectors and electronics
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TABLE |. Detector characteristics.

Detector Type Dimensiong&m)?
Plastic scintillation detectors

S, NE-102A 20x 20, T=0.06
S, NE-102A 18<14, T=0.5
S; NE-102A ®=5.5, T=0.05
V, NE-102A d=14, T=0.2
V, NE-102A 8x8, T=0.3
High-purity Ge detectors

A,B,C intrinsic, planar $=4.7, T=2.6 each
GMX intrinsic, modified coaxial ®=49, T=4.4
Neutron detector NE-213 liquid scintillant =127, T=10.16

&b denotes the diameteT, the thickness of the detector.
bWwith =5 cm aperture.

“ u-stop” signal was defined by the electronic coincidencemicroVAX-II computer. In addition, several counting rates
S,-S,-S;. After being placed in anticoincidence with the were recorded by CAMAC scalers and read out in regular
various system deadtimes, this signal initiated the data takintptervals. Some typical rates are given in Table II.
by opening a Sus-long “event gate” and by starting the Background arose mostly from prompt stops in the Au
TDC's (time-to-digital-converteps coating on the plastic foils. This was measured by first filling
As explained above, the basic signatures for muonic hythe target with He of stopping power comparable to that at
drogen diffusion to a foil surface were x rays and nuclearthe highest pressure of3br D, used in the actual data runs.
vy rays emitted after muon transfer to heavier nuclei. Thesét was found that the resulting time spectrum of Au signals
were detected by four high-resolution intrinsic germaniumwith He was indistinguishable from that of the time spectrum
detectors. Detectors, B, and C were housed in a single obtained with the foil target evacuated, indicating that the
vacuum vessel, and were especially suited for the energ§topping power of the gas in the target did not significantly
range 100—700 keV because of their dimensions of 47, 47ffect the stopping distribution. Thereafter the background
and 57 mm in diameter, all three being 26 mm deep. Fofime spectrum was obtained by periodically accumulating
higher energies, a larger GMX Ge detector was employedata with the target chamber evacuated. Normalization of the
which had an efficiency of 17% at 1.33 MeV relative to the vacuum background data was obtained by comparing muonic
standard 3 in< 3 in. NakTl) detector. The Ge detectors were carbon x-ray intensitieggenerated in the plastic fojlsvith
positioned as close as possible to the target vessel while afacuum with those from K or D,. It is estimated that the
lowing enough room for charged particle detectofsand  normalization and subtraction of background introduced sys-
V, in front of them. The total solid angle covered by all Ge tematic errors 0f<2% into the final data, with negligible
detectors was about 5% ofr4 In addition, during part of the ~effect on the results of data analysis.
experiment a neutron detector, capable of pulse-shape dis- The Ge detectors provided most of the information
crimination between neutrons and gammas, was placed paeeded for the diffusion time distributions. Outputs from
low the target cell. other detectors were recorded in order to impose additional
The primary experimenta| information was in the energie§0in0idence conditions on the Ge detectors so as to distin-
and in the timeswith respect to the muon stop sighaf the ~ guish between muonic x rays from lo#/materials, where
signals in the two Ge detectors. The timing signals from bottthe probability for subsequent emission of decay electrons is
detectors were delayed by s, so that within the gvent high, and those in higi- materials, which are usually fol-
gate’ the time range relative to the. stop extended from lowed by neutrons emitted in the nuclear capture process.
—1 to +4 us. Shortly after the end of the event gate, aThough this information proved helpful in identifying the
coincidence logic decided whether the event was valid. Tw®rigin of some x-ray lines, the high resolution of the Ge
conditions had to be fulfilled. First, only z-real” signals  detectors for muonic x rays was sufficient to obtain very
were accepted, these beipgstop signals for which no sec-
or afterwards. This piloup rejection eliminated ambiguies/®! 1266 3 beai momentum,~35 Mevic, and a poton bean
) S current of~225 A at 590 MeV.
due to second muons impinging on the apparatus, and also

TABLE Il. Typical counting rates for the single-gap.23 cm

reduced the accidental rate. Second, at least one Ge detectqr, o, Rate (10s~1)
was required to have registered a photon within the event

gate, while charged particles were vetoed by a prompt antis; 23.0
coincidence with detectord; andV,. In case the event met S;-S; 17.2
these criteria, the tim€TDC) and energyanalog-to-digital  u stop 16.9
converter (ADC)] information from the Ge detectors, the Event gate 13.3
time information of the electron detecto¥s and V,, and . real 9.2
finally the time, energy, and pulse-shape information fromrecorded events 0.76

the neutron detector were recorded on magnetic tape via &
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clean signals associated with the diffusion process, so that 4,1

the loss of statistics associated with the use of coincidence __Q_'\__"___‘/:A\_Q
conditions was not justified. & C ]
If the event was not valid the ADC’s and TDC's were 5 8 ,-".
cleared by a fast hardware signal, so that the system was, 1077 e RENE
ready for the next event after a fews. The primary signal @ : L ’ ' ]
used for detection of the transfer to Au was the 356 keV & fr====+=e.._ it 1
nucleary ray emitted from Pt following nuclear capture & 102°| et ud+ D N
of the transferred muon. A discussion of this choice was 74 E ',' o, 12 3
given in[5]. g ! _g,z
(&) 107211 ’:' - —0:; i
Ill. ANALYSIS OF DATA ST R A B TN BT
0.001 0.01 0.1 1 10 100

The interpretation of the experiment depended upon LAB ENERGY (eV)

analysis of the time distributions recorded under the various
experimental conditions. An “experimental condition” was
specified by(a) a target gas of either Por H,, along with
(b) a gas pressure between 47 and 1520 mbar,(entbil
gap of either 0.2286 or 0.4372 cm.

The “time distributions” were recorded as the number
N(t) of events between andt+ At, wheret is the time
between the incoming muon signal and a signal from one oftopping muons in a target of solid Au, we measured the
the Ge detectors which is indicative of the formation of amean life of muons in Au by means of the time spectra of the
muonic Au atom. The bin widtiAt was chosen as a com- 356 keV nucleary rays from Pt%. A mean life of 69.72
promise between time resolution and the desirability of good-0.14 ns was obtained, in fair agreement with the value
statistical accuracy for the number of counts in each binquoted in the literaturgl10].

Before analyzing the data they were all corrected for muon Up to this point we have been concerned with those char-
decay and subsequently dealt with as if generated by nondacteristics of the detection apparatus which directly affect the
caying muons. time distributions generated fropap atoms striking the foil

A considerable amount of preprocessing of data was donsurfaces. There are, however, several physical quantities
to produce the time distributiorishe electronic logic signal which also affect the time distributions, specifically the ini-
for an incoming muon was generated as described above il energy distributions of the.p and wd atoms, and the
Sec. Il B, and required no processing, since it was generatetifferential scattering cross sections vs energy for both types
in standard CAMAC and NIM(nuclear instrumentation of atoms in both elastic and inelastic channels. These are not
module electronic logic hardware and provided a commonso readily measured. It is, in fact, the systematic comparison
trigger for the evert The pulse-height spectra from the Ge between the experimental time distributions and computer-
detectors required fitting of all the peaks which were relatedyenerated time distributions concocted using various as-
to muon transfer fromup (ud) to Au. To fit the pulse- sumptions about these quantities, which gives experimental
height spectra from the Ge detectors we used the program information about the physical quantities themselves. That
4.04[9], which provided peak areas and widths with associinformation is currently not experimentally available except
ated uncertainties, while taking into account the backgroundsia the work reported here.
in the neighborhood of each peak under the assumption that The accuracy to which any of the physical quantities, i.e.,
the background was locally linear. Real-time energy calibra€ross sections and energy distributions, can be determined is
tions were provided by strategically located muonic x-raydependent on both the global nature and the quality of the
lines, e.g., the 347-keV & line from muonic Al was conve- data set. The present set includes a total of 324 data points
niently near the nucleay-ray line at 356 keV from Pf®  spanning target pressures from 47 mbar to 1520 nibar
which was the main indication of muonic Au formation in time distributions total Having data for both hydrogen and
the target foils. The usual precautions were taken of frequerieuterium is of importance, first because the energy depen-
calibration checks of the muonic x-ray lines against radioacdence of the theoretical scattering cross sectiongforand
tive sources, etc. to assure correct energy calibration for ajkd are quite differentsee Figs. 2 and)3which could be
detectors during data accumulation. tested by analysis of the data. Second, it appears that at the

Since the time distributions form the primary results of lowest pressures used in this experiment the time distribu-
the experiment, the calibration and measurement of circuitryions for up and ud are strikingly similar if the time scale
response times was also essential. By studying the(tieb®  for wd is altered by a factor of 2 in such a way that the
tive to theu-stop signal spectra of muonic x rays of various ud’s appear to have their velocities doublégig. 4). This
energies, it was possible to determine fhel width at half  suggests that at these pressureshkieand up possess the
maximum(FWHM)] and shapesin time) for the nucleary same functional form of initial energy distribution, and that
rays of interest. The various Ge detectors showed Gaussiahe pd distribution is a factor of 2 lower in mean velocity
time resolution functions with the width parametersnea-  (and thus in energythan theup distribution.
sured to be 4.86 ns, 5.18 ns, 4.24 ns, and 4.56 ns for detec- In making the comparison between the experimental and
torsA, B, C, and GMX, respectively, at 300 keV. Further, by computer-generated time distributions, it is necessary to be

FIG. 2. Theoretical total scattering cross sectiomg for
pnd+D,. Subscripti denotes the initial hyperfine state of thel
atom;j is the final state. Note that the elastic cross sectiopnand
o5, In the two hyperfine states are almost equal below about 30 eV.
All cross sections are averaged over the thermal motion of the D
molecule at 300 K.
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FIG. 3. Theoretical total scattering cross sectiomg for 2500 e
up+H,. Subscripti denotes the initial hyperfine state of tlg r e H750D
atom; | is the final state. Note that the elastic cross sectignin @ 2000 [ ¢ o D750D ]
the upper hyperfine state is 4—10 times larger thignin the lower 2 [ 1
state for energies up to about 10 eV. All cross sections are averaged?® [ cpq’% 1
over the thermal motion of the Hmolecule at 300 K. é 1500 - o) B
o '
able to develop by computer a large number of time distri- ﬁ 1000 L o 00 ]
butions, in fact a multidimensional grid of time distributions, 2 i ‘..m o ]
using various assumptions about scattering and initial kineticg seg,
energy distribution for the experimental condition. The ex- = *° [ L $s0ee ]
perimental time distributions can then be compared with the [ 082823888
grid, using the least squares method to derive from the com- P S N R B
puted grid that hypothetical time distribution which best ap- ° 500 1000 1500 2000
TIME (ns)

proximates a particular experimental time distribution.
In standard fashion the computed time distributions were

generated by a Monte CarldC) method. To accomplish _ :

this, a MC simulation of the muonic atom diffusion and sub-d€notes B target at 94 mbar and 0.23 cm foil spadirgnd H,

sequent capture on the gold foils was performed. The simy{H1047D is H, target at 0.46 cm foil spacingand (bottom high

lation begins after atomic capture of the muon and complepressu're of  and Hp. Note that thqup (triangle symbolstraverse

- . twice the foil spacing as thed atoms(circle symbol$in the upper
tion of the cascade process through which jhe or ud graph. In the lower graph the effect of scattering has been to distort

reaches the groundSistates. The na’_tture of the cascade Pro%ne wnd relative to theup curves, both with the same foil aperture.
cess and the shape of the experimental apparatus lead to

certain initial assumptions for the muonic atoms. First, theg ;e The program has been altered to take account of the
diffuseness of the incoming muon beam and the geometry af jiapility of newly refined theoretical scattering cross sec-
the stacked foil structure, as well as the characteristics ion calculationg6] (cf. Sec. IV for a discussion of the cross
muons slowing down in matter, are assumed to provide &gtion theory, Early MCGRID versions used scalédoubled
uniform distribution of muonic atoms forming between foils for molecules nuclear cross sectiongp+ p andud+d) in
gnd th:jougr]]hout the rac:mks] of the target chan(bgrSec. 'g' the s-wave approximation, which proved to be inadequate to
econ '.td? naturi of the muon hcfaptu:]e an cadsca € Plascribe the data, in the sense that the use of such cross
cesses indicates that upon reaching the ground state tigiqng always resulted in least squares fits to the data which
muonic hydrogen atom’s direction of motion will be isotro- had high values of?, i.e., were statistically improbable.
S!C' the muon hz;vmg lost allf knowledgeA 0(; |]E_s rrl;oméentum-l-hus it appeared that higher partial waves in the nuclear
d|rectllor1 Sl_ncedt € msrt]ant of capture. d n h'nf" s | rl:e ©cross sections plus such molecular effects as excitation of
'€po arization during the atomic cascade, the initial hypers,aiional states and electron screening were important to the
fine states of the ground-state muonic atoms are expected Fﬂicroscopic description of the diffusion process
be populated in the s’gatistical ratighough there is no ex- The cross section input foMcGRID is provided for
perimental proof of this known to the author&or the wp up+H, and ud+D, in the form of four differential cross

at((j)m the pfslssib'e hypler(;ine sftathes ﬁe?%‘ andf.for the sections as a function @, the laboratory kinetic energy of
und atom F=3,5. Knowledge of the initial hyperfine state the diffusing atom:

population is important because the scattering cross sections
depend on the hyperfine state, this sensitivity being particu- 52gmol 2gmo!

FIG. 4. Experimental data fdtop) low pressures of D (D094S

larly strong forup+H, scattering. 7E ;;(E,Ef ,0), E ;Z(E,Ef ,0), (1a
A Monte Carlo code calledicGRID was developed over f f

an extended period in order to simulate the histories of > mol > mol

muonic hydrogen atoms in the parent gases in various cylin- 921 (E.E;.0) 922 (E.Eq,0) (1b)

drically symmetric target geometries and at arbitrary pres- 0E;00° 7 B0 T
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E; is the final laboratory energy of the scattered atom andvithin the range of the complete data set. We have concen-
6 is the laboratory scattering angle. The subscripts 1,2 refeifated on using only a few initial energy distribution func-
to the lower and upper hyperfine states, respectively. Th&ons, used both individually and in combinations, in an at-
four molecular cross sections represent “elastig]f' and ~ tempt to simulate the data, and we have observed that some
o9 and spin-flip @7 and 1) quantities and have been qf these_ analytlca! energy distributions give time dlstrlbL_l-
calculated for 100 values & between 0.001 eV and 75 ev. tions which are quite similar to the experimental time distri-
Cross section values needed fagGRID, but not explicitly ~ Putions. They are the delta-functiod(E), the Maxwell
calculated, are interpolated from the input data set via &/(E), the Gaussia(E), the powerP(E;a), and the rect-
spline fit. These cross sections have taken into consideratigi'gular distributiorS(E). The power distribution is defined

both s- and p-wave scattering, molecular effects including PY the following formula:

rotational and vibrational transitions, spin correlations, elec- (1—a)2® E-©

tron screening, and Maxwell averaging over the room tem- P(E;a)= — —, E;<E<E, (29
perature distribution of the target gésee Sec. IVB beloyv (2—a) (E)

We have also incorporated a scaling paramef€y Which

can be allowed to vary so as to simultaneously adjust the E,=0.001 eV, E,= _0‘<E> (2b)
normalization of all cross sections, i.€F, is a scale factor ’ 1-a* ™"

which is independent of energy. If the assumed theoretical , )
cross sections were in fact physically correct, then the leastnere(E) is the mean muonic atom energy. Frequently used
squares fit to the data would yieldZ&equal to 1.0 . combinations such as the double Maxwelc)

The cross sections are used withicGRID in three dif- i
ferent ways. First, the differential cross sections are read in Mp(E;f)=(1-F)My(E)+fM(E), Os<f<l (3
and integrated over both final energy and angle, giving totajyhere My, is the Maxwell distribution corresponding to the
cross sections as a function of laboratory energy. These crogsermal energy of 0.04 eV, the powes (PD), Maxwell
sections are used to determine the mean free path for collis 5 (MD), and the three-component distributiof8C)

sions between muonic atoms and the target gas. Once a point v 1 (E) + M2(E)+ 8(E)] will also be referenced
of collision has been determined, the total cross sections ak@roughout this discussion.

again used to determine whether a hyperfine spin-flip transi-
tion has occurred. Finally, the partial differential cross sec-
tions are used to find a final laboratory energy and trajectory
for the scattered muonic atom. This procedure is looped As was discussed above, the nature of the scattering cross
through for each diffusing atom until it reaches one of thesections for hydrogen and deuterium must affect the time
gold foils or is lost to the sidewalls. Also included are the distributions observed with these two target gases. For deu-
effects of processes such as backscattering from foils, timingerium, ud+D,, the total cross sections are relatively flat
resolution of the detectors, nuclear capture on gold, and lodéinctions of energy, and are virtually identical for the dou-
of low-energy events due to capture on thin carbon layerlet (c11) and quartet ¢,,) elastic scattering. In addition,
covering the gold surface. the spin-flip total cross sectionso{,,051) are relatively
The final input toucGRID is the initial energy distribution small with respect to the elastic ones. Hence the diffusion
for the diffusing muonic atoms as they reach the groundorocess in B at a specifiegud kinetic energy is relatively
state. Understanding the nature of this distribution is a priinsensitive to the hyperfine state. However, it was found im-
mary goal of this analysis. Thus a method withMaGRiD is ~ portant to include thep-wave component to the scattering
used for parametrizing the initial energy distribution andamplitudes forud even at collision energies below 1 eV.
then performing multiple diffusion calculations for a range In the deuterium data set there are eight time distributions,
of parameter values. This gives us a “grid” of Monte Carlo corresponding to five single-gap pressure conditions and
time distributions from which the best values of the param-three double-gap conditions. All time distributions were
eters are found through a global fitting procedure with thebinned in 40 ns intervals for times400 ns and then in 80 ns
experimental time distributions. The CERN codewuiT is  bins for times out to 2us. This was to ensure good statistics
used in the least squares fitting analysis, as it provides der each bin when fitting to the parametrized energy distri-
output a gquantitative measure of the confidence limits for @utions for the diffusing atoms. In general, fitting of the ex-
given set of parameter values. perimental time distributions required an iterative procedure
Detailed theoretical predictions for the structure of theof creating a coarse grid of low statistics Monte Carlo distri-
initial energy distribution are currently not availadlgél],  butions withMCGRID and then determining the appropriate
and it is in any case unlikely that the energy distribution carrange of parameterésuch as mean energy;), and then
be exactly described analytically. However, the computatiorgenerating a finer mesh high statistics grid around these val-
of a multidimensional grid of Monte Carlo time distributions ues. A *high statistics” grid involved at least 40 000 events
requires that each time distribution will be characterized byper mesh point, which is to be compared with 6000—7000 or
values for a finite number of parameters. Therefore it is necfewer events in each experimental time distribution. The
essary in preparing the grid to assume initial energy distrihigh statistics grids were in turn used withNUIT to obtain
butions which can be described by functions involving a reathe best fit to the experimental data.
sonable number of parametdisere limited to 3. Thus the The determination of an appropriate initial energy distri-
goal is to describe this distribution empirically, in order to bution for theud atoms was somewhaid hoc It was in-
have a way of accurately predicting the diffusion processstructive to look at some energy distributions which were

A. Deuterium analysis
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TABLE lll. minuiT fit to ud+D, experimental diffusion time distribution using a power initial energy
distributionP(E; @). In the individual fits the molecular factd¥ was allowed to vary for each condition. For
the free energy fits th& was constrained to have the same value for all conditions. Where calculated, error
limits are for one statistical standard deviation as computediwas. For free pressure fits the was the
same for all fits, andE was constrained to be the same for both sif@l23 cn) foil gap conditions and
double(0.23 cm foil gap conditions at the same pressure; e.g., D375S and D375D conditions. The notation
for conditions is, e.g., D094SD, target gas, 94 mbar pressure, single foil gaps. The valuesak also
given for this two-parameter distribution. DOF denotes degrees of freedom.

Condition Mean energyeV) @ F DOF  Reducedy?
Individual fits
D094S 1.21 0.21 1.45 12 0.66
D188S 1.44 0.38 1.00 17 0.54
D375S 2.00 0.51 1.06 20 0.51
D750S 2.21 0.61 0.82 25 0.93
D1520S 2.85 0.49 0.97 25 1.02
D188D 2.00 0.68 1.03 22 0.99
D375D 1.99 0.78 0.65 25 1.05
D750D 3.18 0.76 0.63 25 0.41
Free energy fits
D094S 1.1740.50-0.35 0.26+0.60-0.002
D188S 1.44-0.38-0.27 0.42+0.24-0.22
D375S 1.96-0.32-0.48 0.52-0.12-0.12
D750S 2.26-0.77-0.49 0.52+0.11-0.11 0.9740.13-0.13 178 0.90
D1520S 2.851.15-0.87 0.56+0.30-0.30
D188D 2.01-0.58-0.58 0.68-0.12-0.13
D375D 2.040.62-0.44 0.55-0.16-0.16
D750D 2.85-0.84-0.85 0.53+0.16-0.16
Free pressure fits
D094 1.140.66-0.26 0.26r0.48-0.0¢
D188 1.69+0.36—-0.27 0.470.22-0.27
D375 2.02+0.15-0.15 0.52+0.08-0.08 1.0%-0.07-0.07 184 1.01
D750 2.70+0.16-0.14 0.58+0.05-0.05
D1520 2.84-1.16-0.53 0.49-0.08-0.25

8Parameter is at the fixed low limit of 0.20.

simple in form, but which did not fit the experimental data analysis were the “free energy” and “free pressure” fits.
particularly well. These are thé&function and Maxwell dis-  For the free energy fit we made the restriction ti#dbe the
tributions, both having the convenient property of being de-same for all conditions. For the free pressure fit we made the
fined by a single parameter. In these two cases, howevesdditional restriction that for a given pressure the single- and
there were actually two free parameters used — the meaglouble-gap results must have identical initial energy distri-
energy(E) of the initial distribution and the* scaling factor  putions. The results of these fits for tefunction and Max-

for the cross section&f. above. We defined three types of ej| distribution showed the Maxwell to be superior to the
least squares fits to the data. The first was the “individual”ingjcating the need for a broad distribution in energy, but the
fI'F, wh|_ch was _con”_nposed of mdep_endent fits to each of th‘?educed)(z were still not satisfactory.

eight time distributions, thus allowing a determination of the
“best-fit” parameters (E); ,F;) for each condition. Using a
S-function form for the initial energy distribution yielded
values for reducedy® which were large £2), as well as
F values also~2 at the lower pressures. For the Maxwell  After a muon has been captured on a deuterium molecule
distribution the quality of fits was better, though tReoften  to form aud atom, it is expectedl12] that during the cas-
took on values exceeding 1.0 he F could change from its cade process there is significant probability thatlteatom
ideal value of 1.0, corresponding to agreement with the theowill be thermalized. Therefore we have considered some ini-
retical cross sections, asNUIT attempted to compensate for tial energy distributions which include a thermal component
an inadequate initial energy distributiprizor both types of (mean energy 0.04 e\of variable fractional area, the total
distribution there appeared to be an increas€hn with  area always being normalized to unity. The two distributions
increasing pressure. Two other types of fit defined for thignost readily parametrized for this investigation were the

B. Thermal components
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TABLE IV. minuiT fit to ud+D, experimental diffusion time distribution using a double Maxwell initial
energy distributionM(E;f). See caption for Table Ill, except that here enegig the mean energy of the
higher-energy Maxwell component in thefy distribution, andf is the fraction of total area in the high-
energy Maxwell. The low-energy Maxwell has a thermal energy of 0.04 eV.

Condition Mean energyeV) f F DOF  Reducedy?
Individual fits
D094S 1.29 0.90 0.82 12 0.75
D188S 1.75 0.82 0.81 17 0.48
D375S 2.08 0.96 1.43 20 0.66
D750S 2.48 0.83 0.91 25 1.01
D1520S 2.52 1.0 1.12 25 0.90
D188D 2.60 0.70 1.02 22 0.95
D375D 2.42 0.86 1.11 25 1.21
D750D 3.79 0.70 0.65 25 0.51
Free energy fits
D094S 1.33-0.87-0.44 0.88-0.12-0.33
D188S 1.76-0.67-0.43 0.83+0.17-0.17
D375S 2.12-0.70-0.47 0.85-0.15-0.14
D750S 2.46-0.75-0.41 0.84-0.10-0.10 0.92-0.10-0.10 178 0.89
D1520S 2.831.17-0.41 0.870.09-0.13
D188D 2.69+1.24—0.99 0.66+0.34—0.20
D375D 2.72+1.18-0.86 0.74+0.26-0.19
D750D 3.69+0.30-1.62 0.8140.19-0.15
Free pressure fits
D094 1.33+0.54-0.45 0.88+-0.12-0.12
D188 2.15+0.52-0.18 0.74-0.07-0.13
D375 2.410.21-0.29 0.79+0.08-0.05 0.92+0.06—-0.06 184 1.12
D750 3.00+0.99-0.15 0.81-0.09-0.09
D1520 2.83-0.74-0.18 0.870.09-0.09

dParameter is at the fixed high limit of 1.00.

“power” distribution (E™%), in which @ can be varied to pressure was expected to increase the thermal fraction. Simi-
adjust the proportion at lower energiesind the “double larly, for the power distribution the fraction of the low-
Maxwell,” where one Maxwell component is fixed to a energy component stayed relatively constéirg., a~0.5)
mean energy of 0.04 eV and the other is allowed to have gor all pressures except the D094S case, whererar0.2
variable energy to optimize the least squares fit. In both casqfdicates a smaller low-energy fraction.
the parameter corresponding to the fraction of the thermal The first thing to note about the individual fits for both
component could be varied. Both distributions have two pagyistributions is that for every condition goad are obtained.
rameters associated Wlth the energy distribution in qdd|t|orBy adding the singleF restriction for the free energy fit, one
to the 7 parameter. Fitsfor ".’“q) for bpth_paramgtnzaﬂons sees that the quality of the fit is still satisfactory, with re-
showed that for every cor12d|t|on the individual fits for both ducedy? for both cases being less than 1.0 and the best-fit
distributions yielded goog~. After adding the singleF re- F being very close to 1.0.
striction for the free energy fit, the quality of the fit was still
satisfactory. At this point the addition of the free pressure
restriction forcing single- and double-gap energy distribu-
tions to be the same was interesting in that the double Max- While the mean energy of muonic or pionic atoms when
well fit worsened while the power fit was still quantitatively initially formed is expected to be of the order of eV, evi-
good. These results are shown in Tables Il and IV. Thedence exists for the presence of a “high-energy” component
guestion of evidence for a thermal component to the energwith energy of 50—100 eV fopionic atoms formed in liquid
distribution can be studied from these fits. First, the additiorand gaseous K[13,14]. This component has been observed
of a thermal component to the single Maxwell distribution at the time of nuclear absorption of the pion by the proton,
clearly improved the fit at all pressures and spacings. Théhe absorption being estimated to occur mainly from the
fraction of thermal component, however, was relatively conn=3,4 S state. The high-energy component is thought to
stant at around 15-20 % for all pressures, though increasindevelop through acceleration of the pionic atom during col-
lisions with hydrogen molecules by a process of Coulomb
deexcitation of the pionic atom. In such processes the pionic
The mean energ¢E) is also an adjustable parameter. Specifying atom can acquire recoil kinetic energy, in contrast with ra-
both « and(E) fixes the upper cutoff energy of the power distri- diative deexcitation in which the photon takes away the tran-
bution — the lower cutoff is 0.001 eV. sition energy. This process would also be expected to apply

C. High-energy components
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to up and ud atoms. Markushi11] has developed the ranged from 10 eV up to 25 eV and ranged in magnitude
theory of the high-energy components farp and wd from O to 30%. In both the powers and the three-
in H, and D, gas at pressures similar to those used in thecomponent (thermah-Maxwell+ ) fits, neither of these
experiment reported here. quantities showed any clear correlation with pressure. Thus
Since an analysis of our data already showed an increasgere did not seem sufficient justification to choose these
in mean energy vs pressure for all experimental initial distri-djstributions rather than their simpler counterparts. It is im-
butions, even the simple-function and Maxwell forms portant to note, however, that analysis of this experiment
(cf. above, it was appropriate to study more carefully the fi,ds no disagreement with Markushinfd1] predictions,
possibility of a “high-engrgy” component. One issue con- yhich estimate the high-energy componeBt(8 eV) for
c_e_rned th? degree to which our experimental setup was Sefig congitions of the present experiment to reach a maximum
sitive to high-energy components. For example, the perpensy,q, + 3094 at 1.5 bars. Moreover, an increase in mean energy

dicular transit time for a 1-e\up atom crossing the 0.23 cM ¢ 1o b and wd atoms with gas pressure is experimentall
foil gap is 180 ns, whereas the rise time of the detECtio%stablgEed inlu}his experimer?t. P P Y

system is approximately 70 ns. Thus the detection system
cannot be expected to be able to distinguish among muonic
atom energies exceeding about 20 eV, though it will be sen-
sitive to the presence of such high-energy components. Tests As was pointed out previously, understanding the kinetics
confirmed that it was difficult to distinguish between time of the muonic hydrogen diffusion is made complicated by
distributions generated from muonic atoms with a mean enthe structure of the cross sections, which differ in several
ergy of 25 eV and those with 50 eV or more. Therefore weways from muonic deuterium cross sections. First, ifte
chose to make tests of high-energy components by adding Gross sections are relatively constant over the energy range
S-function distribution with energ\E ; to another primary of interest(0—100 eV, while the up cross sections change
distribution such as a Maxwell, double Maxwell, or power. by almost two orders of magnitude. In addition, the two hy-
The computational load of generating Monte Carlo gridsperfine state cross sections, while virtually identical fat,
with many free parameters became a serious problem durindjffer by a factor of 2—10 forup over the same energy
the fitting process with these energy distributions. Thus itrange. Finally, thexp spin-flip cross sections are of the same
was decided, given the consistency of thgarameter with magnitude as or larger than the elastic cross sections. This
1.0 (no cross section scalipgluring tests of simpler distri- last feature, coupled with the large cross section difference
butions, and also because the theoretical calculations welmetween singlet and triplet states, leads to a situation in
expected to be accurate only within 5—10 %, to fix this pa-which some diffusion time distributions can be very sensitive
rameter at 1.0 in order to allow the introduction of energyto all the various input parameters such as the initial energy
distributions involving more free parameters. In effect, thedistribution, as well as the initial hyperfine state population
“individual” fit cases were eliminated during this part of the distribution.
analysis. The size of the hyperfine splitting is also greater fqp
Results of high-energy component tests fat diffusion  (0.182 eV than for ud (0.0485 eV. The latter is scarcely
were in general inconclusive. Acceptable fits could be foundarger than the thermal energy of 0.04 eV at 300 K, and so it
without the presence of such a component; its inclusion gerhas little effect on hyperfine population even for thermalized
erated equally good or slightly improved fits to all time dis- ud atoms. On the other hangyp atoms with laboratory
tributions. However, we were unable to accurately determindinetic energies of 0.2—-0.4 eV are beginning to move irre-
the magnitude or the mean energy of this componEgt. versibly into the singlet state as scattering further reduces the

D. Hydrogen analysis

TABLE V. minuIT fit to up+H, experimental diffusion time distribution using a power initial energy
distribution P(E; «). See caption for Table Ill, except that here there are no free pressure fits because only
one foil spacing was used.

Condition Mean energyeV) a F DOF  Reduceg?®
Individual fits

HO047D 2.08 0.50 0.60 16 1.58

H094D 3.76 0.66 0.60 25 2.49

H188D 4.49 0.70 0.66 24 1.88

H375D 6.65 0.8 0.83 24 1.85

H750D 8.02 0.79 0.81 25 2.21

Free energy fits

HO047D 2.14+0.56—-0.56 0.49+0.15-0.15
H094D 3.75+0.57-0.57 0.64+0.08-0.08
H188D 4.510.28-0.28 0.69-0.06—-0.06 0.72+0.05-0.05 118 2.12
H375D 6.09+0.46-0.46 0.86+-0.00- 0.0
H750D 6.84+0.41-0.41 0.86+0.00- 0.04

dParameter is at the fixed low limit of 0.60.
bparameter is at the fixed high limit of 0.80.
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TABLE VI. minuIT fit to wp+H, experimental diffusion time distribution using a double Maxwell initial
energy distributionMp(E;f). See caption for Table 1V; there are no free pressure fits here.

Condition Mean energyeV) f F  DOF Reduced?
Individual fits

HO47D 2.56 0.85 1.11 16 1.59

H094D 3.60 0.97 1.40 25 256

H188D 6.75 0.68 0.78 24 140

H375D 12.57 0.51 0.75 24 1.20

H750D 16.04 0.50 0.78 25 1.83

Free energy fits

HO047D 25#%1.21-0.65 0.8140.19-0.24
H094D 4.0A41.25-0.54 0.84%0.06-0.11
H188D 6.75+0.80-1.68 0.68-0.10-0.04 0.78-0.05-0.10 118 1.77
H375D 16.08-2.29-5.25 0.4#0.04-0.03
H750D 16.02 0.50+0.04-0.03

8Parameter limits were so close to the computed valuemhets did not yield reliable results for the errors.

kinetic energy. Since the singletp scattering cross section In all wp fits the pressure dependence of mean energy is
is considerably smaller than the triplet one for these energiesnuch stronger than for thed case, and for the DM fit this
the singlets will move more rapidly than the triplets throughis particularly true. This is somewhat troubling because of
the target gas to the Au-coated foil surfaces. This effect ighe strong cross section dependence with energy that exists.
manifest in the structure of the higher-pressure diffusionf there were some inaccuracy in the cross sections, it would
time distributions, for which scatteringnd hence thermali- manifest itself in either increasingly poor fits with pressure
zation is dominant. One notes the difference in shape beer a strong mean energy dependence with pressure of the
tween theup and pd time distributions in Fig. 4, with a initial distribution, or both. If it is assumed that thep and
strong decrease in the rate at early times followed by “lev-ud initial energy distributions are of similar forifbut have
eling off” after about 400 ns in theup. different mean energies, for exampl¢he above problems
The analysis for theup diffusion distributions followed suggest the possibility of error in theoretical cross sections
much the same course as for thd distributions, with many upon which the fitting procedure is based. In this connection
initial energy distribution functions tried. The fit types were we note that independent of the form chosen for the initial
the same with the exception of the “free pressure” casegnergy distribution, at higher pressures fiop F moves to
which could not be made as there were only double-ga®.9+ 0.1, suggesting that any inaccuracy in the cross sections
up data. Also for theup data there were five time distribu- is not associated with overall normalization through the rel-
tions acquired at pressures ranging from 47 mbar to 75@vant energy region, but rather on the detailed behavior of
mbar. The final results for the “individual” and “free en- the cross sections over a restricted energy range.
ergy” fits for the power and double Maxwell distributions  To test these ideas, a fit was made in which fhevas
are listed in Tables V and VI. allowed to have its apparently preferred value of 0.8 over all
There are some striking differences between gfpeand  energies for the triplet only, while the singl&twas allowed
wd fits. First, the overally? values for all fits are substan- to float. ThemiNuIT least squares fit then chose a singfatf
tially worse for thewp, and also no individualp distribu- 2.0, with reduced mean energy, for a somewhat improved fit.
tion is fitted well. In addition, there is a systematic trendThis test was made only to demonstrate that a particular
towards poorer fits with increasing press@ifeurning to the change in cross sections can improve the fits to the experi-
power and double Maxwell parametrizations, which fittedmental time distributions, especially those at higher pres-
well in the ud case, we see that frp the fits are poor for sures, which are more sensitive to scattering than to the ini-
both the individual and free energy fits. The pressure corretial energy distribution of the.p atoms. Considerably more
lation of F is significantly reduced, and it has stabilized experimental data would be necessary to deduce details of
around 0.8. But unlike the.d case, the double Maxwell fit the energy and angular dependence of the four cross sections
clearly distinguishes itself from the power as the better painvolved, and with the present data it is possible only to test
rametrization. This seems primarily due to its ability to dis-the theoretical cross sections by seeing whether they provide
tinguish between a thermal component, which increases with good fit to the data, especially for high-pressure conditions.
increasing pressure, and a higher-energy component. Some of the points mentioned above in Sec. Il are illus-
trated in Fig. 5, which shows both the experimental data
(points with errors bajsand fits (continuous and dashed
°The case of the 94-mbar pressure and double foil spacing is alines) for two conditions: 375 mbar Pwith single(0.23 cm
exception to this statement. However, this condition was seen tepacing, and 375 mbar Hvith double(0.46 cm) spacing. In
have considerably worse fits primarily due to poor data quality fromeach case we sd@) a peak at early arrival times at a foil,
scatter inconsistent with the uncertainties assigned. Some as yand (b) a long tail extending out to where the number of
undiscovered systematic errors for this condition may be the caus@vents becomes statistically uselés® used signal equal to
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(which seems reasonable because the muon Bohr raglius

1000
' is much smaller than the electron Bohr radigsg:
_32;22 M a,las=mg/m,~1/200), then the problem is one involving
— —D375S ((P)) three Coulombic particles of comparable mass, namely, the
:_é: ---.D375S (OM) | nucleusa, the muon which is bound to nucleago form the
% 1 muonic atomua, and finally the nucleu® which scatters
= pa.
3 100 a3 g The channels for low-energy collisions of muonic atoms
3] “rok & I with nuclei of hydrogen isotopes are
pa+b—upa+b, elastic scattering, (43
TR S W S N S T SR A Y P R W S
0 500 1000 1500 2000 pat+b—ub+a, isotope exchange, (4b)
(a) TIME (ns)
T (npa)gta—(uad)es+a, spinflp F—=F'. (40
+ H375D
1000 |- ----H375D (M) We note that in contrast with conventional atomic collisions,
0 :ﬁg;‘;’g ‘E)M in these muonic atom processes a small parameter corre-
Q OM) sponding tom,/M~ 103 is absenthereM is the reduced
- mass of the nuclei As a result, nonadiabatic effects are im-
£ portant here, becausmﬂlM~10‘l. Taking these effects
3 into consideration is quite complicated, and has required fur-
© ther development of the conventional methods of atomic
100; E physics. Thus far the most accurate and complete results
r 1 have been obtained by extending the Born-Oppenheimer ap-
6 B0 qooo . 1500 . 2000 proximation with the method of perturbed stationary states
(b) TIME (ns) (PSS as applied in atomic physics to muonic atom scatter-

ing, in order to include the effects of nonadiabaticity. The
FIG. 5. Experimental data and Monte Carlo “free pressure” iIdea of this approactelso referred to as the adiabatic repre-

fits for ud + D, at 375 mbar with foil spacing of 0.23 cm Sentation in the Coulomb three-body probleisi to expand
(top), and “free energy” fits forup + H, at 375 mbar with the three-body wave function in terms of the basis functions
foil spacing of 0.46 cnibottom). The Monte Carlo fits are to the Of the two-center problenil5]. Most of the attempts have
best (minimum x?) energy distributions of the MaxwellM), been made in a framework of the two-level adiabatic ap-
power (P), and double Maxwel{DM) forms. Characteristics of ~proximation, i.e., taking into consideration only the two low-
these Monte Carlo fits, which are seen for all conditions, are evidenest states of the basis set. Such calculations had their begin-
in the two cases displayed here; e.g., the Maxwell fit is alwaysnings in Refs.[16,17. The incomplete inclusion of the
the worst among the three types shown. Also gtetime distribu-  nonadiabatic motion of nuclei made in the two-level approxi-
tion always shows a steady decline with time, while at pressures aofation[18,19 has a significant effect. In the papg0] a
200 mbar and above thep data exhibit a plateau from 500 to 1000 simple recipe was suggested to improve the two-level PSS
ns. approximation by correcting the effective masses in the vari-

ous channels. It was show1] that such improvement of

background as criterion for the data cutoff at long tilngge  the approach, i.e., more precise treatment of the nonadiabatic
note that the H data appear to have a plateau at 500—100&ffects, may dramatically c_hange scattering cross sections in
ns; the D, data just decline steadily with time. As for the fits, SOM€ cases. The scaftering cross sectiopsand corre-
the single Maxwell is worst; for both and D, the double sponding reaction matrices for muonic hydrogen atoms scat-
Maxwell distribution appears best. The poorer quality of ﬁttered by. hydrogen isotopes h_aye been calculated by this ap-
for H, as compared to B is not apparent for these two proach in a broad CMS collision energy ran@k001 eV

conditions; it is our impression that overall the, Hits are <2=50 eV [22]. . .
worst in the neighborhood of 500—1000 ns for the higher Other attempts to improve the two-level PSS approxima-

. tion have been made by Kobayastial. [23], who applied
pressure(188-750 mbgrconditions. two sets of Jacobi coordinates, which leads to separate sets
of adiabatic states in each channel, and by Cohen and Stru-

IV. THEORETICAL ASPECTS OF SCATTERING ensee[24], who used the two lowest states of the “im-
OF MUONIC ATOMS proved” adiabatic basif25].
The extension of the PSS approach to the multichannel
A. Scattering from nuclei scattering problem has been done in the paf#827. This

permitted testing of the convergence of the multichannel

In describing the scattering of muonic atoms in a mixtureadiabatic method in the problem of muonic atom scattering

of hydrogen isotopes it is necessary to solve the three-bodyy the nuclei of hydrogen isotopes, and also the calculation
Coulomb problem in the continuum. In the first approach weof these cross sections with controlled accuracy. This ap-
neglect the effects of electron screening and molecular bondsoach has been successfully applied to all combinations
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of hydrogen isotopes for all processes happening during theumerical calculations presented in RE87] take into ac-
deceleration of a ground-state muonic atom from about 10@ount only the monopole part of this interaction.

eV to 0.001 eV, including elastic scattering, isotope ex- The molecular binding effects are estimated according to
change, hyperfine transitions, and the “in flight” fusion re- the Fermi pseudopotential method, which was used for cal-
action. The results have been published as an atlas of scatulations of the cross sections for slow neutron scattering on
tering cross sections(and the corresponding reaction protons bound in molecules. A similar method has been de-
matrices for the energy range 0.001 e% <100 eV veloped for the case of muonic hydrogen scattering on hy-
[28,29. The accuracy achieved here for the calculated crosdrogen moleculef38—40. To calculate the molecular cross
sections is a few percent. This estimation has been confirmeskctions, the interaction of a muonic hydrogen agoawith
recently at zero collision energies for the reactionsa single hydrogen nucleus is described by the pseudopo-
up+p—up+p and ud+d—ud+d by solving numeri- tential:

cally the Fadeev equatidi30,31. The agreement of the cal-

culated scattering lengths with the multichannel adiabatic re- 27Ny

sults[28] are within 2% for theup+ p case and 2—-3 % for Vi(Ta.fp) = M, (ra=Tp), (@)
pd+d. We also mention two other multilevel results ob-

tained so far: variationdB2], based on the use of a Gaussianwhere M, is the reduced mass of thea+b system. The
basis set, and hyperspherida3] calculations of the ex- spin-dependent operatag, is the elastic or spin-flip scatter-
change ratg.d+t— ut+d, both giving results close to the ing length of thenuclearprocessua+b. The interaction of
multilevel PSS(see[34]). We note that among existing two- the muonic hydrogen atom with the hydrogen molecule is
level results, those of Ref22] are closest to the multichan- therefore described by the sum of the screening potefiial
nel calculations[28] for symmetric collisions ga)g+ and the two potential§7), corresponding to the presence of
a—(una)g +a. The scattering cross sections differ less thanthe hydrogen nucldd andc in the moleculebc. The screen-
10-20 %, and for some energy regions the agreement is &sg potential is relatively weak, so that the electronic contri-

good as a few percent. bution to the scattering amplitude practically comes only
from distances of the order ofa,. Since the cross sections
B. Scattering from molecules for the scatteringea+ b vary considerably within the energy

ange of interest, the Fermi model has been improved by
placing the constant scattering length in the potential
) by energy-dependent scattering amplitufi@g 1]:

In the experiments discussed here one actually deals wit
gaseoudgmolecular hydrogen and deuterium targets. There-(7
fore it is necessary to take into account the effects of mo-
lecular binding and electron screening, as discussed below.

The screening effects turn out to be important for elastic

scaitering at cgllision energies below about 1 88-37. wherefy is the amplitude of the scatteringa+b— ua+b
The cross sections for the scattering of muonic hydrogen o q Dy iS £a momentum in the nucleaza-+b c.m. system

hydrogen moleculeg“molecular” cross sectionsused in The values of elements of the reaction maffi%or the scat-

tqur Monte Carlo ?|mtgl?t|_?rr:§ wetre ci_allc_ulats:j _u3|(rjlg at?] eﬁeciering up+p andud+d, published in Ref[28], have been
Ive screening potential. This potential IS obtained in the Secy .o 4'1q caculate the elastic and spin-flip scattering ampli-

ond order\/ofpfertuibf\tmn trrlleory W'tr} rESpECE to the Srr:a”[udes and therefore to form the respective pseudopotentials.
parameteryme/m,~ ;. In the case of the hydrogen mol-  the mglecular cross sections are calculated in the first

ecule,. the pptenti_al talkef the_ fqllowing forf88] in the Born approximation. They are summed over all final rota-
muonic atomic units §=e=m, =1): tional and vibrational states of the hydrogen molecule which

)\b_’)\_b(pb): —fu(pp), (8

V(I .fe ro)=—Clexp —2.4r +iR|/a are possible for a fixed value of the initigla momentum
elfa:b.ro) fexp=24r+2Rl/a) P, given in themolecular ua+bc c.m. system. Any fixed
+1.35exp—1.2A|r+3R|+|r—3R|)/ae] momentumP corresponds to a continuous spectrum of the

momentumpy,, due to internal motion of the nucleus

+exp —2.4r—3R|/ay)}, (5 within the molecule. Thus the calculatiopgl] include av-
eraging over momentum, . The eigenfunctions of different
where initial rotational states and of the ground vibrational state
L have been used for this purpose. Since one always deals with
R=rc—ry,, r=ra—zR. (6)  pa scattering on the zero point vibrations of the target nu-

clei, a characteristic width of the collisional energy spectrum
Vectorsr,, ry, andr. are positions of the nuclei, b, and  in the ua+b c.m. systenfor a fixed P) is of the order of
c in the systemua + bc. Nucleib andc are components of 0.5 eV — the vibrational quantum of H That leads to cer-
the homonuclear moleculec. The Bohr radius of the “elec- tain smoothing of the total molecular cross sections, com-
tronic” hydrogen atom is denoted bg,. ConstantC is of  pared to the respective nuclear ones. This effect is important
the order ofag3 [38]. We note that the magnitude of this if a scattering amplitude changes rapidly, e.g., near the spin-
potential is greater by about 30% than the one obtained foflip threshold of 0.182 eV in the lower channel gp+p
the scattering of muonic hydrogen on hydroggamsin the  elastic scattering.
framework of the improved adiabatic baf&]. The formula The calculated total molecular cross sections differ sig-
above contains contributions from the second-order polarizaaificantly from the input nuclear cross sections below about
tion term of the muonic hydrogen-electron interaction. Thel eV for collisions preserving the total spin gh [42]. The
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molecular corrections to the total spin-flip reactions areof special interest for experiments in nuclear muon absorp-
smaller since they are characterized by relatively greater maion in the upper hyperfine state of thep or ud atom.
mentum transfers. These differences are more importarftrimary goals were the determination of the “initial” kinetic
when one considers the partial differential cross sectionsenergy distributions for theup or ud atoms when they
Various rotational transitions in hydrogen molecules involvereached the $ state following the cascade through states
their specific angular dependencies. The screening potentigling below those in which the muonic atoms were formed,
gives the strongest contributions to the forward scatteringand the testing of theoretical calculations of the cross sec-
Therefore the molecular differential cross sections are veryions for scattering of the.p or xd on the molecules of the
anisotropic, especially if only a few rotational transitions target gas. The energy distributions which were compared
take place. Some examples of the differential moleculaiith experiment had to be chosen within the limitations of
cross sections for the scatteripgp+H, andud+D, have  computational power available for testing the assumed forms
been discussed in Re#3]. for the distributions. At “low” pressures about 100 mbar,
The present Monte Carlo simulations of the diffusion pro-the initial energy distributions were dominant in producing
cessesup+H, and up+D, have been performed in the the observed results. At higher pressures the scattering of the
laboratory system. The molecular differential cross sectiong,p or ud dominated the observed data.
[41,43, calculated in the molecular c.m. system, have been Wwith regard to the initial energy distributions, thed
used to derive the laboratory partial differential cross secdata showed that the two initial energy distributions which

tions (1). These cross sections have been averaged at tergre characterized by single parameters, i.e., #fanction
perature 300 K over the Boltzmann distribution of the initial and single Maxwell distributions, both give poor fits to

rotational levels and over the directions and values of velocithe data. Better fits were obtained from a power energy
ties of the target molecules described by the Maxwell distridistribution E~ (with high-energy cutoff and from the
bution. For energies greater than a few eV, the doubled valdouble Maxwell distribution with a thermal component. Fur-
ues of the nuclear differential cross secti¢@8] have been  thermore, the mean energy of the nonthermal component of
used when calculating the laboratory molecular cross seghe double Maxwell distribution was sensitive to target
tions. gas pressure, rising smoothly from about 1.4 eV at 94
The accuracy of the molecular cross sections depends afibar pressure to 3.0 eV at 1520 mbar. This fact, plus the
the accuracy of the input nuclear cross secti@®e Sec. observation that the mean kinetic energy traversed a similar
IVA), the accuracy of determination of the effective screenrange of values vs pressure for all tested energy distributions,
ing potential (5), and the errors in the pseudopotentialis in support of the idea that a fast component of muonic
method of estimation of the molecular binding effects. Sincehydrogen energies is produced collisionally by some accel-
the screening potentidb) has been obtained in the second eration mechanism such as Coulomb deexcitation during the
order of the perturbation theory with respect to the parametegascade. Finally, the fact that the molecular fackois 1.02
Jme/m,~ 4, truncation of higher-order terms leads to anfor the double Maxwell(and also the powgrdistribution
error of about 5-10 % of the calculated potential. The influ-gives support to the theoreticald+D , scattering cross sec-
ence of this error on the molecular cross sections depends ajons.
the muonic atom energy. When the energy approaches zero, The situation with regard taup data analysis is not as
the screening interaction is dominant, which leads to the ersatisfactory as fop.d, in the sense tha¢? values for the fits
ror of about 10-20 % in the molecular cross section. At engre substantially larger than unity in all cases. It is true that
ergies of a few eV the potentigb) can be neglected. still for the up case the double Maxwell and power initial
At this time there is no direct estimation of accuracy ofenergy distributions yielgy? values which are substantially
the pseudopotential method used for determination of th@maller than for thes-function or single Maxwell distribu-
molecular binding effects in muonic atom scattering on mol-jgns, giving support to the idea that the power and double
ecules, nor has this problem been solved by another methofjaxwell energy distributions are closer to reality. We also
The Fermi method can be used in the case of muonic atofote that with all the assumed energy distributions the mean
scattering since the nuclear scattering leng8)sare much energy rises from about two eV at 47 mbar to 10 eV at
smaller than the muonic atom wavelengths at low energieg75_750 mbar(lt was noted above that this experiment can-
and also than the radius of the hydrogen molecule. Theot distinguish among mean energies which are above 10—20
pseudopotential method gives good results for neutron scagy )
tering on protons bound in chemical compounds, and there- Nevertheless, withy? values near 2.0, the power and
fore it is expected that this method also gives reasonablgoyble Maxwell fits to theup data are far from satisfactory.
results(error of about 10-20 %in the case of muonic at- gjnce it is reasonable to suppose that the initial energy
oms, though the scattering length8) sometimes depend (istribution at a given pressure is similar in form to the dis-
strongly on collision energyp+Hz, ut+T5). tribution for ud, it is puzzling that those distributions
(double Maxwell, powerprovide poor fits to the.p data, as
indicated byy? values of 1.5-2. As indicated above in Sec.
IIID, the fit can be improved if the singlekp+H, cross
The purpose of the experiment was to acquire and intersections are increased by 20-30 % from the theoretical
pret the data necessary to understand the history of muoni@lues over a restricted collision energy range in the
hydrogen up and ud) atoms formed by stopping negative neighborhood of 0.1-0.4 eV. The screening contribution for
muons in gaseous targets filled with hydrogen or deuteriunthese energies ranges from 130% 0.1 eV} to 25% (at
at pressures between 47 and 1520 mbar. Such pressures 8ré e\). Since in the case of singletp+H, scattering

V. SUMMARY AND CONCLUSIONS
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the signs of the nuclear and electron screening scattering Finally, we note that the best-fit initial energy distribu-
lengths are the same, the presence of electrons leads fions for ud and up atoms indicate that the initial mean
an increase of the molecular cross sections. This effect isnergy of theup is twice that of theud at pressures near
especially strong at lowest energies because the magnitudegso mbar.

of these scattering lengths are comparable. Thus the cross with more intense beams now available at PSl, it should
sections for the procegsp+H,, calculated in Refl37] us-  pe possible to investigagep effects to even lower pressures.
ing a smaller screening potential, would give worse fits thanrhe higher-energy component to the velocity distributions
the molecular cross sections used in this paper. However, thﬂay be studied with foil coating of a lo&-element so that
fitting results cannot be fully ascribed to the inaccuracy Ofmuonic x rays can be used to give superior timing accuracy

the screening pot_ential. Another possible explanation is th% the transfer signal. It is to be noted, however, that the
the pseudopotential method may not work very accurately in ' '

i X . : > _results of this experiment already indicate that e scat-
the region of the hyperfine cusp in the singlet cross section. . . , L
Nevertheless, the calculated molecular cross sections lead @'ing Cross sections and'velocny dIStI’IbU"[IOhS are known
the best fits compared to those obtained with nuclear Oyvell enqugh for t_he planning of the experiments on muon
atomic cross sections, and the binding effects increase tHe2Pture in deuterium gas.
total molecular cross sections by 30% at 0.1 eV and 8% at
0.4 eV.
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