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Resonance interference and absolute cross sections in near-threshold electron-impact excitation
of the 3s? 1S—3s3p 3P and 3s? 1S—3s3p !P transitions in Ar &%

Y-S. Chung, N. Djuri¢ B. Wallbank’,k and G. H. Dunh
JILA, National Institute of Standards and Technology and the University of Colorado, Boulder, Colorado 80309-0440

M. E. Bannister
Physics Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 37831-6372

A. C. H. Smith
University College London, London WCI1E 6BT, United Kingdom
(Received 3 September 1996

Strong resonance features were observed in the near-threshold excitatiof "of Aksolute total cross
sections for electron-impact excitation of the?3'S—3s3p 3P° and %2 1S—3s3p P° transitions in AP*
were measured by using the merged electron-ion beams energy loss technique. The results are compared with
the R-matrix close-coupling theoryCCR) and the independent-process isolated-resonance distorted-wave
approximation. Observed disagreement between CCR theory and experiment at the near-threshold peak for the
3s? 1S3s3p 3P° transition is interpreted to be due to very sensitive resonance interference.
[S1050-294®@7)05603-5

PACS numbe(s): 34.80.Kw

[. INTRODUCTION Coulomb field, and closely related resonances are also found
in cross sections for electron-ion ionizatipf] and dielec-
Modeling and diagnostics of nonequilibrium plasmas re-tronic recombinatior{5]. It is significant that most of the
guire cross sections for the multitude of collision processegxperimental excitation resul{$] to date either have not
that occur. In hot plasmas electron-ion collisions are of parshown resonance structure or have presented weak tests of
ticular importance. Thus, it has long been a ddalof fusion  the resonance theory.
physicists[2], astrophysicists, and others concerned with Influenced by theoretical calculatiofig] on Kr®*, which
these plasmas to obtain reliable cross sections. Physicisshiowed strong resonance structure near the excitation thresh-
have responded by developing theoretical methods to prasld, we conducted earlier experimental measuremeéiten
duce cross sections, and with modern computers they atbat species and did indeed observe robust resonance fea-
able to generate vast quantities of the required data. Theires. However, the data did not match the original theoreti-
huge effort of the Opacity Project is one prominent recental calculations, and it was only after additional effects were
example[3]. Accompanying this theoretical endeavor, for included that the calculatiod9] were brought into line with
more than thirty years there has been synergistic effort bypur experimental results. This, for the first time, confirmed
experimental physicists to measure a reasonable number ekperimentally an important point that Griffet al.[10] had
cross sections to test the theoretical results. This paper is ofiade: that there is extreme sensitivity of the interference of
that nature, and, unusually when compared to other experresonances to the exact energies of the resonances, and cau-
mental measurements of electron-ion excitation, reports oltion should be exercised in using theoretical results with such
servations of resonances and the implications of interferresonances. However, as Gorczytal. [9] pointed out, the
ences of the resonances. Kr®* calculations were complicated by the existence of a
In the specific case of electron-impact excitation, tens ofull 3d shell and by the fact that relativistic operators are
thousands of cross sections are available from the theoreticedsponsible for roughly 1-eV shifts in the relative target en-
work. They frequently exhibit the striking characteristic thatergies. Also, there is a 1-eV fine-structure splitting between
numerous resonances are present — one can get the impreis4p(3P, ; ) levels, necessitating a Breit-Pauli treatment of
sion of a forest of resonances from looking at plots of thethe target states. Such complications made it unlikely that
cross sections. These calculated resonances often signifine could expect ready convergence of experiment and
cantly influence the cross section averaged over an energiieory.
distribution, and thus also rate coefficients in a plasma. The It was thus clear that other less complicated examples of
relative importance of resonances is frequently amplified foresonances should be examined experimentally and com-
nondipole transitions. Such resonances are a feature of thgared with theory to determine the extent of resonance inter-
ference. Again guided by indications of thediy1,12, the
present work on A$" was undertaken with this goal in
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ELECTRON POSITION SENSITIVE forward velocity comparable to those which have been in-
DEMERGER , INTERACTION R elastically scattered.
APERTURES / REGION Exe lons are bent through 90° and collected in a Faraday cup.
/ §<—£E Signal collected at the PSD is accompanied by high back-
* NS grounds from both the electron and ion beams due primarily
e— Tl nn/<---r1-§1ll |ON BEAM to beam-gas scattering, but with some component due to
o — |_|,0|N_||7_w~ T \ beam-surface scattering. Both beams are thus chopped in a
; /R DEFLECTORS | phased four-way pattefi4]; signals with position and tim-
! ﬁ 90" 1on  DEMERGER (N ing information are collected in four separate histogram
u\ PEFLECTOR PROBE i\ i ”“\ memories, the data from which are corrected for dead time,
|ON FARADAY MERGER \ g\ EGTRON analyzed, and used to calculate the cross section. The densi-
cup 1ocm aun ties of the two beams;(x,y,z) andH(X,y,z), are measured

at a number(usually sevehof positions along their merge
)f)ath using a fluorescent video profb], and the data are
used to compute the beams’ mutual overlap and form factor
F.
Il. THE EXPERIMENT The excitation cross section at interaction eneggy, in
the center-of-mass system was calculated from the data using
General the equation

We have used the JILA-ORNL merged electron-ion
beams energy loSMEIBEL) technique. Compared with the R
crossed beams fluorescence technique by which most abso- 0(Ecm)= .
lute measurements of electron-impact excitation of positive
ions have been obtaind®,13], MEIBEL has a number of
advantages. The detection sensitivity is a factor of @@  WhereR is the signal count rate from detection of inelasti-
more greater, the electron energy distribution is narrowercally scattered electrons by the PS®the measured PSD
and one can observe not only dipole transitions but also norfletection efficiency, and., »;, I, andl; are the laboratory
dipole transitions. The latter features are especially importarit€locities and currents of electrons and ions of electric

FIG. 1. Schematic view of the merged electron-ion beam energ
loss(MEIBEL) apparatus.
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for the present work on resonances in®Arexcitation. chargee andqe, respectively. The form factdf is given by
Detailed descriptions of the MEIBEL technique and ap-

paratus have been given previouglyl], so we provide only G(x.v.2)dx dvfH(x.v.Z)dx d

an overview here, along with describing improvements and = JG(xy.z)dxdyfH(x.y.2) y 2

changes made since the earlier reports. A schematic diagram JG(xy.7H(xy,2)dx dy dz

of the experimental setup is shown in Fig. 1.

The portion of the apparatus shown in Fig. 1 is immersed The count rates registered in separate histogram memories
in a uniform magnetic field 3 mT). Electrons from the gare(1) electron backgrounB,, plus dark backgrounBy, (2)
electron gun enter a region of crosdedndB fields, which  jon background; plusBy, (3) signalS plusB, plusB; plus
is a trochoidal analyzer called the merger. Here the electrorgd, and (4) By. The background rates are very high com-
performed two cyclotron orbits while undergoing &XB  pared toS so the corrections for dead time of the channel
drift, so that upon exiting the merger the electrons have theates and detector system become very critical as discussed
same vectorial velocity as when they entered but their trajecpreviously[14]. The system as formerly configured was lim-
tory has been moved perpendicular to the entering axisted by a 3.58xs dead time primarily coming from the po-
Along the exiting axis, the electrons merge with arPAion  sjtion computer. To improve the ability to take accurate data
beam from an electron-cyclotron resonan®CR) ion  ith less concern for dead time, the system has been recon-
source. The two beams are essentia”y collinear in the interﬁgured with a low impedance anode in the PSD, a new po-
action region, an electric field free region about 63.5 mMmgjtion computer[16], and a fast first-in-first-out(FIFO)
long. They then pass through the demerger apertures, aftgjjffer between the position computer and the histogram
which they enter another trochoidal analyzére demerger  memories, giving a net dead time in the strobe channel of
that directs the primary electron beam into a Faraday cupp7.a+0.4 ns and in the rate channel of 68.0.1 ns. Thus,
collector. Here also, those electrons, which have undergong this experiment it was possible to measure much higher
inelastic collisions, are dispersed onto a position-sensitiveoynt rates with significantly less uncertainty in the subtrac-
detector(PSD consisting of a pair of microchannel plates tions of the data channels. This represents the most marked

and a resistive anode. This separation of particles is baseghange in the apparatus and technique from that originally
upon theforward velocity as compared to the perpendicular gescriped14].

drift velocity p=E X B/B? in the crossed andB fields.

This last point necessitates special consideration of par-
ticles scattered at an angle, as elastic collisions between the
electrons and ions also occur with a large cross section. The Typically operating values of the experimental parameters
demerger aperturdsee Fig. 1 block those electrons elasti- were electron currents of 200 nA, ion currents of 180 nA,
cally scattered at angles large enough for detection by théorm factors around %10 3 cm, ion energies of 84 and 102
PSD if allowed to pass, i.e., those electrons with residuakeV, and background pressure in the collision chamber of

Procedures and conditions
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2x10 8 Pa (1.5<10 °torr). These gave rise to signal rates algorithm we have used previoudl¥9] yielded the fraction
in the rangeS~100-200 s! accompanied by electron of metastablesf,, to be 0.285-0.022. Hence, measured
background rate®,~7000 s ! and ion background rates cross sections for excitation from thes3'S ground state

B;~6300 s 1. Dark rates were on the order of 100’ had to be corrected by multiplying by 1/{1fm)=1.399.
The typical data protocol involved tuning the ion and
electron beams to achieve minimum backgrounds and to en- Electron backscattering

sure that the beams overlapped reasonably well in front of . . 74
the demerger apertures and that they did not overlap behind 't Was found in our earlier measuremefg9] on Ar _
the apertureso no scattering occurred beyond the demerge]:hat_ne_ar-threshold electr_ons were inelastically scattered pri-
apertures Form factors were then measured. Collection ofMarily in the backward direction in the center-of-mass sys-
data in the four channels proceeded at the particular electrd§™M- This was also found theoreticall{2] and observed
energy until adequate statistical uncertainties were reachd@.14 for other species. Even on a semiclassical basis, it can
(usually for on the order of 30 minThe interaction energy e showr{20] that one expects backscattering near threshold
was then changed by changing the electron energy. The mafpr dipole transitions. At the threshold for excitation, the
netic field and voltages associated with the electron gun, thecattered electron has zero velocity in the center-of-mass
merger, and the demerger were carefully scaled by a fec.m) frame anaV., in the laboratory frame, wheMé. , is
percent, and this produced electron beams of near-identic#the velocity of the center of mass in the laboratory frame. At
shapes. Thus, form factors could be kept effectively constarénergies about threshold, the electron velocity, in the
and were not measured on subsequent data points until thghoratory frame is the vector sum of the veloaity of the
series of energies was finished, at which time another foridcattered electron in the c.m. frame and..,, i.e.,
fac;or was taken. If significant _change had occurred, the datg —u!cosd +V, ., Whered' is the scattering angle in the
series was held suspect and discarded. A number of data rue%p. system. So scattered electrons move forward into the
covering the same energy range were made, and averages o ! . :
three to six measurements at each energy constitute the da gtgctor untily . cosy bec.omes nggaﬂve and larger in m.ag-
etite thanV. .. Thenuv, is negative(the electron moves in

presented heréfor the 77 data points presented here, therd! Yem. T X
were 288 measurements as described the back direction in the laboratory fraiend will not enter

the detector. This limits the above threshold energy for

which one can make measurements without corrections to

the data. Also, at higher scattering energies, scattered elec-

. ) trons with sufficient laboratory velocity perpendicular to the
In order to precisely fix the absolute energy scale for thgyeam axis have large enough cyclotron radii that they may

i_nteraction, the meaSLZJrled absolutle total exqi_tation Cross Sefy intercepted by the demerger apertures.

tions for the AP (3s® 'S—3s3p 'P°) transition were fit- In the present case data were taken at two ion energies as

ted to the convolution of a Gaussian energy distribution of : :

. . . ) noted earlier. The demerger-detector portion of the apparatus
variable width with a step function at 21.17 eV, the Spectroy, ;¢ o dejed using a fully three-dimensional trajectory mod-
scopically determined threshold7] energy (see Sec. lll,

Fig. 3. The fitting gives a full width at half maximum eling program[z;]. To determine needed corrections to the;
(FWHM) interaction-energy spread of 0.20.04 eV, where data, the following procedure was used. The beam density

the uncertainty is at the 90% confidence level of the fittingmformaltlon measured with the beam probe was used to de-

result. A necessary shift in energy was attributed to a «contermine vertical and horizontal line integrals, thus yielding a

tact potential” of about 1.94 V, and this was used for cor-tWo-dimensional density map giving coordinates from which
recting all laboratory electron energies. The FWHM Signal electrons would be starting. At the approximate mid-
interaction-energy spread was used to determine the width &fay position along the merge path, nine positiqoenter

a Gaussian used to convolute theoretical results in order t@nd along two concentric ringsvere chosen in this plane for
compare with experiment. launching test trajectories, and the trajectories were weighted

with the line-integral information. Trajectories were

launched from each position and at intervals of 10° from
lon target purity 0° to 180°, with trajectories at a given angle weighted by the
Hweoretical differential cross section. For each experimental

potential, then momentum analyzed so that only particles oPOint needing correction, approximately 1500 trajectories

fixed M/q=6.667 are in the analyzed beam. As there are n(yvere kl]aungh]?d, arr:d fthe frac'gon of gete%to[] “hi?” to t_ota(lj
other likely impurity species with thisd/q, the beam is aunches define the fraction detected and thus determined a

deemed pure of other nuclear species. However, thEOrrection factor. _ , _

3s3p 3P° state is metastable and there may be a substantial Of course, the greater. , is, the greater the interaction
fraction of the ions in this state, thus making a mixed target®Nergy can be before any corrections are called for. This is
The metastable content was measured by routingsame shown in F_|g. .2. Figure @) shows the _measur.ed Cross sec-
ion beam into the ORNL crossed beams apparft@and  tion for excitation of the®P° state at an interaction energy of
measuring the apparent ionization cross section of the targdt+40 e\/. No corrections were necessary, since in both cases
ions. The ionization signal observed below the energy/cm>ve- IN Fig. 2b) the interaction energy is 15.46 eV,
threshold for ionizing ground-state ions could be attributecand at 84 keV ion energyy.m<v, while at 102 keV

to the metastable ions. Analyzing the resulting data using th¥.,>v.. The square point in this figure represents the

Interaction energy

lons from the ECR source are accelerated through a fixe
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FIG. 2. Cross section fors§ 'S—3s3p °P° transition in elec- FIG. 3. Cross section vs. center-of-mass interaction energy for

tron bombardment of A¥* measured at two different ion energies electrons bombarding AF and producing the transition

(@ Ecm=14.40 eV;(b) E.,=15.454 eV. In(b) the point repre-  3s? 1S3s3p 1P°. Points represent average experimental values,

sented by the square has been corrected for backscattering as digid the bars are representative of relative uncertainties at 90% con-

cussed in the text. fidence level. The bars on the point at 21.75 eV shown as an open
circle represent expanded combined absolute uncertbirag dis-

) ) ) cussed in the text. The solid curve is a convolution of a Gaussian of
cross section at 84 keV ion energy after being corrected byjigth 0.24 eV FWHM with CCR theory from Ref§12] and[25].

the procedure described above., anq is seen to agree well Withpints above 21.65 eV have been corrected for electron backscatter-
the uncorrected point taken with higher center-of-mass veing as discussed in the text.

locity. Using only data taken at 102 keV for the higher in-

teraction energies, it was necessary to make corrections

greater than 10% for only about 30% of the points for thestates as there. However, the level did not change signifi-
1po excitation and less than 7% of the points for the°  cantly when changing the ion energy from 102 to 60 keV,
excitation. For the 8 'S—3s3p P transition the correc- giving a 30% change in transit time from the ion source to
tion factors increase from 1 at 21.65 eV to 1.59 at 22.75 eVcollision region so that the populations of the rogue states
For the 32 1S—3s3p 3P transition, the correction factor should have changed. Similarly, it did not change when the

rises from 1 at 15.61 eV to 1.59 at 16.16 eV. pressure in the beam transit tube was changed by as much as
a factor of 80, nor when slits encountered by the beam in
Spurious signals transit to the collision region were substantially opened up.

This background was large, being the order of magnitude of
the cross section (210 ¢ cn?), but because it was con-
stant, we subtracted it from the data over the relative small
%nergy range from which we report data.

It is well known that colliding charged-particle-beam ex-
periments[22] are susceptible to a number of sources of
unwanted or spurious signals. Thus, background from on
beam’s hitting a surfacée.g., due to photons or electrons
released upon imp3aatnay be modulated by the space charge
of the second beam’s slightly moving the first beam across
the surface. Gas released by one beam'’s impact on a surface The relative uncertainties, which have no correlation be-
may give rise to a beam-gas background change as the sdwveen data points, are determined by the quadrature sum of
ond beam encounters the gas. Beam-beam elastic scatteringcertainties resulting from counting statistics and uncertain-
has already been mentioned. An incorrect value of dead timties in the correction§20% of the correctionfor the incom-
may give the appearance of a signal when channel subtraplete collection of signal as determined by the SIMION mod-
tions are performed. Finally, it is possidl#4] that the target eling as described above. Total relative uncertainties are
ion beam has a very small fraction of particles in excitedpresented at a 90% confidence level. The expanded com-
states or high Rydberg states which ionfaed thus give off bined absolute uncertainf23] U at a similar(90%) level of
detectable electronswith an unusually large cross section confidence includes systematic uncertainties, which do not
when an electron collision occurs. It has become routine foaffect the relative shape of the data. Thus, added in quadra-
us to make extensive tests for these effects in our collidingture to the relative uncertainties are uncertainties resulting
beam experiments, the most telling test being the presence tnom the metastable content of the ion beéfi%), spatially
absence of “signal” below the energy threshold for the pro-delimiting the signal on the PSD3%), spurious signals
cess being examined. (12%) [this value does not include an uncertainty in #d

In this experiment, despite extensive tests including apsumptionthat this background could be subtradtesignal
propriate changes of variables, there was a persistemt  detection efficiency(4%), form factor (10%), and currents
stantapparent signal below each threshold investigated thatl% each of the electron and ion beams. Uncertainties in
could not be identified. Because it seemed to similar to thé>SD dead time and in the particle velocities were negligible
background encounteréd4] with O°*, it was thought to be in the scale of other uncertainties. A coverage factor,
most likely due to long-lived autoionizing or high Rydberg k=1.7, was used to make systematic uncertainties compa-

Uncertainties
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FIG. 5. Cross section vs center-of-mass interaction energy for
FIG. 4. Theoretical cross section vs center-of-mass interactioff/€crons ~ bombarding A7 and producing the transition

2 1 2 H H H
energy for electrons bombarding & and producing the transition 35 >~ 3S3P “P°. Points are measured and bars are as in Fig. 3.
3s? 15-.3s3p 3P°. The curve is adapted from CCR results from The solid curve is a convolution of a Gaussi@24 eV FWHM
Refs.[12] and[25] with CCR theory from Refs[12] and[25]. The dashed curve is a

similar convolution with IPIRDW approximation theory from the
same references.

rable to 90% CL. The typical values bf are 22%(singlet to

singled and 29%(singlet to triplej.
the unconvoluted resul{®5] of the CCR(8 state calcula-

tion for this transition are presented.
IIl. EXPERIMENTAL RESULTS . . .
The experimental result24] are shown in Fig. 5; the
3s? 15 3s3p 1P° points include relative uncertainties at 90% CL and the ex-

The results for excitation of the dipole-allowed transition P2nded combined absolute uncertainty is shown on the point
are presentef4] graphically in Fig. 3. The solid curve in at 14.52 eV. The solid curve represents a convolution of the
Fig. 3 represents thR-matrix close couplingCCR) calcu- 0.24 eV FWHM int_era(_:tion energy distribution with the
lation by Badnellet al. [12,25 convoluted with a Gaussian CCR res_ults shown in Fig. 4 The.dash.ed curve represents a
electron energy distribution of 0.24 eV. The bars on theconvpluﬂon of the energy d.|str|but|on with resu[ﬂs?,ZFﬂ of
points represent theelative uncertainty at 90% confidence the independent-process isolated-resonance distorted-wave
level. The point at 21.75 eV with an open circle also Showsapproxmatlon(lPIRDW) approximation. There is not much

the expanded combined absolute uncertaintydiscussed difference betwgen the two theories nor between the experi-
above. As discussed in Sec. I, points above 21.65 eV hav ent and theories for the resonance near 15.5 eV. However,

been corrected for backscattering. there is substantial disagreement between the theories for the

The good agreement between the experimental values ar%wer-energy resonance, and quite surprisingly and fortu-

the convoluted theoretical curve is seen to be within 5_10%|’tously the experiment agrees much more closely with the

and generally within even relative uncertainties. Here, théesé SthhIfStt}]]C3ted. IPIRDW results.h i Fid 5 Its f

direct excitation dominates and there is little opportunity to ach ot the major resonances snown in Fig. 5 resufts irom
evaluate resonances in this transition. Though the thedy convolu.t|on Over groups of resonances as can be seen _by
shows a pair of “high” resonances near 22.6 and 22.8 ey comparing Figs. 4 and 5. The message of this paper lies in

they are so narrow that when convoluted with the energ))he comparison be_tween the_ experiment and theory and the
r(?fforts of the theorist$25] to investigate the reason for the

rﬂ'gscrepancies between the CCR calculation and the measure-

feature is shifted to lower energies, but with the larger unMeNts: They repeated the 8-state CCR calculation a number

certainties in this energy region occasioned by the backgf times, each time adjusting the separation between the

scattering corrections, it is really possible only to speculate?hreShOId energies of the upper levels of°’Arto which the

Since the functional form of the cross section here is rathe?trongest of these resonant states are attached. They found

plain, the data serve well to locate the absolute energy anttjj‘at these changes in resonant positions had a relatively
establish the width of the electron energy distribution. small effect on the upper resonances centered about 15.5 eV,

but that these variations had a large effect on the lower reso-
nances centered at 14.5 eV. Clearly, the magnitude of these
low-lying resonances are sensitive to the interaction between

For the 3? 1S—3s3p 3P° transition, calculations reveal the resonant states and, of course, these interactions are de-
that quite the opposite is true with respect to the relativependent on the separation between resonances. This makes
importance of resonances. That is, the direct excitation igccurateab initio calculations of the resonances contribution
predicted[12,25 to be from 30 to 100 times smaller than to the cross section much more difficult, and demonstrates
some of the stronger resonances, and the resonances are wile importance of additional experimental measurements for
enough that they dominate. This can be seen in Fig. 4 wherguch cases.

3s? 1S 3s3p 3pP°
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