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Resonance interference and absolute cross sections in near-threshold electron-impact excitatio
of the 3s2 1S˜3s3p 3P and 3s2 1S˜3s3p 1P transitions in Ar 61
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Strong resonance features were observed in the near-threshold excitation of Ar61. Absolute total cross
sections for electron-impact excitation of the 3s2 1S→3s3p 3Po and 3s2 1S→3s3p 1Po transitions in Ar61

were measured by using the merged electron-ion beams energy loss technique. The results are compared with
the R-matrix close-coupling theory~CCR! and the independent-process isolated-resonance distorted-wave
approximation. Observed disagreement between CCR theory and experiment at the near-threshold peak for the
3s2 1S→3s3p 3Po transition is interpreted to be due to very sensitive resonance interference.
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I. INTRODUCTION

Modeling and diagnostics of nonequilibrium plasmas
quire cross sections for the multitude of collision proces
that occur. In hot plasmas electron-ion collisions are of p
ticular importance. Thus, it has long been a goal@1# of fusion
physicists @2#, astrophysicists, and others concerned w
these plasmas to obtain reliable cross sections. Physi
have responded by developing theoretical methods to
duce cross sections, and with modern computers they
able to generate vast quantities of the required data.
huge effort of the Opacity Project is one prominent rec
example@3#. Accompanying this theoretical endeavor, f
more than thirty years there has been synergistic effort
experimental physicists to measure a reasonable numb
cross sections to test the theoretical results. This paper
that nature, and, unusually when compared to other exp
mental measurements of electron-ion excitation, reports
servations of resonances and the implications of inter
ences of the resonances.

In the specific case of electron-impact excitation, tens
thousands of cross sections are available from the theore
work. They frequently exhibit the striking characteristic th
numerous resonances are present — one can get the im
sion of a forest of resonances from looking at plots of
cross sections. These calculated resonances often sig
cantly influence the cross section averaged over an en
distribution, and thus also rate coefficients in a plasma.
relative importance of resonances is frequently amplified
nondipole transitions. Such resonances are a feature o
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Coulomb field, and closely related resonances are also fo
in cross sections for electron-ion ionization@4# and dielec-
tronic recombination@5#. It is significant that most of the
experimental excitation results@6# to date either have no
shown resonance structure or have presented weak tes
the resonance theory.

Influenced by theoretical calculations@7# on Kr61, which
showed strong resonance structure near the excitation thr
old, we conducted earlier experimental measurements@8# on
that species and did indeed observe robust resonance
tures. However, the data did not match the original theor
cal calculations, and it was only after additional effects we
included that the calculations@9# were brought into line with
our experimental results. This, for the first time, confirm
experimentally an important point that Griffinet al. @10# had
made: that there is extreme sensitivity of the interference
resonances to the exact energies of the resonances, and
tion should be exercised in using theoretical results with s
resonances. However, as Gorczycaet al. @9# pointed out, the
Kr 61 calculations were complicated by the existence o
full 3d shell and by the fact that relativistic operators a
responsible for roughly 1-eV shifts in the relative target e
ergies. Also, there is a 1-eV fine-structure splitting betwe
4s4p(3P0,1,2) levels, necessitating a Breit-Pauli treatment
the target states. Such complications made it unlikely t
one could expect ready convergence of experiment
theory.

It was thus clear that other less complicated example
resonances should be examined experimentally and c
pared with theory to determine the extent of resonance in
ference. Again guided by indications of theory@11,12#, the
present work on Ar61 was undertaken with this goal in
mind. Strong dielectronic resonances near threshold are
dicted by theory for the transition 3s2 1S→3s3p 3Po, and
this intercombination excitation is examined as well as
dipole-allowed 3s2 1S→3s3p 1Po excitation.
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55 2045RESONANCE INTERFERENCE AND ABSOLUTE CROSS . . .
II. THE EXPERIMENT

General

We have used the JILA-ORNL merged electron-i
beams energy loss~MEIBEL! technique. Compared with th
crossed beams fluorescence technique by which most a
lute measurements of electron-impact excitation of posi
ions have been obtained@6,13#, MEIBEL has a number of
advantages. The detection sensitivity is a factor of 103 ~or
more! greater, the electron energy distribution is narrow
and one can observe not only dipole transitions but also n
dipole transitions. The latter features are especially impor
for the present work on resonances in Ar61 excitation.

Detailed descriptions of the MEIBEL technique and a
paratus have been given previously@14#, so we provide only
an overview here, along with describing improvements a
changes made since the earlier reports. A schematic diag
of the experimental setup is shown in Fig. 1.

The portion of the apparatus shown in Fig. 1 is immers
in a uniform magnetic field (;3 mT!. Electrons from the
electron gun enter a region of crossedE andB fields, which
is a trochoidal analyzer called the merger. Here the electr
performed two cyclotron orbits while undergoing anE3B
drift, so that upon exiting the merger the electrons have
same vectorial velocity as when they entered but their tra
tory has been moved perpendicular to the entering a
Along the exiting axis, the electrons merge with an Ar61 ion
beam from an electron-cyclotron resonance~ECR! ion
source. The two beams are essentially collinear in the in
action region, an electric field free region about 63.5 m
long. They then pass through the demerger apertures,
which they enter another trochoidal analyzer~the demerger!
that directs the primary electron beam into a Faraday
collector. Here also, those electrons, which have underg
inelastic collisions, are dispersed onto a position-sensi
detector~PSD! consisting of a pair of microchannel plate
and a resistive anode. This separation of particles is ba
upon theforward velocity as compared to the perpendicu
drift velocity r5E3B/B2 in the crossedE andB fields.

This last point necessitates special consideration of
ticles scattered at an angle, as elastic collisions between
electrons and ions also occur with a large cross section.
demerger apertures~see Fig. 1! block those electrons elast
cally scattered at angles large enough for detection by
PSD if allowed to pass, i.e., those electrons with resid

FIG. 1. Schematic view of the merged electron-ion beam ene
loss ~MEIBEL! apparatus.
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forward velocity comparable to those which have been
elastically scattered.

Ions are bent through 90° and collected in a Faraday c
Signal collected at the PSD is accompanied by high ba
grounds from both the electron and ion beams due prima
to beam-gas scattering, but with some component due
beam-surface scattering. Both beams are thus chopped
phased four-way pattern@14#; signals with position and tim-
ing information are collected in four separate histogra
memories, the data from which are corrected for dead ti
analyzed, and used to calculate the cross section. The d
ties of the two beams,G(x,y,z) andH(x,y,z), are measured
at a number~usually seven! of positions along their merge
path using a fluorescent video probe@15#, and the data are
used to compute the beams’ mutual overlap and form fa
F.

The excitation cross section at interaction energyEc.m. in
the center-of-mass system was calculated from the data u
the equation

s~Ec.m.!5
R

«U nen i
ne2n i

Uqe2I eI i
F, ~1!

whereR is the signal count rate from detection of inelas
cally scattered electrons by the PSD,« the measured PSD
detection efficiency, andne , n i , I e , andI i are the laboratory
velocities and currents of electrons and ions of elec
chargee andqe, respectively. The form factorF is given by

F5
*G~x,y,z!dx dy*H~x,y,z!dx dy

*G~x,y,z!H~x,y,z!dx dy dz
. ~2!

The count rates registered in separate histogram memo
are~1! electron backgroundBe plus dark backgroundBd , ~2!
ion backgroundBi plusBd , ~3! signalS plusBe plusBi plus
Bd , and ~4! Bd . The background rates are very high com
pared toS so the corrections for dead time of the chann
plates and detector system become very critical as discu
previously@14#. The system as formerly configured was lim
ited by a 3.58-ms dead time primarily coming from the po
sition computer. To improve the ability to take accurate d
with less concern for dead time, the system has been re
figured with a low impedance anode in the PSD, a new
sition computer @16#, and a fast first-in-first-out~FIFO!
buffer between the position computer and the histogr
memories, giving a net dead time in the strobe channe
307.060.4 ns and in the rate channel of 60.760.1 ns. Thus,
in this experiment it was possible to measure much hig
count rates with significantly less uncertainty in the subtr
tions of the data channels. This represents the most ma
change in the apparatus and technique from that origin
described@14#.

Procedures and conditions

Typically operating values of the experimental paramet
were electron currents of 200 nA, ion currents of 180 n
form factors around 331023 cm, ion energies of 84 and 10
keV, and background pressure in the collision chamber

y
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231028 Pa (1.5310210 torr!. These gave rise to signal rate
in the rangeS'100–200 s21 accompanied by electro
background ratesBe'7000 s21 and ion background rate
Bi'6300 s21. Dark rates were on the order of 100 s21.

The typical data protocol involved tuning the ion an
electron beams to achieve minimum backgrounds and to
sure that the beams overlapped reasonably well in fron
the demerger apertures and that they did not overlap be
the apertures~so no scattering occurred beyond the demer
apertures!. Form factors were then measured. Collection
data in the four channels proceeded at the particular elec
energy until adequate statistical uncertainties were reac
~usually for on the order of 30 min!. The interaction energy
was then changed by changing the electron energy. The m
netic field and voltages associated with the electron gun,
merger, and the demerger were carefully scaled by a
percent, and this produced electron beams of near-iden
shapes. Thus, form factors could be kept effectively cons
and were not measured on subsequent data points unti
series of energies was finished, at which time another fo
factor was taken. If significant change had occurred, the d
series was held suspect and discarded. A number of data
covering the same energy range were made, and averag
three to six measurements at each energy constitute the
presented here~for the 77 data points presented here, th
were 288 measurements as described!.

Interaction energy

In order to precisely fix the absolute energy scale for
interaction, the measured absolute total excitation cross
tions for the Ar61 (3s2 1S→3s3p 1Po) transition were fit-
ted to the convolution of a Gaussian energy distribution
variable width with a step function at 21.17 eV, the spect
scopically determined threshold@17# energy ~see Sec. III,
Fig. 3!. The fitting gives a full width at half maximum
~FWHM! interaction-energy spread of 0.2460.04 eV, where
the uncertainty is at the 90% confidence level of the fitt
result. A necessary shift in energy was attributed to a ‘‘co
tact potential’’ of about 1.94 V, and this was used for co
recting all laboratory electron energies. The FWH
interaction-energy spread was used to determine the widt
a Gaussian used to convolute theoretical results in orde
compare with experiment.

Ion target purity

Ions from the ECR source are accelerated through a fi
potential, then momentum analyzed so that only particles
fixedM /q56.667 are in the analyzed beam. As there are
other likely impurity species with thisM /q, the beam is
deemed pure of other nuclear species. However,
3s3p 3Po state is metastable and there may be a substa
fraction of the ions in this state, thus making a mixed targ
The metastable content was measured by routing the~same!
ion beam into the ORNL crossed beams apparatus@18# and
measuring the apparent ionization cross section of the ta
ions. The ionization signal observed below the ene
threshold for ionizing ground-state ions could be attribu
to the metastable ions. Analyzing the resulting data using
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algorithm we have used previously@19# yielded the fraction
of metastablesf m to be 0.28560.022. Hence, measure
cross sections for excitation from the 3s2 1S ground state
had to be corrected by multiplying by 1/(12 fm)51.399.

Electron backscattering

It was found in our earlier measurements@20# on Ar71

that near-threshold electrons were inelastically scattered
marily in the backward direction in the center-of-mass s
tem. This was also found theoretically@12# and observed
@8,14# for other species. Even on a semiclassical basis, it
be shown@20# that one expects backscattering near thresh
for dipole transitions. At the threshold for excitation, th
scattered electron has zero velocity in the center-of-m
~c.m.! frame andVc.m. in the laboratory frame, whereVc.m. is
the velocity of the center of mass in the laboratory frame.
energies about threshold, the electron velocity,ve in the
laboratory frame is the vector sum of the velocityve8 of the
scattered electron in the c.m. frame andVc.m., i.e.,
ve5ve8cosu81Vc.m., whereu8 is the scattering angle in th
c.m. system. So scattered electrons move forward into
detector untilve8cosu8 becomes negative and larger in ma
netite thanVc.m.. Thenve is negative~the electron moves in
the back direction in the laboratory frame! and will not enter
the detector. This limits the above threshold energy
which one can make measurements without correction
the data. Also, at higher scattering energies, scattered e
trons with sufficient laboratory velocity perpendicular to t
beam axis have large enough cyclotron radii that they m
be intercepted by the demerger apertures.

In the present case data were taken at two ion energie
noted earlier. The demerger-detector portion of the appar
was modeled using a fully three-dimensional trajectory m
eling program@21#. To determine needed corrections to t
data, the following procedure was used. The beam den
information measured with the beam probe was used to
termine vertical and horizontal line integrals, thus yielding
two-dimensional density map giving coordinates from whi
signal electrons would be starting. At the approximate m
way position along the merge path, nine positions~center
and along two concentric rings! were chosen in this plane fo
launching test trajectories, and the trajectories were weigh
with the line-integral information. Trajectories wer
launched from each position and at intervals of 10° fro
0° to 180°, with trajectories at a given angle weighted by
theoretical differential cross section. For each experime
point needing correction, approximately 1500 trajector
were launched, and the fraction of detector ‘‘hits’’ to tot
launches define the fraction detected and thus determin
correction factor.

Of course, the greaterVc.m. is, the greater the interactio
energy can be before any corrections are called for. Thi
shown in Fig. 2. Figure 2~a! shows the measured cross se
tion for excitation of the3Po state at an interaction energy o
14.40 eV. No corrections were necessary, since in both c
Vc.m..ve8 . In Fig. 2~b! the interaction energy is 15.46 eV
and at 84 keV ion energy,Vc.m.,ve8 while at 102 keV
Vc.m..ve8 . The square point in this figure represents t
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55 2047RESONANCE INTERFERENCE AND ABSOLUTE CROSS . . .
cross section at 84 keV ion energy after being corrected
the procedure described above, and is seen to agree well
the uncorrected point taken with higher center-of-mass
locity. Using only data taken at 102 keV for the higher i
teraction energies, it was necessary to make correct
greater than 10% for only about 30% of the points for t
1Po excitation and less than 7% of the points for the3Po

excitation. For the 3s2 1S→3s3p 1P transition the correc-
tion factors increase from 1 at 21.65 eV to 1.59 at 22.75
For the 3s2 1S→3s3p 3P transition, the correction facto
rises from 1 at 15.61 eV to 1.59 at 16.16 eV.

Spurious signals

It is well known that colliding charged-particle-beam e
periments@22# are susceptible to a number of sources
unwanted or spurious signals. Thus, background from
beam’s hitting a surface~e.g., due to photons or electron
released upon impact! may be modulated by the space char
of the second beam’s slightly moving the first beam acr
the surface. Gas released by one beam’s impact on a su
may give rise to a beam-gas background change as the
ond beam encounters the gas. Beam-beam elastic scatt
has already been mentioned. An incorrect value of dead t
may give the appearance of a signal when channel sub
tions are performed. Finally, it is possible@14# that the target
ion beam has a very small fraction of particles in excit
states or high Rydberg states which ionize~and thus give off
detectable electrons! with an unusually large cross sectio
when an electron collision occurs. It has become routine
us to make extensive tests for these effects in our collidi
beam experiments, the most telling test being the presenc
absence of ‘‘signal’’ below the energy threshold for the p
cess being examined.

In this experiment, despite extensive tests including
propriate changes of variables, there was a persistentcon-
stantapparent signal below each threshold investigated
could not be identified. Because it seemed to similar to
background encountered@14# with O51, it was thought to be
most likely due to long-lived autoionizing or high Rydbe

FIG. 2. Cross section for 3s2 1S→3s3p 3Po transition in elec-
tron bombardment of Ar61 measured at two different ion energie
~a! Ec.m.514.40 eV;~b! Ec.m.515.454 eV. In~b! the point repre-
sented by the square has been corrected for backscattering a
cussed in the text.
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states as there. However, the level did not change sig
cantly when changing the ion energy from 102 to 60 ke
giving a 30% change in transit time from the ion source
collision region so that the populations of the rogue sta
should have changed. Similarly, it did not change when
pressure in the beam transit tube was changed by as mu
a factor of 80, nor when slits encountered by the beam
transit to the collision region were substantially opened
This background was large, being the order of magnitude
the cross section (2310216 cm2), but because it was con
stant, we subtracted it from the data over the relative sm
energy range from which we report data.

Uncertainties

The relative uncertainties, which have no correlation b
tween data points, are determined by the quadrature sum
uncertainties resulting from counting statistics and uncerta
ties in the corrections~20% of the correction! for the incom-
plete collection of signal as determined by the SIMION mo
eling as described above. Total relative uncertainties
presented at a 90% confidence level. The expanded c
bined absolute uncertainty@23# U at a similar~90%! level of
confidence includes systematic uncertainties, which do
affect the relative shape of the data. Thus, added in qua
ture to the relative uncertainties are uncertainties resul
from the metastable content of the ion beam~10%!, spatially
delimiting the signal on the PSD~3%!, spurious signals
~12%! @this value does not include an uncertainty in theas-
sumptionthat this background could be subtracted#, signal
detection efficiency~4%!, form factor ~10%!, and currents
~1% each! of the electron and ion beams. Uncertainties
PSD dead time and in the particle velocities were negligi
in the scale of other uncertainties. A coverage fact
k51.7, was used to make systematic uncertainties com

dis-

FIG. 3. Cross section vs. center-of-mass interaction energy
electrons bombarding Ar61 and producing the transition
3s2 1S→3s3p 1Po. Points represent average experimental valu
and the bars are representative of relative uncertainties at 90%
fidence level. The bars on the point at 21.75 eV shown as an o
circle represent expanded combined absolute uncertaintyU as dis-
cussed in the text. The solid curve is a convolution of a Gaussia
width 0.24 eV FWHM with CCR theory from Refs.@12# and @25#.
Points above 21.65 eV have been corrected for electron backsca
ing as discussed in the text.
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2048 55Y-S. CHUNGet al.
rable to 90% CL. The typical values ofU are 22%~singlet to
singlet! and 29%~singlet to triplet!.

III. EXPERIMENTAL RESULTS

3s2 1S˜3s3p 1Po

The results for excitation of the dipole-allowed transiti
are presented@24# graphically in Fig. 3. The solid curve in
Fig. 3 represents theR-matrix close coupling~CCR! calcu-
lation by Badnellet al. @12,25# convoluted with a Gaussia
electron energy distribution of 0.24 eV. The bars on
points represent therelative uncertainty at 90% confidenc
level. The point at 21.75 eV with an open circle also sho
the expanded combined absolute uncertainty Udiscussed
above. As discussed in Sec. II, points above 21.65 eV h
been corrected for backscattering.

The good agreement between the experimental values
the convoluted theoretical curve is seen to be within 5–10
and generally within even relative uncertainties. Here,
direct excitation dominates and there is little opportunity
evaluate resonances in this transition. Though the theory@12#
shows a pair of ‘‘high’’ resonances near 22.6 and 22.8 e
they are so narrow that when convoluted with the ene
distribution, they produce only the small lump seen betwe
these energies. The experimental data may suggest tha
feature is shifted to lower energies, but with the larger u
certainties in this energy region occasioned by the ba
scattering corrections, it is really possible only to specula
Since the functional form of the cross section here is rat
plain, the data serve well to locate the absolute energy
establish the width of the electron energy distribution.

3s2 1S˜3s3p 3Po

For the 3s2 1S→3s3p 3Po transition, calculations revea
that quite the opposite is true with respect to the relat
importance of resonances. That is, the direct excitation
predicted@12,25# to be from 30 to 100 times smaller tha
some of the stronger resonances, and the resonances are
enough that they dominate. This can be seen in Fig. 4 wh

FIG. 4. Theoretical cross section vs center-of-mass interac
energy for electrons bombarding Ar61 and producing the transition
3s2 1S→3s3p 3Po. The curve is adapted from CCR results fro
Refs.@12# and @25#.
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the unconvoluted results@25# of the CCR~8 state! calcula-
tion for this transition are presented.

The experimental results@24# are shown in Fig. 5; the
points include relative uncertainties at 90% CL and the
panded combined absolute uncertainty is shown on the p
at 14.52 eV. The solid curve represents a convolution of
0.24 eV FWHM interaction energy distribution with th
CCR results shown in Fig. 4. The dashed curve represen
convolution of the energy distribution with results@12,25# of
the independent-process isolated-resonance distorted-w
approximation~IPIRDW! approximation. There is not muc
difference between the two theories nor between the exp
ment and theories for the resonance near 15.5 eV. Howe
there is substantial disagreement between the theories fo
lower-energy resonance, and quite surprisingly and fo
itously the experiment agrees much more closely with
less sophisticated IPIRDW results.

Each of the major resonances shown in Fig. 5 results fr
convolution over groups of resonances as can be see
comparing Figs. 4 and 5. The message of this paper lie
the comparison between the experiment and theory and
efforts of the theorists@25# to investigate the reason for th
discrepancies between the CCR calculation and the meas
ments. They repeated the 8-state CCR calculation a num
of times, each time adjusting the separation between
threshold energies of the upper levels of Ar61 to which the
strongest of these resonant states are attached. They f
that these changes in resonant positions had a relati
small effect on the upper resonances centered about 15.5
but that these variations had a large effect on the lower re
nances centered at 14.5 eV. Clearly, the magnitude of th
low-lying resonances are sensitive to the interaction betw
the resonant states and, of course, these interactions ar
pendent on the separation between resonances. This m
accurateab initio calculations of the resonances contributi
to the cross section much more difficult, and demonstra
the importance of additional experimental measurements
such cases.

n

FIG. 5. Cross section vs center-of-mass interaction energy
electrons bombarding Ar61 and producing the transition
3s2 1S→3s3p 2Po. Points are measured and bars are as in Fig
The solid curve is a convolution of a Gaussian~0.24 eV FWHM!
with CCR theory from Refs.@12# and @25#. The dashed curve is a
similar convolution with IPIRDW approximation theory from th
same references.
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55 2049RESONANCE INTERFERENCE AND ABSOLUTE CROSS . . .
IV. CONCLUSIONS

Results of this paper emphasize the potential sensitivit
CCR theoretical methods for calculating cross sections
electron-impact excitation of ions when resonances pla
strong role in the excitation. The paper underscores the n
for continued theoretical effort to find ways to determi
resonance locations more accurately in order to improve
correctness of the calculated cross sections. The work
demonstrates the continuing need for close synergism
tween theory and experiment in the quest for reliable cr
sections for modeling of nonequilibrium plasma enviro
ments.
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