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Optical excitation function of H(1s-2p) produced by electron impact from threshold to 1.8 keV
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The optical excitation function of prompt Lyman-radiation, produced by electron impact on atomic
hydrogen, has been measured over the extended energy range from threshold to 1.8 keV. Measurements were
obtained in a crossed-beams experiment using both magnetically confined and electrostatically focused elec-
trons in collision with atomic hydrogen produced by an intense discharge source. A vacuum-ultraviolet mono-
chromator system was used to measure the emitted Lymeadiation. The absolute HE2p) electron
impact excitation cross section was obtained from the experimental optical excitation function by normalizing
to the accepted optical oscillator strength, with corrections for polarization and cascade. Our data are signifi-
cantly different from the earlier experimental results of R. L. Len@l, J. Res. Natl. Bur. Stand. Sect.7RA,
521(1968 and J. F. Williams, J. Phys. 8 1519(1976); 14, 1197(1981), which are limited to energies below
200 eV. Statistical and known systematic uncertainties in our data rangetfe¥t near threshold ta- 2% at
1.8 keV. Multistate coupling affecting the shape of the excitation function up to 1 keV impact energy is
apparent in both the present experimental data and present theoretical results obtained with convergent close-
coupling(CCQO) theory. This shape function effect leads to an uncertainty in absolute cross sections at the 10%
level in the analysis of the experimental data. The derived optimized absolute cross sections are within 7% of
the CCC calculations over the 14 eV-1.8 keV range. The present CCC calculations converge on the Bethe-
Fano profile for H(5-2p) excitation at high energy. For this reason agreement with the CCC values to within
3% is achieved in a nonoptimal normalization of the experimental data to the Bethe-Fano profile. The funda-
mental H(1s-2p) electron impact cross section is thereby determined to an unprecedented accuracy over the 14
eV — 1.8 keV energy ranggS1050-294{@7)02202-9

PACS numbse(s): 34.80.Dp, 39.10tj, 33.20.Ni, 31.15.Ar

I. INTRODUCTION of electron impact excitation. However, as pointed out in
recent reviews by Trajmar and Karjik] and Kinget al.[2],

Atomic hydrogen has been of continuous experimentakignificant discrepancies still remain between available ex-
and theoretical interest for well over half a century. Experi-periments, as well as between experiment and theory. To a
mental measurements of the line spectrum have providelhrge extent this reflects the difficulty in performing experi-
tests for quantum electrodynamics. Hydrogen has played ments with atomic hydrogen, where stable, intense, and well
central role in atomic collision physics, primarily becausequantified beams of the atomic species are difficult to pro-
hydrogen wave functions are exact and therefore a precisduce. It also reflects the difficulties experienced until re-
description of the hydrogen target is available for modelingcently by theorists in the so-called “intermediate-energy”
the collision process. Atomic hydrogen, being the mostregion, away from the threshold region where close-coupling
abundant species, is also of great cosmological interest. calculations are reliable, and away from high energies where

Excitation of atomic hydrogen by electron impact haszero-order approximations are valid.
been a key testing ground for the development of the theory A measurement of the HEE2p) excitation cross section
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(Q1s2p) Was carried out almost 40 years ago by Fite anddards for absolute radiometric calibratidgman der Burgt
Brackmann[3] in a pioneering experiment using a tungstenet al.[15], Shemanskt al. [16]).

furnace to dissociate molecular hydrogen and an oxygen fil- The discrepancy between the data of Latgl. [4] and

ter to isolate the Lymaie radiation. In 1968 Long, Cox, and Williams [6,7] has provoked a sustained debate in the litera-
Smith [4] carried out a similar study, also using a tungstenture. The extensive calculations over the last few decades for
furnace and oxygen filter, and normalized their data to theexcitation of atomic hydrogen have been compiled in the
Born approximation at an energy of 200 eV. These data correcent comprehensive review of Trajmar and Kafiikand
respond to observations of Lyman¥adiation at 90° to the will not be repeated here. There are two fundamental ap-
electron beam and require a correction for the effect of poproaches to the electron scattering problem: a perturbative
larization in order to obtain full integral cross sections.approach which is generally accurate at high energies and
McGowan, Williams, and Curleyf5] published measure- extends down to the intermediate regidthe various
ments of the H(&-2p) cross section in the threshold region distorted-wave Born approximatiot®WBA2) of Madison
primarily to observe the resonance structure. Finally, Will-and co-worker¢Madison[14], Bubelevet al.[17]) are good
iams [6,7] reported absolut®;s,, Cross section measure- examples of this approagha nonperturbative approach,
ments for energies between threshold and 13 eV, and for §25€d on an expansion of the scattering wave function in

single energy at 54.4 eV, calibrating the radiometric systen{e™s of a suitable set of basis staftre R-matrix approach
of Burke and co-workergBurke et al. [18]), and various

in terms of the quantum yield of a freshly evaporated alumi-
num film and using a phase-shift analysis of the elastic sca . . X ) .

. . . heoretical data in the intermediate-energy range are likely to
tering to determine the target hydrogen density. be th turbative convergent close-couplibgC) cal-

Because of an extended energy range, the data of Lon © e nonperturbaiv verg uplng L

h : lations of Bray and Stelbovid4 9], whose results lie sig-

etal. [4] havg been _Of greatest interest and the subject o ificantly below the Williams datum at 54.4 eV but above
much analysis by different authors. van Wyngaarder_l a”‘{jhe scaled8] Long et al. [4] data. The accuracy of these
Walters[8] corrected the Longt al. [4] data at all energies c4jcyjations has been testid®] by progressively increasing
using Ott, Kauppila, and Fite]@] values of polarization and the |aguerre basis expansion of the total wave function,
Morrison and Rudge’$10] estimates of cascade from higher gemonstrating an uncertainty of only a few percent in the
lying levels up ton=5. van Wyngaarden and Waltel8] integrated cross sectiorfsee Ref[20] for a review of the
then normalized the data by scaling the resulting experimeneCC methodt These CCC calculations are supported in
tal value to their theoretical value at 200 eV. Heddle andvarying degrees by the multi-pseudo-state calculations of
Gallagher[11] considered the normalization of the Long Callaway and Unnikrishnarf21], van Wyngaarden and
et al. data[4] by correcting for cascade at higher energiesWalters[8,22], Scottet al. [23], the second-order distorted-
using the Born coefficients of Vainshtdih2] and by devel- wave Born approximation calculations of Kingston and
oping a procedure to extrapolate the experimental data ontoWalters[24], and Bubeleet al.[17], and the unitarized ei-
Bethe-Fand 13] plot. They produced corrected values andkonal Born serie§UEBS) calculations of Byroret al. [25],
suggested that these data represent an upper limit to the tras shown in Fig. 1.
cross section, because of the remaining uncertainty in con- In order to resolve these outstanding discrepancies be-
vergence to the Born high-energy dependence. Madiséh tween the few available experiments, and between experi-
also discussed theoretical evidence suggesting that the Lomgent and theory, we report here a comprehensive measure-
et al. [4] data should be reduced by approximately 5% be-ment of the prompt H Lymame optical excitation function
cause of the inadequacy of the Born approximation at 20@roduced by electron impact from threshold to 1.8 keV, to-
eV where their data were initially normalized. All of these gether with CCC calculations performed over this extensive
analyses have led to various “corrected” forms of the dataenergy range. The raw experimental data correspond to ob-
of Long et al. [4]. Thus, at the theoretically interesting en- servations of the Lyman- signal at an angle of 90° to the
ergy of 54.4 eV, the Longt al. [4] value forQ,,, (inter- incident electron beam direction and have to be corrected for
polated from their data at 48.6 eV and 68.6)é¥/quoted as polarization of the radiation, as well as cascade from higher
0.708 a.u(van Wyngaarden and Walte[8]) and 0.789 a.u. states.
(Heddle and Gallaghdi1]). Error bars in the original Ref. Several aspects of our measurements are significant.
[4] values forQ;,, near 54.4 eV are stated &s1.4%. (1) The extension of the excitation function measurements

Comparison of the absolute measurements of Williamaip to an energy of 1.8 keV allows a significantly closer ap-
[6,7] and the cross sections of Lomg al. [4] shows that at proach to the dominance of the zero-order term in the first
54.4 eV the cross section datum of Willam®4,, Born approximation.
=0.888+0.076 a.u. lies significantly higherfrom 13% to (2) The present experimental approach uses a modern,
25%) than any of the corrected Loreg al.[4] values. While  efficient source of atomic hydrogen capable of producing
in the context of experimental collision physics this may notatom densities three orders of magnitude greater than those
seem a large divergence, given the combined error bars amsed in the earlier experimental work.
the two measurements, this discrepancy is nevertheless (3) In contrast to previous work, where an oxygen filter
viewed as significant, in part because the measurement @fas used to isolate the Lymandine, wavelength selection
excitation functions of atomic hydrogen has fundamental imis achieved using &vacuum-ultraviolet monochromator.
portance for the development of theoretical models, and als®his not only accurately isolates the Lymanemission, but
in part because of the importance of thes{ap) Lyman« also greatly increases the accuracy of the determination of
cross sections for H and Hin providing secondary stan- the molecular contribution to the observed photon signal.

close-coupling calculations are examgléishe most accurate
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Thus an absolute measurement of the intersijtyadiated in

10 | ‘ all directions gives the integrated cross section, provided the
09 k- | other experimental parameters in Efj) are known. In gen-

_ ] eral the upper leve| is populated indirectly by radiative
08 - . cascade, as well as directly from stateThus to obtain the

- direct integral cross section for excitatio®;) from the
0.7+ 7 ground state, it is necessary to make corrections for cascade

I ] transitions.

3 06 | ] The rate of photon emission at an angl¢o the electron
< o5 i beam is given by
® o4t - I, [1-P cog6

* =2 TP ) @
03 -

02 b - whereP is the polarization of the emitted radiation and char-

— acterizes the anisotropy of the emission process. The present
0.1~ 7 experimental geometry involves observations at 90°. Thus
00' L] we obtain
T 102 10°

E (eV) |J|:47T|J|(90°)(1_P/3) (3)

FIG. 1. Summary plot of theoretical H§12p) cross sections. A measurement of;;(90°) yields an apparent cross section
The calculation methods can be categorized into various apQ;(90°) which must be corrected to obtain the true inte-
proaches: Born approximatigsolid curveé [Eq. (98)]; present con-  grated cross section.
vergent close couplingCCO) calculations(open circley multi- It is not possible to determine all the factors in Ei)
pseudo-state calculations of van Wyngaarden and Wdal&2?]  absolutely, requiring a suitable normalization procedure in
(open squargs Scottet al. [23] (up triangleg, Callaway and Unni-  order to place the relative measurements on an absolute
krishnan[21] (dots9; second-order distorted-wave Born approxima- scale. One of the most widely used techniques for this pur-
tion (DWBA2) calculations of Kingston and Waltef24] (open  pose is to normalize the data to the Born approximation at
diamonds, Bubelevet al. [17] (pluses; unitarized eikonal Born  gyfficiently high energy where its validity is assumed while
series(UEBS) calculations of Byroret al. [25] (down triangles ensuring that the electron and atom beam overlap does not

) o vary significantly as the incident electron energy is ramped

(4) We have used a stable, high efficiency Lymarie-  from higher to lower energies. Two different techniques us-

tector based on a cesiated channeltron with a quantum effing this basic approach are presented in the analysis of the

ciency of 15% at 121.6 nm. present experiment. A conventional normalization procedure
using a Bethe-Fano plot was applied in the manner described
Il. APPROACH AND THEORETICAL BACKGROUND by Heddle and Gallagh¢i 1] in which the experimental data

N _ . _ are scaled to approach the asymptotic limit at high energy
The determination of integral cross sections for 0pt|callydefined by the Bethe-Fano line. The slope and intercept of
allowed transitions from observations of the radiation emit-

ted at either 90° t the . le” 54.7° with tthis Bethe-Fano line are defined for an uncoupled-2p)
ed at either or at the “magic angle -7 With respec ystem. A normalization procedure using a nine-parameter
to the incident electron beam direction has a long and wel

. : nalytic fitting function which is sensitive to the subtle ef-
established historyHeddle and Gallaghef11], van der f f It lina is al The limit-
Burgt et al. [15], Filipelli et al. [26]). Here we provide a ects of any muitistate coupling is also presented. The limit

brief d i f th thod ing factor in obtaining high accuracy in cross section mea-
riet cescription ot the method. . . surement in this case is the influence of multistate coupling
A beam of hydrogen atoms, effusing from a radio-

. ; : which extends to unusually high energy1 keV) for the
frequency(rf) dissociator, is crossed by a beam of eIectronsH(ls_zp) excitation procesi g oy V)
of variable energy and observations are made of the Lyman- '
a emission at 90° using a vacuum-ultravio(®tJV) mono-

chromator for wavelength selection. At sufficiently low pres- Analytic methods

sures, where radiationless deactivation and self-absorption The first Born approximation for electric dipole excitation

effects can be neglected, a simple relationship relating thgy electron impact is described by Mott and Masg2¥] in
rate of total photon emissidnin a transition from a stateto  the form of the momentum transfer integral,

a final state can be written

:47Ta(2)22J~§max f”(K)dg (43)

|ji:ieniLjS ) @) Qij E min Eijg '

wherei, is the electron beam current in electrons per second,

n; is the number density of the target gasis the effective ~ Where

path length of the electron beam through the target, and

Qji is the integral cross section for the emission process. [=(Ka,)?, (4b)
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Qi where M;; is the dipole matrix element. The relatidBd)
Qij_wiEﬂ_azzzy (40 differs from the equivalent equatiof.6) given in Inokuti

(o)

[28]. In approximation, Eq(8d) reduces to

0. —4 fzmax fi;(K)d¢ 4 Ce
i=dei ] TS (4d) Q1= Cat <2 +Coln(X), (9a)
In these equation®;; is the excitation cross sectioa, is C./C-=0.2021 (9b)
the Bohr radiusz is the nuclear charge of the targEtjs the > ’
energy of the impacting particle in Rydberds;(K) is the Ce/C,=0.7501 (90)
generalized oscillator strength for transition from stat® ’
statej, K is the momentum transfer magnitude, andis C,=4.447. (9d)

the lower state degeneracy. A more convenient working re-

lationship is used in Eqs4c) and(4d) in which the momen- The normalization procedure described in detail by
tum transfer integral is related to the fundamental collisionqeddle and Gallaghdii1] essentially forces the experimen-

strength quantity).
The range of is given by the relations

B (M)Z 1mi m 1]%2
max=2E| 1—§;§+ 1—;2 , (59
B (M>2 1m1l m 1]Y2
Cmin=2E| 1—552— 1—;§ , (5D
E
X:E_ (5C)
ij

X is the dimensionless energy, is the reduced mass of the
collision complex, andn is the mass of the impactor. If the
impacting particle is an electron the relationships reduce to

1 11
{ma 2B X| 2= =gz |, (6a)
_1Ej[,, 11,51 ;
=g x| Maxt et O

Contrary to the statement by Inoky&8], both limits must

be applied to the integral in order to obtain an accurate der

vation of the Born approximationRef. [29]). For the

H(1s-2p) transition, the generalized oscillator strength is

given by[27]

fi(K)=E,x25%x37 10— — (7)

1A 12 (1+20)

The substitution of Eq(7) into Eqg. (4d) yields
Q -C fgmax d{ (83)

P a1+ 40
C,=4wMf, (8b)
M2 Ty (80)
1] EIJ ’
5 14
g 1 1 max
0,,=C5|In +> = , (8

BRI Ty zﬂméé)'p 0

tal collision strength datfplotted against InE) ] to approach

a Bethe-Fano line asymptotically at high energy. The formu-
lation for this Bethe-Fano line is equivalent to relati®@a)

but without theCg term. The slopegdetermined from the
constantC;) is related to the accepted optical oscillator
strength and the energy intercept is fixed using the Born
value of C for an uncoupled system.

In an alternative normalization approach, a modified Born
analytic function is usefl16,3( to fit the collision strength
curve over the entire range of energy. This is given by the
equation

Ce
< T CAn(X),

(10

4
Co
Q; :F+k21 Cy exp(—kCgX) +Cg+

where the additional terms with constai@s—C,, Cg, rep-
resent electron exchange and configuration mixing contribu-
tions to the total collision strength. A resonance component
at threshold6] is not included in Eq(10), but will be treated

in a future papef31]. The analytic fitting technique has ad-
vantages over the conventional Bethe-Fano procedyét
provides a measure of the magnitude of the deviation from
it_he Born approximation at high energies caused by the influ-
ence of multistate coupling, an@) the best fit function uti-
lizes the entire energy range determining the shape function
of the experimental data.

Analysis of the present CCC calculations using Ef)
leads to a range of values of the coefficients, depending on
the high-energy truncation of the data set. This variation as
discussed further below is an indicator both of the heavy
correlation of terms and limitation in accuracy of the CCC
calculations at the few percent level. This fact sets a funda-
mental limit on the ability to obtain independent accurate
experimental measurements of the l4Ap) cross section
through analysis of the shape functiéenergy dependence
of collision strength in spite of the extension of the mea-
surements to 1.8 keV.

The generalized oscillator strengdifig. (7)] is based on
the uncoupled properties of thes-Rp configuration. As we
show below, the &2p excitation function both experimen-
tally and theoretically has the characteristics of a heavily
coupled system that extends over a broad impact energy
range, indicating substantial deviation from the shape of Eq.
(7). The terms in Eq(9a that depend on the shape of the
generalized oscillator strengtl; and Cg, therefore should
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COLLISION CHAMBER | VUV SPECTROMETER
QUADRUPOLE
SOLENOID

ENTRANCE
SLIT
FARADAY CUP

GRATING
H ATOM BEAM &) OPTIC AXIS
(INTO PAPER)

QUADRUPOLE

SOLENOID

|
ELECTRON BEAM
AXIS

Csl COATED
CHANNELTRON
DETECTOR

FIG. 2. Schematic top view of the experimental apparatus showing the electron impact collision chamber in tandem with a 0.2 m VUV
monochromator and Csl-coated channeltron detector. A three element electron gun is shown in which the beam is confined by the axial
magnetic field produced by four solenoids arranged in a quadrupole configuration. This magnetic gun is used for measurements from
threshold to 200 eV. An electrostatic electron d&ig. 3) is used for measurements from 200 to 1800 eV. The atomic H beam is produced
by the rf discharge source shown in Fig. 4. Note that for the present measurements the spectrometer is rotated by 45° about the optic axis
from the indicated orientation, as shown in Fig. 5.

not be regarded as accurate quantities. There is no indicati@quipped with an atomic hydrogen source, in tandem with a
that the optical oscillator strength calculated from the Cou0.2 m vuv monochromatofresolving power 250and Csl-
lomb approximation(Refs.[32,33) is measurably affected coated channeltron detector positioned after the exit slit of
by coupling, and we assume that the valueQyfis accu- the monochromator. Two very different electron guns have
rately determined by Eq9d). been used in the present experiment: a relatively simple three
element gun which uses magnetic field confinement and a six
element electrostatic gun, designed and constructed by Kim-
Nl EXPERIMENT ball Physics, Inc[34]. The magnetic gun, shown in Fig. 2,
was used for low-energy measurements, while the electro-
static gun(Fig. 3) was used for the higher energies. The use
The experimental crossed-beams apparatus is shown schef-two different gun designs is crucial to the success of the
matically in Fig. 2. It consists of an electron impact chamberpresent experiment. To achieve the correct normalization, it

A. Apparatus

FIG. 3. Schematic diagram of the electrostatic
electron gun and associated electrorigd]. A
unipotential tungsten cathode produces an elec-
tron beam of low energy spread-0.3 e\). The

! lens design enables a constant focal plane posi-
tion and spot size to be maintained over the en-
ergy range in which measurements are made
(0.2-1.8 keV. Typical beam currents are-5

0 TO-100v _ pA. The X andY deflectors provide beam steer-
ing capability.
1st
0 TOH500V /LAt
_(2nd 0 TO +500V X=Y
~ @* DED
4 POLE
ENERGY 0 7o +2000v +150 TO -150V
0 TO —2000v

GROUND v A4
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is essential to measure the very weak signals at high energies THE SLEVIN RF DISCHARGE SOURCE
to high accuracy. Since the confining magnetic field traps
secondary electrons from ionization processes, and further
since the magnetic gun design is such that a small number of
low-energy secondaries are inevitably produced from colli-
sions at high energies with the gun apertures, it is essentially
impossible to reach the Born limit at high energies with a
magnetic gun. Thus a well designed electrostatic gun is es-
sential for the high-energy measurements. On the other hand,
it is difficult to maintain a constant beam cross section down
to the lowest energies using an electrostatic gun, and the
experimental signal is sensitive in the present experiment to
any change in the electron-beam—atom-beam overlap. Varia-
tions in the size of the electron beam are minimized by the
use of magnetic field confinement. It should be noted that use
by Ref.[4] of an electrostatic gun at low electron impact
energies was possible since the atomic H target was a beam
of essentially uniform density, eliminating systematic effects

H ATOM BEAM

due to variation in electron beam profile with energy. H0 Ha
The magnetic electron gun and monochromator systems
have been described in detail in earlier publicatif®fs,36]. FIG. 4. Schematic diagram of the rf discharge soufRef.

Thermionic electrons produced by heating a tungsten filaf38]). Molecular hydrogeripurified by passing through a palladium
ment are extracted by a Pierce electrode and extractor lefiiggen is dissociated in a discharge excited within a rf cavity, reso-
combination and accelerated or decelerated by an apertur@nt at 36 MHz. The Pyrex discharge tube is water cooled. A typi-
lens (or anod¢ to achieve the final energy. The electron cal dissociation fraction, measured at the interaction region, is 0.65
beam is collimated by the axially symmetric magnetic field*0.-02.

(60 G produced by a quadrupole solenoid arrangement.

Ramping of the electron beam energy is controlled by a mulmolecules are dissociated in a discharge, excited within a rf
tichannel analyze(MCA), and the data are accumulated in cavity, resonant at 36 MHz. Hydrogen atoms effuse from the
the MCA memory. water-cooled Pyrex discharge tube, past a VUV photon trap,

The electrostatic gun was custom designed as a completnd throu@p a 1 mmecapillary into a field-free interaction
subsystem by Kimball Physics, Inc. and uses a unipotentialegion where they are crossed with the electron beam. Pho-
refractory metal cathode to produce a beam of low-energyons emitted from the interaction region and orthogonal to
spread (0.3 eV). By use of multistaging and a computer- the electron and atom beams are wavelength selected by a
designed zoom lens, a constant focal plane position is mairUV monochromator with slit widths chosen to ensure ad-
tained over the energy range from 10 eV to 2.0 keV, with aequate separation of atomic line emissions. This radiation is
constant spot size~1.3 mm diameterin the range 50— detected by a channeltron, coated with a suitable Csl layer to
1800 eV. The direction of the output beam can be controllegenhance quantum efficiency at 121.6 nm. The effectiveness
by a set ofX andY deflectors. Currents of5 uA are typical  of the photon trap in preventing stray photons, generated
at all energies. Programmable power supplies provide voltwithin the discharge tube, from being detected was verified
ages for all of the gun elements. The entire gun operation iby measuring the spectrum produced in the absence of the
controlled by a personal computéPC) operating in a Lab exciting electron beam. No measurable Lymanadiation
Windows[37] environment. was detected under these conditions.

A deep Faraday cupaspect ratio~10:1), designed to The VUV monochromator system is rotated such that the
eliminate backscattered secondary electrons, is used to cqgiane defined by the monochromator entrance slit and optic
lect and monitor the electron beam current. The rear surfacaxis is at 45° to the electron beam axsee Fig. 5. This
of the inner Faraday cup is electrically isolated from theorientation removes polarization effects that may be induced
outer cylinder and is coated with carbon soot. By suitableby the monochromator and detector systems, as described by
biasing (typically the inner cup is at-60 V and the outer Clout and Heddl¢39] and Donaldsoret al.[40].
cylinder at+ 10 V), more than 99% of all the current appears  Precise wavelength selection, using the VUV monochro-
in the inner Faraday cup at all energies, the remainder beingator, is a critical factor in quantifying the molecular con-
collected on the outer cylinder. Measurements of the Lymantribution to the observed Lyman-signal. The use of an
«a signal were carried out for a large range of bias voltage®xygen filter in the previous work of Lonet al. [4] and
and electron energies to ensure that any field penetration &¥illiams [6,7] introduces uncertainty as to precisely what
cup voltages into the interaction region did not lead tospectrum is transmitted to the detector. An oxygen filter has
guenching of metastable atoms within the field of view of thea transmission window that spans several molecular emis-
detection system. No effect was observed, indicating thasions. It is difficult in practice to accurately estimate the
field penetration from the Faraday cup was not a significanmolecular content in the observed signal when an oxygen
effect. filter is used, due to the unavailability of accurate absorption

The atomic hydrogen source has been described in detailata for the high pressures at which these filters are used.
by Slevin and Stirling38] and is shown in Fig. 4. Hydrogen This uncertainty contributed to the large systematic error
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C. Correction procedure for molecular emission contamination
ELECTRON BEAM DIRECTION

Since the hydrogen beam is not fully dissociated, the ob-
served photon signal at Lyman- obtained with the rf dis-

7 charge, contains a contribution from molecular emission
> which must be quantified and subtracted in order to obtain
I | SPECTROMETER the net €+H) excitation function. The molecular compo-
P nent results from Lymar radiation produced by dissocia-
/ e CONTANING tive excitation of the molecule, as well as radiation from
SPECTROMETER molecular bands transmitted by the bandpass of the mono-
ENTRANCE SLIT chromator{full width at half maximum(FWHM) 2.4 nm at
ATOMIC H BEAM typical slit widths of 600um]. In order to correct the mea-

DIRECTION sured excitation function for this molecular contribution, the

dissociation fraction must be measured, together with the
FIG. 5. Orientation of the electron and atom beams with respectorresponding excitation function with the discharge off.

to the monochromataiRef. [40]). By rotating the monochromator  The dissociation fraction is established in the manner de-
such that the plane defined by the entrance slit and optic axis is &lcriped by Forandt al. [43] by tuning the monochromator
45.° to the electror.] beam axis, effe(.:ts.due to the polarization sensj, 5 H, molecular band at 110.0 nriwith the bandpass
tivity of the detection system are eliminated. adjusted to exclude any atomic component from Lyraeor

Lyman-8) and measuring the molecular emission with the
found for the dissociative cross section for Lymarffom  discharge on and off at the same hydrogen source driving
H, used as a calibration standard for many y¢d®. The  pressure and electron beam current. The dissociation fraction
use of a monochromator will enable future measurements qb is the ratio of atoms to the total number of particles in the
the excitation functions of other members of the Lyman sebeam and is related to these two sign@js(discharge oh

ries to be made with the present apparatus. andS, (discharge off by the relationship
The entire experimental system is interfaced to a PC

which monitors all important experimental parameters and
controls the electron beam energy in the case of the electro- D=1- (T_l g (12

static gun. Measured signals are normalized to the electron

beam current and hydrogen source pressoreasured by a whereT,; andT, are the effective kinetic temperatures in the
very stable and accurate Varian model CHMX-11-001 ca-gas beam with the discharge on and off, respectively. Wool-
pacitance manometereliminating variations in these quan- seyet al.[44] and Forancet al. [43] measured these kinetic
tities as sources of systematic error. Data are accumulated temperatures in an identical source and found that the two
a multiple scanning mode to reduce the effects of drift intemperatures were equal, confirming the reasonable assump-

TZ) 1/2 Sl

other experimental parameters. tion that the source indeed thermalizes the hydrogen beam.
Once the dissociation fraction has been established, the
B. Correction procedure for polarization net (e+H) Lyman-« signal S, can be obtained from mea-

. R surements 08, andS, made at Lymare with the discharge
. L_yma_ma signals measureq at 9.0 are cor_rected for poIar—on and off, respectively, using the relationship derived by
ization in the manner described in Sec. Il in order to take[43]

account of deviations from an isotropic distribution and ob-

tain values for the integral cross section. In the region from $,=S,—(1-D)S,. (13
threshold to 200 eV, the values for polarization measured by

Ott et al. [9] were used to correct our experimental data. AtThis correction procedure is applied at each electron impact
energies above 200 eV, the polarization calculations of Mcenergy by measuring excitation functions under the same

Farlane[41] were used. Referendell] employed a Born conditions with the discharge on and off.

procedure to find values for polarizatiéhwhich are repre- Typical VUV emission spectra produced by electron im-
sented by the formula pact at 100 eV with the rf discharge on and off are shown in
Fig. 6 at a spectral resolution of 0.5 M(AWHM). The same
b Pol3—In(E/Ey)] 11) molecular subtraction procedure used for the excitation func-

(2—Pg)In(E/Ep)+ Py’ tion data can be applied to these spectra, yielding the net
(e+H) spectrum also shown in Fig. 6. Lyman series mem-
bers up ton=6 can be clearly identified in our nee¢ H)
spectrum, together with the series limit at 91.113 nm. The
molecular bands around 110.0 nm used in the determination

We use the above dichotomy, in spite of the availability : o : ;
of the dissociation fraction can be seen in the spectrum of the
of data from Otet al. [9] above 200 eV, because the Ott dataundissociated molecular beam. A typical value for the mea-

have relatively large errors in this region and_ we believe theSured dissociation fraction is 0.65 0.02.
McFarlane data are more reliable. However, it should be em-
phasized that whatever approach is taken to this polarization
correction, the correction itself is not large, ranging from a

maximum of 8% at low energies to 3% at the highest ener- Since the H(®) excited state connects radiatively with

gies. the ground state, it is critical to ensure that the excitation

whereE;=8.337 eV and?,=0.42 is the threshold polariza-
tion [42].

D. Resonance trapping
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sured at 100 eV as a function of discharge source pressure. The

dissociation fraction is measured at each pressure together with the

FIG. 6. Emission spegtra pfoduced by electr.on impact excitatioréignmS obtained with the discharge on and off. Net {) Lyman-
at 100 eV of a partially dissociated target be@ischarge onand , ‘intensities are obtained using the procedure described in Sec. IIl.
an undissociated molecular target be@ischarge off are shown  gperation of the source at pressures less thai mTorr ensures
in (@) and (b), respectively, at a resolution of 0.5 n(ARWHM). the absence of resonance trapping effects.
Application of the molecular subtraction procedure described in
Sec. Il yields the net +H) spectrum shown ir(c) in which
Lyman series members up to=6 can be identified.

The cascade contribution calculated here has been com-
pared to the calculated cascade corrections based on the
Morrison and Rudge[10] formulation for levels up to
function measurements are free from resonance radiation=5, using the CCC calculations, with excellent agreement.
trapping effects. Operating under Knudsen conditions at the Figure 8 shows the integrated cascade cross section feed-
beam source preserves a linear relationship between thﬁg the H(2p) state, calculated by Ref31], and the correc-
source pressure and the number density in the interactiofion to the measured H&2p) collision strength. The ex-
region. Figure 7 illustrates the relationship between theyerimental data shown in Fig. 8 have been corrected for the
source pressurémeasured by the Varian capacitance ma-effect of polarization and normalized using the analytic fit-
nometey and the Lymarx signal detected at 100 eV. These ting procedure described in Sec. IV. The cascade correction

data verify the absence of resonance radiation trapping fog the H(1s-2p) cross section is significant near threshold.
source pressures less than 46 mTorr, where the detected pho-

ton signal is proportional to the hydrogen source pressure. TABLE I. Collision strength coefficients.
All of the measurements reported here were obtained at hy
drogen pressures 6£40 mTorr. Coefficient Born® Experiment Theory' Theory Cascade
. Co —6.0221 —3.6969 —3.3707
E. Cascade correction
C, —8.6381 —10.387 —7.1941 3.7832

The observed Lymaw- photon signal includes a contri- c, 15.988 30.798 3.8606 6.8398
bution from the decay of higher lying states cascading into ¢, —16566 —53.092 —4.0690 21.950
the 2p state. This has been calculated using an atomic hy- ¢, 38.965
drogen model constructed to the=9 |eve|, with a colli- Cs 0.8988 —0.29151 0.12536-1.0997 0.36692
sional radiative equilibrium codpt5,31], which establishes Ce 33358 14.161 —0.73427 11.159  0.41985
the emission line intensities for the entire system to a se- c, 4.447 4.447 4.447 47500 0.055239

lected principal quantum number upper limit, providing an

exact calculation of the cascade contribution to the measured

cross sections. Cross sections in the model fongmerbitals  2See text, Eq(10).
have been calculated in the present work by scaling théH(1s-2p); Born approximation, Ec(9a).

(1s-2p) cross section obtained with the CCC theory, accord*H(1s-2p); present work.

ing to the oscillator strength of the transition. Excitation 9H(1s-2p); analysis of the CCC calculations to 200 eV, fixing the
cross sections to thes andnd levels have also been derived value ofC; by the value of ;.

from the same calculations. The cascade contribution ha%i(1s-2p); analysis of the CCC calculations to 2 keV.

been established as an analytic function using (E). with fH(1s-nl) — H(2p<—nl); calculated cascade into the H{Rstate
coefficients given in Table I. (Ref.[31]), see text.

0.060256 0.17990 0.1349 1.1220
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At energies below 20 eV the correction is in excess of 15% We note that the dwell time of atoms in the field of view
and at 14 eV the contribution is 27%. of the spectrometer is about@sec. This eliminates excited

It is important to ensure that the calculated cascade fracatoms in states abowe=8 as contributors to cascade into
tions are applicable to our particular experimental configurathe H(2p) state.
tion. It has been pointed out by Van Zyl and Gepd] that
very small electric fields can greatly perturb calculated cas- IV. ANALYSIS OF DATA
cade fractions. The precautions, indicated earlier, taken to
exclude stray fields from the interaction region to prevent
guenching of H(2), should also ensure that perturbing ef- As described in Sec. lll, the experimental data were ob-
fects of this type are not present in our experiment. Theséained in two groups using different electron gun designs.
factors are discussed in detail in the Appendix. The lower-energy region was explored using the magneti-

A further effect which must be considered when using thecally collimated gun to an upper limit in energy of 200 eV.
magnetically collimated gun is the motional electric field ex-Beyond 200 eV to the peak beam energy of 1.8 keV the
perienced by the moving atoms in the magnetic field. Thigelative cross sections were obtained using the electrostatic
effect has been considered by Van 2ylal.[47]. They show  electron gun. The combined statistical and known systematic
that motional fields as low as 1 V/cm can have significantuncertainties in the measurements have been estimated to
state-mixing effects with a consequent impact on the decayange from 4% at energies near threshold to 2% at 1.8 keV.
channels, particularly fon>4. For atomic hydrogen atoms Details of the error analysis are provided in the Appendix.
of 50 meV energy, a motional electric field 60.3 V/icmis  The electron beam energies were established in absolute
estimated at a fieldB=100 G. Calculations show that if value at low energy by using the sharp threshold for the
fields of 1 V/cm are assumed, the cascade contribution wiltissociative excitation of the Lymas-line as a benchmark.
be reduced by at most 5%. Van Zst al.[47] also comment The fact that the measurements were on a relative scale re-
on the fact that Zeeman splitting of the levels in a magnetiquired the establishment of a normalization procedure for
field could affect the branching ratios for the decay. Theymerging the low- and high-energy region data sets into a
suggested that this effect should be small for fields less thasingle data volume for analysis. The validity of matching the
a few gauss. Since this effect would be most pronounced famagnetic and electrostatic data in the region around 200 eV
the highern levels, when the cross sections are very smallhas been confirmed, in a separate experiment, by measuring
we anticipate an insignificant effect on the cascade contributhe Lymane signal (normalized to electron beam current
tion in the present experiment. and hydrogen source pressueg 200 eV as a function of a

All of the above assumes that the cascade radiation imagnetic field, applied collinearly with thedectrostatic gun
unpolarized. The main contribution to any polarization of theusing the same quadrupole magnet configuration employed
cascade radiation comes from thd states where the radia- for the magnetic gun. At field strengths of 0, 20, 40, and 60
tion is normally very weakly polarized. The overall effect of G, no statistically significant change in the normalized signal
polarization of the cascade radiation is therefore expected towas observed, confirming the absence of any beam overlap
be very small, less than 1% in the worst case at low energiegroblems in the region where the two data sets were merged.

A. Experimental data
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B. Analytic reduction of data have reanalyzed the original Lorg al.[4] data measured at

The data sets were merged by minimizing the root mea?0° by correcting for polarization and cascaée the man-
square error of the analytic fitting process in the energy refer described in Secs. Ill B and II)Erenormalizing to the
gion surrounding 200 eV, after the previous corrections foPresent cross section at 200 eV.
polarization and cascade effects were applied on a relative o _ N
basis as a correction to the shape function. The fitting pro- 1. Uncertainty in analytic quantities
cess was accomplished using an iterative calculation that es- Two factors contribute to the uncertainty in determining
tablished the constant terms in HA0). Figure 9 shows the the experimental cross sections, and in establishing the pa-

merged data plotted as collision strength compared to thgymeters in the modified Born approximatiggq. (10)].
derived analytic function. The experimental data after correcgjrst there is an unusual complexity in the shape of the

Fions described above. for cascade and polarization are listed, itation function. The H(4&-2p) excitation function ap-
in Table 1I. The e_xpenme_nt_al data were placed on an absof)ears to be unique among atomic cross sections in containing
Iuge sca_le deter_mmed by fixing the value®j by the known higher-order terms significantly affecting the cross section in
a sorption oscillator strengfisee Ref[33], Eq. (9d). T_he the high-energy region. The evidence for this appears in both
higher-order constant§€; and Cg, two other terms derived h . | dat 4 CCC calculat For thi
from the Born approximation, are not fixed in the analytict € present experimental data an . caicuations. or this
fitting process, and therefore the only term fixed in the def€ason several parametgrs shar_e n establlshlng the magni-
termination of constants in E10) is C,. This matter is tude of the cross sgctlon in the hlgh-energy region, requiring
discussed further in Sec. V. The constants for ) de- an unusual range in energy tp establlsh accurate parameter
rived in the iterative analytic fit are shown in Table I, along Values. Defining the terms in Eq10) in the sequence
with the Born approximation constants. It is clear that theCo: - - - C4,C6,C5,C7 as terms of order 7, .,0 respec-
values ofCs andCg, obtained from the fit to the experimen- tively, we find that terms of order higher than 2 contribute
tal data, do not conform to the Born approximation valuesabout 50% of the total of terms above the zero order at 500
There are, however, large uncertainties in these values, ar®V in both the CCC and experimental analysis. In contrast, at
in the following discussion we conclude that the uncoupledhe same dimensionless energy50), a similar analysis
values of the first- and second-order terms of the Born ap¢Ref. [48]) of the He¢S-2P) cross section indicates that
proximation may in any case diverge by large factors fromterms of order higher than 2 contribute only about 1% of
the reality of the coupled system. The data and the analytitotal terms above zero order. For this reason the higher-order
curve are plotted in Fig. 9 with representative error bars interms in the case of He are intrinsically more accurately de-
dicating the calculated level of combined statistical and systermined. It is only at values of dimensionless energy-@f
tematic uncertainty. Comparison of this result with previousthat higher-order terms significantly contribute for the He
measurements described in the Introduction is given in Tablé&ansition, a factor of 25 in dimensionless energy below the
[l and Fig. 10. The Longet al. data[4] are shown as renor- value at which similar effects occur for H. The second com-
malized by vanWyngaarden and Waltg83. In addition, we  ponent contributing to uncertainty in the analysis is statistical
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TABLE Il. H(1s-2p) measured electron impact excitation cross sectians).

E (eV) leZp(E)a leZp(E)b E (eV) leZp(E)a leZp(E)b E (eV) leZp(E)a leZp(E)b

1.134+01° 3.494-01 3.662-01 9.706+01 6.038-01 6.328-01 1.828+02 4.499-01 4.715-01
1.329+01 3.84701 4.032-01 9.90101 5.758-01 6.035-01 1.84#02 4.178-01 4.378-01
1.524+01 4.485-01 4.706-01 1.0106+02 5.888-01 6.176-01 1.86#02 4.192-01 4.393-01
1.719+01 496101 5.199-01 1.029+02 592701 6.211+01 1.886+02 4.153-01 4.352-01
1.914+01 5.683-01 5.956-01 1.049+02 5.663-01 5.934-01 1.906+02 4.153-01 4.352-01
2.109+01 5.805-01 6.084-01 1.068+02 5.694-01 5.967 01 1.925+02 4.122-01 4.319-01
2.303+01 5.804-01 6.083-01 1.088+02 5.725-01 6.006-01 1.964+02 4.174-01 4.374-01
2.498+01 6.536-01 6.856-01 1.10A402 5.399-01 5.658-01 1.984+02 3.986-01 417101
2.693+01 6.192-01 6.489-01 1.126+02 5.55G-01 5.817#01 2.000+02 3.915-01 4.103-01
2.888+01 6.756-01 7.074-01 1.146+02 5.53+01 5.797+01 2.600+02 3.396-01 3.552-01

3.083+01 6.944-01 7.27+01 1.165+02 5.441-01 5.702-01 3.000+02 3.206-01 3.360-01
3.27H01 6.47701 6.788-01 1.185+02 5.463-01 5.725-01 3.500+02 2.956-01 3.098-01
3.472+01 6.670-01 6.996-01 1.204+02 531701 5.572-01 4.0006+02 2.666-01 2.794-01

3.667+01 6.836-01 7.164-01 1.224+02 5.152-01 5.399-01 4.500+-02 2.505-01 2.625-01
3.862+01 6.924-01 7.256-01 1.243+02 5.319-01 5.575-01 5.000+02 2.328-01 2.44G6-01
4.057+01 7.022-01 7.359-01 1.263+02 5.201-01 5.450-01 5.500+02 2.168-01 2.272-01
4.251+01 6.668-01 6.988-01 1.282+02 5.258-01 5.516-01 6.000+02 2.014-01 2.11+01
4.446+01 6.724-01 7.04701 1.302+02 5.301+-01 5.556-01 6.500+02 1.912-01 2.003-01
4.641+01 6.863-01 7.193-01 1.321-02 493701 5.174-01 7.000+02 1.786-01 1.872-01
4.836+01 7.029-01 7.367~01 1.341-02 5.142-01 5.388-01 7.500+02 1.708-01 1.796-01
5.031+01 6.875-01 7.205-01 1.360+02 5.378-01 5.636-01 8.000+02 1.624-01 1.701-01
5.225+01 6.846-01 7.175-01 1.380+02 4.964-01 5.202-01 8.500+02 1.568-01 1.644-01
5.420+01 6.713-01 7.035-01 1.399+02 5.119-01 5.364-01 9.000+02 1.486-01 1.55+01
5.615+01 6.768-01 7.093-01 1.419+02 5.014-01 5.255-01 9.500+02 1.436-01 1.498-01
5.810+01 6.895-01 7.226-01 1.438+02 4913-01 5.148-01 1.006+03 1.389-01 1.455-01
6.005+01 6.544-01 6.858-01 1.458+02 5.033-01 5.275-01 1.056+03 1.342-01 1.40701
6.200+01 6.664-01 6.984-01 1.47#02 4.786-01 5.016-01 1.1006+03 1.268-01 1.329-01
6.394+01 6.936-01 7.269-01 1.49#02 4.985-01 5.224-01 1.156+03 1.236-01 1.289-01
6.589+01 6.265-01 6.566-01 1.516+02 4.592-01 4.813-01 1.2006+03 1.172-01 1.228-01
6.784+01 6.444-01 6.753-01 1.536+02 4.861- 01 5.095-01 1.256+03 1.165-01 1.221-01
6.979+01 6.591-01 6.908-01 1.555+02 4.735-01 4.962-01 1.300+03 1.115-01 1.169-01
7.174+01 6.244-01 6.544-01 1.575+02 4.735-01 4.962-01 1.356+03 1.078-01 1.136-01
7.368+01 6.488-01 6.799-01 1.594+02 4.534-01 4.752-01 1.400+03 1.053-01 1.104-01
7.563+01 6.414-01 6.722-01 1.614+02 4.924-01 5.166-01 1.456+03 1.02701 1.076-01

7.758+01 6.308-01 6.611+01 1.633+02 4.425-01 4.637+01 1.5006+03 9.920-02 1.046-01
7.953+01 6.282-01 6.584-01 1.652+02 4.795-01 5.025-01 1.5506+03 9.820-02 1.028-01
8.148+01 6.104-01 6.39701 1.672+02 4.716-01 4.942-01 1.6006+03 9.506-02 9.962-02
8.342+01 6.015-01 6.304-01 1.69102 4.542-01 4.766-01 1.6506+03 9.220-02 9.662-02

8.537+01 6.188-01 6.485-01 1.71102 4.496- 01 4.712-01 1.700+03 9.049-02 9.484-02
8.732+01 5.943-01 6.228-01 1.7306+02 4.286- 01 4.492-01 1.756+03 8.849-02 9.274-02
8.92H01 5.969-01 6.255-01 1.7506+02 4.394-01 4.604-01 1.806+03 8.598-02 9.01+02
9.122+01 5.894-01 6.176-01 1.769+-02 4.419-01 4.631+01
9.316+01 5.936-01 6.221+01 1.789+02 4.355-01 4.564-01
9.511+01 576701 6.044-01 1.808+02 4.223-01 4.426-01

8Present measured cross section, corrected and scaled using analytic fit, as discussed in text.

bpresent measured cross section, normalized using Bethe-Fano plot as described by] Refese values are likely to be the upper limit
of the true cross section.

‘Read as 1.13410%.

and systematic errors in the measurements, generally legsthe analyzed experiment is large enough to encompass the
than 4%, as discussed in the Appendix. values for these terms in the Born approximation, and there-
The estimated 10% uncertainty in the present experimerfore the terms are poorly constrained. The role played by the
tal result, therefore, stems primarily from the heavy mixinguniqueness of the shape function is illustrated by the vari-
of the higher-order terms in the analytic fit to the data. Theance of the coefficients in fitting the CCC calculations, as
uncertainty in the values of the first- and second-order termshown in Table I. The analysis restricted to the energy range
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TABLE Ill. H(1s-2p) selected experimental electron impact R N

excitation cross sections.u).
09 o 4
E (eV) leZp(E) 0.8 - |
11.0 0.192 0.217 [ 1
13.4 0.413 0.42 0.332 o7 ]
16.0 0.506 0.50 0.424 06 F =
185 0.553 0.55 0.473 3 r
235 0.609 0.65 0.570 g %57 i
285 0.643 0.70 0.624 § o4l _
38.6 0.678 0.72 0.658 c i
48.6 0.683 0.72 0.650 031 7
54.4 0.678 0.888 0z i
68.6 0.654 0.63 0.623 b
88.7 0.608 0.64 0.578 01 7
118.8 0.540 0.56 0.505 00 i ]
148.9 0.482 0.52 0.466 i 1
200.0 0.409 0.45 0.409 B - S
1000.0 0.138 0.135 10 19 10
E (eV)
1200.0 0.119 0.126
1400.0 0.105 0.109 FIG. 10. Summary plot of experimental H§Pp) cross sec-
1600.0 0.095 0.099 . ) . . e . .
tions. Dots: present work normalized using analytic fit described in

2000.0 0.079 0.086 Sec. IV; thick line: analytic fit to present data set; thin line: Will-

iams[6] near threshold data; open square: Willigimk up triangle:

byan Wyngaarden and Waltef8] reanalysis of Ref[4] experi- Long et aI.'[4] data corrected for polarizatio(n_using Ref.[9]) and

ment: see text. casqadeéusmg present mod.éBl]) then normalized to present cross

williams [7]. section at 200 eV; down triangle: Loreg al. [A_f] data corrected by

dSchartne(53] van W)_/ngaarden _and Walt_e['s] for polarization and cascade and

epresent reanc;;llysis of Rd#] experiment; see text normalized to their theoretical value at 200 eV; pluses: Schartner
' ’ [53].

@Analytic fit to present experiment.

up o 2 keV shown in the fifth column of Table | produces ar]The agreement with CCC theory is within 3% over the entire

error of 7% in returning the value of the zero-order term,ener range of the experiment. as shown in Fig. 12. At the
utilizing data considered to be internally accurate to 1%. Th%riticg?/ ene? of 54 4peV for ’exam le. the eg' erir.nental
difficulty in establishing accurate values of the higher-order 9y ' ' pie, P

d—|(1s-2p) cross section derived using the Bethe-Fano nor-
malization approach is 0.710 a.u., compared to the CCC

calculations, value of 0.729 a.u. and a value of 0.708 a.u. quoted in the

2. Conventional normalization using a Bethe-Fano plot

A conventional normalization procedure was also applied 1.6 L B AR
to the experimental data in the manner described in detail by 14 i |
Heddle and Gallaghdd 1]. In this approach, the experimen- it
tal collision strength data are first corrected for polarization 12+ 1
and cascade, and then placed on an absolute scale by fitting 1
to the asymptotic Born limit at high energy defined by a 3 10| i
Bethe-Fano line. The formulation for this line described by ,5 08; |
[11] is equivalent to Eq(9a) but without theCg4 term. The R
slope (determined from the constafi;) is related to the G 06 1
known optical oscillator strengtfEgs. (8b), (8c)] and the I
energy intercept is fixed using the Born value @f [Eq. o4r 1
(9b)]. On a plot of collision strengtkusing the units of ch ook )
eV) vs lod E(eV)], the resulting Bethe-Fano line has a slope
of 6.129x 10 '® cm? eV and an energy intercept at 8.337 0.0 Lot b
eV [11]. 10 o 10

A fit of the experimental data to this Bethe-Fano line over

the energy range 1-1.8 keV is shown in Fig. 11. The result- G, 11. Experimental H(¢-2p) collision strength datédots

ing values for the H(%-2p) excitation cross section are normalized by fitting to a Bethe-Fano lifigolid) in the high-energy
listed in Table 1l. These data lie approximately 4.8% aboveregion from 1 keV to 1.8 keV in the manner described by Heddle
the values obtained using the analytic fitting proced#®.  and Gallaghef11]. The slope and intercept of the Bethe-Fano line
(10)] and thus agree more closely with the CCC calculationsare defined by Born constants.
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_ _ _ FIG. 14. Deviation of analytic model, E¢L0), from CCC cal-
FIG. 12. Experimental H(4&-2p) cross sectior(dots derived  culations of the H($-2p) collision strength. The analytic model fit
from a conventional Bethe-Fano normalization procedure compare@,as |imited to 200 eV in the CCC data. The plotted points are the

to the theoretical CCC calculatiospen circleg The experimental  percentage deviation calculated after subtracting the CCC calcula-
cross section values and the CCC values above 500 eV are likely t§ons from the model values.

be an upper limit to the true cross section.

, are restricted to calculated cross sections in the work by By-
van Wyngaarden and Waltef8] analysis of the Lon@t al. o et 4| [25], Bubelevet al. [17], and the present CCC
data[4]. The better agreement of this result with the CCC,culations. The work by Byron, Joachain, and Potvliege

calculations above 1 keV is due to the fact that the CCQog s 5 unitarized eikonal Born series calculation that pro-
calculations converge on the Born value for the first-order;qos g useful comparison with the more recent DWBA2
(Cs) term. The Bethe-Fano line method used héhg. 1) [17] and CCC methodologies. The latter results are of critical
did not rely on the data to determine the intercept since ifnterest because of their expected high accufd@). The
this case it is defined by the Born value @f. If, however,  5nqysis of these calculations by fitting the results analyti-
the Bethe-Fano line is defined by an optimum fit of the datac:ally using Eq.(10) indicates that the effects of multistate
above 1 keV, we find a valu€s=—0.5, substantially below  ¢qpling extend significant influence on the shape function
the Born value of 0.8988, but similar to the value @29 (g energy in the range up to 1 keV. This introduces signifi-
derived from the analysis described above. This results in @ant systematic uncertainty in the separation of the coeffi-
cross section consistent with the analytic fit to the entire dat%ients, as discussed above. The effect appears within the
set described above in this section. theoretical calculations, presenting uncertainty in determina-
tion of the values of the coefficients that should be used as an
C. Theoretical calculations appropriate representation of the theory. For this reason we
The literature is replete with calculated cross sections fofliscuss the determination of the coefficients in more detail
the H(1s-2p) transition. It is not the intent of this paper to Nere.
review the merits of these published results. We refer the . .
reader to the recent review in R¢i]. Considerations here 1. Analysis of the CCC calculations
Table | (fifth column) shows the coefficients derived in
o S : fitting Eq. (10) to the CCC calculations up to 2 keV, allow-
ing all coefficients to be freely determined. As we have noted
this results in a value o€,, 7% larger than the Coulomb
(Born) approximation(cf. Ref.[32]). Due to the fact that the
optical oscillator strengtfwhich determine<£; in Eq. (8b)]
is, however, a quantity internalized in the nonperturbative
CCC calculation, the result represents uncertainty in the fit-
ting process caused by the heavy mixing of the terms in
energy space. A more satisfactory result is obtained by fixing
the value of the zero-order constant to that given by(Ed.
" R . We find in analyzing the CCC calculations in this way that
R 16° the values of the higher-order terms vary systematically, de-
EeV) pending on the value of the upper energy limit at which the
FIG. 13. The variation of the first-Gs, open circles and ~ data set is terminated. In principle, the values of the con-
second- Ce, triangles order coefficients of the analytic function Stants should be independent of the data termination point. In
Eq. (10), fitted to the CCC calculations truncated at the energiedact, the derived values of the first- and second-order con-
indicated on the abscissa. In the ideal case the coefficients should §éants in this case show a systematic downward trend in real
invariant on this plot. The Born values @f andCg are indicated numeric value, as a function of decreasing truncation energy,
by the solid and dashed lines, respectively. as shown in Fig. 13. The implication of the variation in Fig.
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25 ‘ B e e  a e , T pling. A computational method known as “Born subtrac-
tion” has been utilized in these theoretical calculations at all
energies, which allows the treatment of the partial-wave ex-
pansion to infinity. The CCC and DWBA2 calculations do
not accurately constrain the first- and second-order terms,
because a 1% error in the calculation at 1 keV translates into
a large uncertainty in the higher-order term values. The im-
plication is that a systematic or statistical uncertainty in the
calculated cross section at the level of 1% can produce an
error of order 10% in the oscillator strength derived from the
theoretical result, caused primarily by the encroachment of
multistate coupling effects into the 1 keV region of the ex-
citation function.

The cross sections are compared numerically in Table IV.
It can be seen that the analytic fit to the experimental data
falls below the CCC data by between 3% and 7% over the 2
keV energy band except near threshold. The most remark-
able aspect of the comparison of the CCC calculations and
0101 — “1(')2 B— "1(;3 the analytic results derived from the current experimental

E (eV) data is the similarity of the shape functions. The difference in

shape is most easily observed in Fig. 9, where the analytic
fits to the CCC and experimental data are plotted in the form
of collision strengths. The most significant difference ap-
pears in the 60-500 eV region where the magnitude of the
difference is near the limit of experimental uncertainty. This
region in electron energy is, however, the most vulnerable
) . i o region for errors to occur in the present experiment.
13 is that the generalized oscillator strength implied from the "T5pje 1V includes the DWBA2 calculations of RE1L7]
CCC calculation is somewhat unstable in shape. From anq UEBS results from Ref25]. The DWBA?2 cross sec-
number of repeated calculations of various sizes, we estimaig,ns are significantly larger than the CCC, UEBS, and the
that at intermediate energiés50 eV) the CCC cross section present experimental results at and below 150(sd¢ Fig.
values are within 3% of reality at the 90% confidence Ievel,l)_ The analysis of the present experimental results are
and at 1 keV, 5% at the 90% confidence level. The decreasgiinin 3% of the UEBS Ref[25] calculations(Table V).
ing accuracy in the calculation toward higher energy is at-
tributed to increasing amounts of oscillations in numerical
integrations. We use this estimate of accuracy in the calcu- V. DISCUSSION AND CONCLUSIONS

lation as a basis for choosing the energy range most suitable . _ L :
The most important consideration in the comparison of

for deriving the Eq.(10) term constants. In this case we . ) . :
select the coefficients established in fitting the CCC data uﬁhe expenme_ntal datg with the_theorencal res.ults s the shape
f the excitation function. We find, as shown in Sec. IV, that

to 200 eV as the most accurate representation of the function. h £ th | . | f h
Table I (fourth column shows the derived constants for this (€ Shape of the analyzed experimental data conforms to the

case, considered here to be the optimal fit to the CCC calc2CC calculations, within estimated uncertairisge Fig. 9.
lation. Figure 14 shows the percentage deviation of the fitted "€ @nalysis of both the experiment and the CCC theory

curve from the CCC collision strengths. We note that theSing @ modified analytic Born approximation, described in
analytic function falls systematically below the CCC valuessecz IV, indicates that h|g.her-order terms influence th.e cross
at electron energies above 200 eV, deviating by about 3.698ECtion to an unusually high energy. The effect of this is to
at 1 keV. The analytic fit also falls below the Born approxi- NCréase the uncertainty in the experimental absolute cross
mation in the 1 keV region, conforming with the general segtmn d_en_ved from the ana_lyt|c fit to_ an est|mat_ed_ 10%,
tendency of Born cross sections to be larger than realit hile statistical and systematic uncertainties were limited to

(Refs.[29,49, Fig. 1. The analytic fit and the CCC collision —4 %. A similar analysis of the CCC calculations setting an
strength values are compared in Fig. 15. upper bound in energy at the same level as the experimental

data produced a similar errd¢in the opposite directignin

the value of the derived optical oscillator strengffable ).

This is a clear indication that the accuracy of this or any
Although the DWBA2 and CCC calculations are not ex- other methodology is limited for H(&2p) primarily by the

plicitly constrained at high energies by the Born approxima-subtle changes in shape function reaching into the high-

tion, they tend to converge on the Born values near 1 ke\énergy region. The unique nature of the shape is presumed to

(see Fig. 1 The fact that the two higher-order terms in Eq. be caused primarily by the strong coupling of the &nd

(98 depend on the shape of the generalized oscillatoRp states.

strength indicates that the values of these terms in the Born The difficulty in separating the terms above zero order is

approximation should deviate from reality in cases in whichillustrated in the analysis of the CCC calculations shown in

the cross section is significantly affected by interstate couFig. 13. This figure shows the variation in the first- and

20 -

15 -

Q (a..)

FIG. 15. Recommended H§12p) analytic electron collision
strength(see text derived from the CCC calculatiorisolid line) by
fitting with Eq. (10) from 14 to 200 eV, compared to the calculated
CCC valuedopen circles

2. Comparison of cross sections
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TABLE IV. H(1s-2p): Comparison of electron impact excitation cross secti@ns).

E (eV) leZp(E)
1.40+012 4.28-01° 4.26-01° 4.42-0f
1.45+01 4.47-01 4.48-01 4.62-01
1.50+01 4.67-01 4.67-01 8.34-01° 4.79-01
1.56+01 4.89-01 4.87-01 4.96-01
1.76+01 5.48-01 5.41-01 5.38-01
2.00+01 5.85-01 5.89-01 8.78-01 5.73-01
2.50+01 6.62-01 6.57-01 8.99-01 6.21-01
3.00+01 6.98-01 6.99-01 6.51-01
3.50+01 7.21-01 7.23-01 6.70-01
4.50+01 7.40-01 7.38-01 6.83-01
5.44+01 7.29-01 7.29-01 8.46-01 7.10-01 6.78-01
7.00+01 6.92-01 6.94-01 7.84-01 6.51-01
1.00+02 6.20-01 6.19-01 6.76-01 6.04-019 5.81-01
1.50+02 5.18-01 5.18-01 5.46-01 4.80-01
2.00+02 4.43-01 4.44-01 4.59-01 4.14-01 4.09-01
3.00+02 3.42-01 3.02-01 3.36-01 3.20-01
4.00+02 2.79-01 2.60-01 2.79-01 2.67-01
5.00+02 2.42-01 2.37-01 2.42-01 2.44-01 2.30-01
9.99+02 1.44-01 1.40-01 1.43-01 1.45-01 1.38-01
1.30+03 1.17-01 1.13-01 1.17-01 1.12-01
1.80+03 9.01-02 8.74-02 9.01-02 8.61-02
2.00+03 8.02-02 7.91-02
3.00+03 5.76-02 5.68-02
4.00+03 4.54-02 4.47-02
5.00+03 3.76-02 3.71-02
6.00+03 3.23-02 3.19-02
7.00+03 2.83-02 2.80-02
8.00+03 2.53-02 2.50-02
9.00+03 2.29-02 2.26-02
1.00+04 2.09-02 2.06-02

®Read as 1410

®CCC method.

“Analytic fit to CCC data to 200 eV, Eq10).

danalytic fit to present experimental data; see text.

DWBA2 method; Ref[17].

Present experimental data, normalized using Bethe-Fano plot as descrilied. (fhese values are likely to
be the upper limit of the true cross section. Value at 54.4 eV is interpolated.

9UEBS method; Ref[25].

second-order terms in the analysis of the CCC data as a The accuracy of the analytic fit to the CCC data is shown
function of the energy of the upper truncation point in thefor the selected case in Fig. 14 where the maximum devia-
analyzed data set. One can see from the figure thaCthe tion in the fit is 3.3% at 1 keV, and generally in the range
and Cg values are close to the values of the Born approxidess than 0.5% at energies below 500 eV. We select the con-
mation constantéTable |) for truncation energies at or above stants in the analytic terms for the fit to the CCC calculations
1 keV. At 500 eV(Fig. 13, however, the values of the con- for an upper truncation energy of 200 eV as the recom-
stants suddenly drop in the optimal fitting process by factorsnended representation of the CCC cross secticable |,

of about 2 and 4. The uncertainty in the coefficients derivedourth column. This produces cross sections that fall below
from the experimental data is at least this large. At lowerthe Born approximation at energies in the 1 keV range, by
energies the real numeric values of the constants continue &bout 3%, consistent with the argument that the higher-order
decline systematically in the analysis of the CCC calcula-constants in the Born approximation are upper limits to the
tions, as shown in Fig. 13. In principle the constants shouldtoupled system constan{Refs. [29,49; see Fig. 1L The

be invariant. Although the form of the analytic formulation collision strengths derived from the CCC and the experimen-
may play a small role in defining this variation, very small tal results are compared in Fig. 9. The numeric values of the
computation errors within the stated uncertainty of the CCQcross sections are compared in Table IV.

calculations can easily be responsible for the behavior shown We summarize our conclusions with the following points.
in Fig. 13. (1) We conclude, based on the consideration of the com-



1084 G. K. JAMESet al. 55

TABLE V. Recommended electron impact H{-Pp) excitation cross sectiong.u,).

E (eV) leZp(E) E (EV) leZp(E) E (eV) leZp(E)
1.50+012 4.667-01° 2.65+01 6.726-01 1.00+02 6.186-01
1.52+01 473+ 01 2.70+01 6.764-01 1.10+02 5.959-01
1.54+01 4.804-01 2.80+01 6.846-01 1.20+02 5.747%01
1.56+01 4.868-01 2.90+01 6.920-01 1.30+02 5.548-01
1.58+01 493101 3.00+01 6.98701 1.406+02 5.366-01
1.60+01 4.991-01 3.10+01 7.048-01 1.50+02 5.184-01
1.62+01 5.056-01 3.20+01 7.10+-01 1.60+02 5.018-01
1.64+01 5.106-01 3.30+01 7.149-01 1.76+02 4.860-01
1.66+01 5.161+01 3.40t+01 7.192-01 1.80+02 4.71+01
1.68+01 5.214-01 3.50+01 7.229-01 1.90+02 4.576-01
1.70+01 5.266-01 3.60+01 7.261-01 2.00+02 4.436-01
1.72+01 5.316-01 3.70+01 7.289-01 2.50+02 3.864-01
1.74+01 5.365-01 3.80+01 7.312-01 3.00+02 342101
1.76+01 5.412-01 3.90+01 7.332-01 3.50+02 3.072-01
1.78+01 5.458-01 4.00+01 7.34701 4.00+02 2.792-01
1.80+01 5.503-01 4.10+01 7.360-01 4.50+02 2.562-01
1.92+01 5.750-01 4.20+01 7.369-01 5.00+02 2.370-01
1.94+01 5.788-01 4.30+01 7.375-01 5.50+02 2.207~01
1.96+01 5.825-01 4.40+01 7.378-01 6.00+02 2.067~01
1.98+01 5.861+-01 4.50+01 7.378-01 7.00+02 1.839-01
2.00+01 5.896-01 4.60+01 7.37+01 8.00+02 1.660-01
2.05+01 5.986-01 4.70+01 7.372-01 9.00+02 1.515-01
2.10+01 6.060-01 4.80t+01 7.366-01 1.00+03 1.395-01
2.15+01 6.136-01 4.90+01 7.358-01 1.20+03 1.209-01
2.20+01 6.209-01 5.00+01 7.348-01 1.406+03 1.069-01
2.25+01 6.277+01 5.44+01 7.287F01 1.60+03 9.616-02
2.30+01 6.342-01 6.00+01 7.179-01 1.80+03 8.746-02
2.35+01 6.404-01 6.50+01 7.064-01 2.00+03 8.026-02
2.40+01 6.464-01 7.00+01 6.940-01 2.50+03 6.691+02
2.45+01 6.526-01 7.50+01 6.811+01 3.00+03 5.760- 02
2.50+01 6.574-01 8.00+01 6.682-01 3.50+03 5.076-02
2.55+01 6.625-01 8.50+01 6.554-01 4.00+03 4.538-02
2.60+01 6.674-01 9.00+01 6.428-01 4.50+03 4.113-02

9.50+01 6.305-01 5.00+03 3.765-02

®Read as 1.5R10%.
bRecommended cross sectitmu), from analytic fit to the present CCC theory. See Table I, fourth column,
for analytic coefficients.

bined effects, that the accuracy of the absolute cross sectiamcoupled Born approximation, because the derived value of
derived from the experimental measurements reported hetbe first-order constants, is significantly below the Born
for the H(1s-2p) transition are limited to about 10%. value. Analysis of the experimental data above 1 keV using
(2) The strong coupling of states, evident in the analysighe Bethe-Fano line method, in whi&@ is determined by
of both the theoretical and experimental results, suggests thaptimal fit to the data, also produces a significantly smaller
the shape of the generalized oscillator strength deviates sigalue, indicating that the experimental data is internally con-
nificantly from the Born (%-2p) shape functiorfEq. (7)]. sistent over the whole range of energy. The sense of the
The first- and second-order terms in the modified Born apdiscrepancy with the first-order Born constant is also consis-
proximation are therefore expected to deviate substantiallyent with the effect of coupling on the values of those terms
from the uncoupled Born values. The experimental and thecaffected by momentum transfer in the collision process. The
retical CCC results, however, do not put strong constraintanalysis of the experimental and CCC cross sections depends
on the values for the coefficients of these terms, implyingon the knowledge of the optical oscillator strength for the
uncertainty in the exact shape of the generalized oscillator(1s-2p) transition. It has been assumed that the value of
strength. The first-order constant derived from the experithis constant is unaffected by coupling effects. Given the
ment and analysis of the CCC calculations is substantiallystrength of the (82p) coupling for thee-H system, and
smaller than the uncoupled Born value. The analytic fit to thehence its effect on the &2p) channel, analysis of the cross
experimental data described in Sec. IV produces a smallesection is particularly difficult.
cross section than either the present CCC calculations or the (3) Since the present measurements are consistent with
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the CCC calculations, within stated error bars, we recomsignal statistics of the discharge on and off measurements
mend that the analytic coefficients derived from the CCCperformed at 110.0 nm. For @@ypical) dissociation fraction
results given in Table I, fourth column, be utilized as a crosf 0.65, this produces a net error in the molecular subtraction
section model for electron impact energies from 15 eV to Srocedure of+0.2% for the electrostatic gun data, and of
keV. For astrophysical model applications, there is no prac-- + 19 for the magnetic gun data, reflecting the lower accu-
tical difference between the present experiment and the CCfaylated signal of the latter. The accuracy of the molecular
results. Table V lists values of the recommended cross seguptraction procedure is demonstrated in Fig. 6.

tion for selected energies. Resonance and exchange effects, (3) Composition of the partially dissociated HoHbeam.

not determined here, must be included to define the crosghere are a number of possible systematic effects related to
section to near threshold energies. The near thresholghe use of the rf discharge H source that Ruetdl. [50]
H(1s-2p) cross section and a model of the general discretgyggest could lead to compositional or density variations in
atomic hydrogen emission propertigld(nl-n’l")] will be  the H or H, species produced. These possible effects have

given in a future pape(Ref. [31]). been identified and eliminated as sources of any significant
systematic error in the present work, as folloyas.Different
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was supported by the National Science Foundati®rant eV). (c) Excitation of H(20) or H, could occur for some
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A comprehensive analysis of statistical and systematic eralso have affected the threshold. It should be noted that the
rors was performed in order to determine the accuracy of thdissociation fractions measured in the present work are con-
present measurements. The additional factors involved in esistent with those measured by other experimenters using
tablishing absolute values from the analytic fit to the data ar¢his type of rf source, where mass spectrometers have been
discussed in Sec. IV. Sources of error in the measured signaked to determine the dissociation fraction.
are detailed below. (4) Statistical errors in the observed signal count rates:

(1) Variations in electron beam current and hydrogen The statistical errofassuming a Poisson distributjoim the
source pressureThe experimental system is interfaced to anet signal varies since the signal flux changes with energy
PC-based data acquisition and control system which moniand is also different for the electrostatic and magnetic gun
tors critical parameters of our experiment and normalizes theonfigurations. For the electrostatic gun, the signal statistics
measured signals to the electron beam current and hydrogesfaried from=0.3% at 200 eV tat 0.6% at 1.8 keV. For the
source pressure, eliminating known sources of systematic emagnetic gun data, the statistical errors varied fram.2%
ror. Data are accumulated in a multiple scanning mode tmear threshold ta-2.6% at 200 eV.
reduce the effects of drift in other experimental parameters. (5) Error in the polarization correctionSince the signal

(2) The measured dissociation fractioBince the disso- flux obtained at 90° must be corrected by the factor
ciation fraction D) is needed for subtraction of the molecu- (1— P/3) in order to derive the total cross section, an error is
lar Lyman- contribution to the observed signal, there is anintroduced from the uncertainty in the polarizatiBnPolar-
uncertainty in the derived atomic signal produced by the erization data for H Lymarne measured by Oftét al. [9] have
ror in the measured value &. Measurement of the disso- reported absolute error bars af0.01 or less in the region
ciation fraction has a relative error of = 3%, based on the from threshold to 200 eV. This results in a relative error of

APPENDIX: ANALYSIS OF EXPERIMENTAL ERRORS
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up to =0.3% in the polarization correction procedure. Forsociated with magnetic field confinement are not significant
energies above 200 eV, the McFarlane formulafidhl [Eq.  in the present experiment. Indeed, the similarity between the
(112)] for the polarization was used. Although a realistic es-shapes of the renormalized excitation function data of Long
timate of the error in the McFarlane approach is not possiblegt al. [4] shown in Fig. 10 and the present work adds addi-
the polarization fractions are, in any case, relatively small irtional confidence to this claim since the Loatal. [4] data
this energy regiofmaximum~0.1), and the resulting error from threshold to 200 eV were obtained with an electrostatic
can be safely taken to be negligibly small. gun in the absence of any magnetic field.

(6) Detector background subtractiohe detector back- (9) Errors associated with low-energy secondary elec-
ground noise subtraction is particularly important at thetrons: Historically, excitation function measurements have
highest electron impact energies where the signal strength leen plagued by problems associated with the presence of
lowest and the accuracy of the normalization procedure isecondary electrons in the interaction region. These electrons
critically dependent on the quality of the experimental datacan cause further excitation, leading to erroneous signals,
This background was measured to an accuracy-@%, especially in the critical high-energy region where data are
which results in an error of up te- +0.2% in the determi- normalized and where a relatively small secondary compo-
nation of the atomic signal at the highest energy. nent can lead to a disproportionately large contribution to the

(7) Quenching of H(2s)Deactivation of 2 metastable atomic signal. Secondary electrons are a particular problem
atoms into the P state within the field of view of the detec- for magnetic guns, where electrons produced in ionizing col-
tor would introduce an erroneous component to the signalisions and at gun apertures can be trapped in the confining
The interaction region was, however, rigorously shielded tonagnetic field. The selection of an electrostatic gun for the
ensure the absence of stray fields. In the case of possibgnergy region above 200 eV ensures the absence of any mag-
fringing fields from the biasing voltages applied to the Far-netically trapped secondary electrons. It should also be noted
aday cup, a systematic investigation of the Lymasignal, that we could not get acceptable convergence of our data at
as a function of these voltages, revealed no statistically sighigh energies to the Born limit using our magnetic gun.
nificant dependence on stray fields from this source. We con- (10) Error in the cascade correctionThis is a difficult
clude that there is no significant contribution to the signalerror to quantify since our cascade corrections depend on the
arising from quenching of thes2metastable population by accuracy of various theoretical calculations, as described in
field effects. The electron beam, in addition to exciting theSec. lll E. The magnitude of the cascade correction is highly
2s state, also deactivates thes 2nto the 2 state with a  dependent on energy, decreasing from-27% correction
collision strength of about 600 a.(see Purcel[51]). The near threshold te-3% at 1.8 keV. It has been pointed out by
maximum beam current in this experiment is A8 at 12  Van Zyl and Gealy46] that small electric fields can signifi-
eV, corresponding to a deactivation time of about 2 mseccantly perturb the cascade contribution. Errors in cascade
Electron collisions therefore dominate the deactivation procorrections can be a significant factor in the accuracy of our
cess. The effect, however, is negligible in this case becaud@isyp data, especially at energies below 40 eV, where the
of the very short lifetime of the H atoms in the beam com-corrections are large. In presenting our data, we have as-
pared to the production and deactivation lifetimes. Thesumed an uncertainty of 10% in the cascade corrections at
steady state model calculations determining the cascade coal energies.
tribution were for this reason carried out neglecting the The above errors are combined appropriately in quadra-
(2s-2p) collisional transition(see[31]). ture to obtain values for the total experimental errofanthe

(8) Errors associated with magnetic field confinement ofmeasured Lymawe signal and (b) the derived relative

the electron beamThe use of magnetic confinement to pro- Qi Values. For the electrostatic gun data, the resulting
duce the electron beam can lead to errors arising from energsalculated error ina) increases from+0.3% at 200 eV to
dependent path length differences in the interaction region=1.8% at 1.8 keV. The corresponding errors (in) are
due to the helical trajectories of the electrons. At very high+0.5% and* 1.9%, respectively. For the magnetic gun data,
electron densities there is also the possibility of nonlinearithe error in(a) is ~*3.4% near threshold, reducing to
ties in the beam profile due to space charge induced scallop=2.8% at 200 eV. The corresponding errors (i) are
ing of the beam. Using the correction factors described by~ = 4% near threshold, reducing te=2.9% at 200 eV.
Taylor et al. [52] we estimate that path length variations of  The analytic fitting of the experimental data using Eq.
our electron beam are not significant at energies up to 200QL0) reduces the statistical contribution to the uncertainty in
eV used in the present experiment. In the case of scallopinglata values to a negligible contribution relative to the sys-
we were careful to use electron currents well below the spacematic errors. The effect of the systematic factors is dis-
charge limit at each energy. We believe that any effects assussed in Sec. IV.
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