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Exchange reactions in intense infrared laser fields
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We examine the role of the dipole moment induced by an intense nonresonant infrared laser field on
exchange reactions of the type-r BC—AB+ C. This is compared to previous work which included the effect
of the permanent dipole moment and its variation along the reaction coordinate. The formalism for laser-
molecule interaction is developed for the cases where the reciprocal laser frequency is comparable to or much
shorter than the time required for the system to cross the transition state. It is predicted that the induced dipole
moment will both lower the electronic barrier to reaction and also create bound states along the reaction path.
Results of classical trajectory calculations are presented for the colline&t,HH,+H reaction, usingab
initio dipole moment and polarizability surfaces. It is found that the collisional energy threshold for reaction is
lowered significantly, and that the effects of the induced dipole moment dominate over those of the permanent
dipole moment. A time-dependent analysis of the reaction shows that the fluctuating barrier can occasionally
be very low when the transition state is approached, allowing trajectories to be reactive with very low collision
energies[S1050-294{©6)08812-9

PACS numbg(s): 33.80.Be, 42.50.Hz

I. INTRODUCTION moments in the reacting system. It has been recently recog-
nized that such nonresonant mixing determines most of the
There is increasing interest in the possibility of using la-features of intense-field dynamics of diatomic molecules in
sers to alter and/or control molecular reaction dynarfilds IR fields[12—16. We show that, when applied to exchange
The effects of laser radiation on molecules have been studiegactions, interaction with an induced dipole moment in-
in various spectral regions of laser radiation, from UV to IR creases reactivity. Reaction enhancement due to the induced
(see, e.g.[2,3]). For optical and UV wavelengths, molecular dipole moment is free from the restrictions imposed on the
dynamics can be altered by resonant excitatioelettronic  laser frequency when a permanent dipole moment mecha-
transitions. Such resonant mixing of different potential sur-nism is used. Even for relatively high laser frequendies,
faces can facilitate molecular dissociatit] or create new when the laser cycle is much shorter than the time required
bound states[5]. For exchange reactions of the type for the system to cross the transition sjatee enhancement
A+BC—[ABC]—AB+C, resonant excitation to an upper of the reaction remains significant.
potential surfacéwith low or no barriey can allow reactants We also show that intense IR fields can induce bound
to overcome the barrier to reactipd—8] on the ground-state states along the reaction path. Laser-induced bound states are
electronic potential energy surface. Similarly, a laser catalyimportant when dealing with cold molecules trapped and
sis schemd9] suggested excitation to the upper potentialaligned by intense IR laser field$7]. Such molecules open
surface before the transition state and deexcitation afterwardgp new possibilities for the study of simple chemical reac-
as another means of bypassing the reaction barrier. tions, since increasing the laser intensity can convert a
For exchange reactions, the use of IR fields was studiegdimple bimolecular reaction into one which proceeds via an
by Orel and Miller[ 10] (see also Ref.11]), who showed that intermediate complex. Laser-induced bound states will ap-
an exchange reaction can be enhanced due to the interactipear not only inA+BC exchange reactions, but also in the
of a laser field with the permanent dipole moment of aninteraction of highly polarizable molecules, e.g, dr Cl,.
A+ BC system, which is changing as the system crosses th€onsequently, in molecular traps using intense IR fields the
transition state region. This can occur even if the reactantitter will induce bound complexe§erhaps even linear
are infrared inactive. However, this absorption mechanism ighaing of cold molecules, aligned and trapped by the same
inefficient if the laser cycle is either too long or too short field.
compared to the characteristic time of reaction. For example, There are several reasons for choosing infrared radiation,
for the benchmark HH, reaction and kinetic energies of e.g., that of a CQ or Nd:YAG laser, as a means of promot-
~0.2-0.3 eV, it becomes inefficient for the second har-ing a chemical reaction. First, infrared frequencies are typi-
monic of the CQ laser and higher frequencig$0]. cally highly nonresonant with transitions between ground
In intenselR fields nonresonant mixing of the ground and and first excited electronic states in simple molecules and
excited electronic potential surfaces creates induced dipolatom-diatom reactions. Therefore, for exchange reactions in
the ground state, the effect on the ground-state potential sur-
face will be quite general and, in some aspects, simple. Sec-
“Also at National Research Council of Canada, M-23A, Ottawa,ond, one of the most important complications arising from
Ontario, Canada K1A OR6 and Laboratoire de Chimiédrbtique,  intense-field effects — nonlinear ionization — is well under-
Faculfedes Sciences, UniverSige Sherbrooke, Qibec, Canada stood in the infrared region, both for atoms and simple mol-
J1K2R1. ecules[13,18-22. Dissociation of simple molecules in IR

1050-2947/96/546)/515912)/$10.00 54 5159 © 1996 The American Physical Society



5160 M. YU. IVANOV, D. R. MATUSEK, AND J. S. WRIGHT 54

fields, which we want to avoid, has also been well studiedBorn-Oppenheimer approximation to tlield-dressed sys-
[14,23,24. Third, there is a great degree of flexibility in IR temwith the quasistatic approximatiomo the electronic dy-
laser sources, in both intensity and pulse duration. Intensitiesamics[12—16,27. This approximation is very successful in
can easily reach =10 W/cm?, a typical value at which describing intense field processes in atoms and diatomic
rapid multiphoton ionization occurésee, e.g., Ref[18]). molecules in infrared fieldgl3-16,18,20,27,28For any in-
The pulse duration can vary by many orders of magnitudestantaneous value of the IR electric fiefi§cos(w, t), we use
from nanoseconds to femtoseconds. In the latter case thbe Born-Oppenheimer approximation and find the ground
pulse duration is comparable for even shorter thanthe  electronic potential surface in the constant electric field, con-
time it takes for reacting molecules to pass through the transidering the phase of the oscillating electric field as a param-
sition state. eter. The Hamiltonian of the system then becomes

IR laser fields can align polarizable diatomic molecules
quite well, even those without permanent dipole moments 1,
[17]. For example, at intensitiels~ 10 W/cm? molecules H()=Ho—u&codw t) — zat1+cos2w.1)], (1)
such as CJ or |, are aligned within an angle af 20° (for
rotational temperatures 10 K). Therefore, in strong fields a whereH is the field-free Hamiltonian including nuclear mo-
near-collinear geometry is much closer to reality than in thdion, u is the permanent dipole moment of tAe- BC sys-
field-free case. In this paper we assume the limiting model ofem, « is its static dipole polarizability along the direction of
a collinear collision. the linearly polarized laser electric field, ang and &, are

Some of the results presented in this paper have appear#lte laser frequency and the electric field strength, respec-
in abbreviated form in two Letters. The fifg5] introduced tively. Both » anda depend on the coordinates of the react-
the formalism, reported a polarizability surface for collinearing system. In the model of a collinear collision which we
Hj, and described the lowering of the barrier due to theuse here, u=u(rag,rgc) and a=a(rag,rgc), where
effect of the polarizability. It also reported the existence ofr o5 ,I'gc are theA-B andB-C internuclear distances, respec-
bound states along the reaction coordinate. The second Letttvely. Unlike previous studiegl0,11], we explicitly include
[26] reported arab initio dipole moment surface for collin- the Stark shift, which is calculated in the quasistatic approxi-
ear H; and examined the effect on the reaction probability ofmation. Electronic hyperpolarizabilities are not included in
the interaction between the dipole moment and the lasefl), but as long as quasistatic approximation is used and laser
field. The present paper gives a full account of these calcuescillations are included in Eq1), these higher order cor-
lations, including the theoretical formulation, and examinegections do not become important until the laser intensity is
the combined effects of both dipole moment and polarizabilvery high: for the hydrogen atom this occurs at
ity terms in the Hamiltonian. | ~1.0x 10" W/cm? [29], well beyond the intensities dis-

The paper is organized as follows. The general approachussed in this papesee Sec. Il € The inclusion of these
is presented in Sec. Il. In Sec. Il we descrie initio cal-  terms in(1) does not change our conclusions in any qualita-
culations of the dipole moment and polarizability of the col-tive manner since they are corrections to the magnitude of
linear H; system and use these results to study the collineaihe induced dipole, not alterations to its basic behavior.
H+H, exchange reaction in an intense infrared field. We As seen in(1), the three major effects of an intense field
first consider the case of a laser period much shorter than trare (a) time-dependent interaction with the permanent dipole
characteristic time necessary to cross the transition state amagoment of the systentb) time-independent modification of
then the case of a strong Gaser, where the laser cycle is the ground-state surface due to the Stark skij; time-
comparable to the time of motion through the transition statedependent interaction with the field-induced dipole moment
Section IV summarizes our conclusions. through the term proportional to cosfd). All three lead to

interesting effects which we now discuss.

Il. THEORETICAL MODEL A. Time-independent shift

One of the most efficient methods of treating intense-field The time-independent part of the Stark st&ffgm pro-
molecular dynamics is to apply the Born-Oppenheimer apduces an overall change to the potential surface for the ex-
proximation to afield-dressedsee, e.9.[18]) system. This change reaction. As the molecule approaches the transition
approach is often used in the case of optical frequenciestate, the electric field induces a larger dipole moment, since
where Floquet potential surfaces are construf®6|. How-  valence electrons can be moved across the whole atom-
ever, for IR fields with intensities =10 W/cm? the Flo-  diatom complex. Therefore, in general we should expect the
guet spectrum becomes highly complicated. Many field-fregoolarizability to increase as the system approaches the tran-
potential surfaces are involved in the interaction, each prosition state.
ducing a dense manifold of new Flogquet surfaces, all of The asymptotic behavior of the static polarizability at
which have to be included in the calculations. Both thelarge distances between an atom and a diatomic molecule
physical clarity and the computational efficiency, charactercan be easily understood. An electric field induces a dipole
istic to the Floquet approach at moderate and low intensitiesmoment in both the atom and the diatom. The induced di-
and visible or UV light, disappear at high intensities and IRpoles are parallel to the direction of the field and, therefore,
frequencies, making the Floquet method impractical. parallel to each other. They are given by the individual po-

For laser frequencies that are much smaller than the chatarizabilities of atom and diatom: d,=a,; and
acteristic frequency of the electronic transitions betweerdy,= a4,&y. The potential energy of the attraction of the two
ground and excited electronic surfaces, one can combine thgarallel collinear dipoles separated by the distafcds
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U(R)—U(%) = —2d,dga/R®= — 2a,a4,E5/R%. The result High-frequency limit

is proportional ta€3, just as are the individual Stark shifts in ~ Mathematically, in the high-frequency limit the rigorous

atom and diatom. Given the definition of polarizability, at procedure for treating fast oscillating terms in the Hamil-
large distances between the atom and the diatomic molecutenian (1) is based upon the Kapitza-Dirac method of sepa-

we see that the total polarizability of the system is rating fast and slow motior{80]. The Kapitza-Dirac method
can be formulated using both classical and quantum theory,

leading to identical results. It is routinely used in the theory
a(R)~ agat agtda,aq,/R?, (2)  of intense laser-atom interactions, where the main effect is

the so-called ponderomotive potentiage, e.g.[18]), which

is related to the spatial inhomogeneity of the laser intensity
whereR>1 A is the distance between the atom and diatomin the focus. In our case, theonderomotive-typ@otential
The polarizability therefore increases as the transition state isppears due to the dependence of both the permanent and the
approached. Consequently, the Stark shift increaseshand induced dipole moments on the nuclear coordinates.
potential barrier for the reaction decreases Separation of the fast and slow motions is performed by

For symmetric systems, the formation of a covalent bondntroducing fast and slow variables:

implies that the polarizability should reach a maximum along
the reaction path at the transition state. Hence, the decrease

of the potential barrier should be general for such systems. rae=Rast éas=Ragt &1,
The importance of this effect, which decreases the threshold
kinetic energy required for the reaction, is that it is almost r'ec=RecT ésc=Rect é2- 3

frequency-independent. The only requirement is that the la-
ser frequency should be small compared to the frequency dfiere é,g(t) and égc(t) describe fast oscillations due to the
electronic excitation along the reaction path. rapidly oscillating terms in the Hamiltoniafi), without the
time-independent part of the potential. The variables
Rag(t) andRgc(t) describe the slow motion of the system.
B. Time-dependent terms and the high-frequency limit To derive the equations of motion for the slow variables

' classically, one has to substit into the classical equa-
The system can absorb energy from the field due to th%ons of ymotion use a Taylg? expansion of the qtime-

presence of cos(t) and (?OS(Z."-t) in the Hamiltoniar(l). In dependent and time-independent potentials around

the first case the laser field interacts with the permanent din 5 sc(t), and average the resulting equations over fast os-

pole of the system. In the second case the laser field mterac&ﬁaﬁons_ Then one obtains the following effectitiene-

with the induced dipole moment. Physically, the cest2 independentamiltonian forRg sc(t):

term describes two-photon absorption via intermediate vir- ’

tual excited electronic states, while unity in the square brack-

ets in(1) corresponds to absorption followed by stimulated _ 12y (D)

emission. Conditions for the energy absorption due to the e Rae Rec) =Ho(Rag,Rec) — 7 a&o+ Uy (Ras . Rac)

wEyCos( t) and aE5cos(2u t) terms are, of course, differ- +U?(Rag . Rac), (4

ent, not only because of the different oscillation frequencies,

but also because of the different dependences ahdu on  where the expressions for the ponderomotive-type potentials

rag andrgc. U, depend on the choice of coordinatE®0]. For Rag,
Qualitatively, the[ 1+ cos(2o t)] term causes oscillations R (distances between the nuclei along slow trajectdries

of the potential barrier between its field-free valigand the Uél) has the form

maximum shifted value oVO—(1/2)a€§. The potential for

vibrations perpendicular to the reaction path is also oscillat-

ing. If the laser period is much shorter than both the period 1 83 1 aw \2 1 p |2

of vibrations perpendicular to the reaction path and the char- Yp (Ras.Rsc)= 102 | Ml are) T MR

acteristic time of the translational motion, the reactants see LLTAB hB Be Be

an average potential barrier, which is largely determined by 2 du du

H(t) averaged over the laser cycle. That is, the time- - M_B 9Rag IRae

independent shife€3/4 dominates over other modifications

to the reaction surface. Below we refer to this as the “high-,

frequency limit.” In the opposite limit of laser period longer

than or comparable to the time of crossing the transitio

state, a successful reaction may occur when the barrier i

most suppressed + cos(2v t)=2], further lowering the re-

action threshold. For the HH, exchange reaction, Nd:YAG , ) .
laser radiation(10 000 cm 1) corresponds to the high- proportional to&; and is small compared to the field-free

frequency limit, while the CQ laser cycle(approximately ~PotentialVo plus(lt?e_ time-(izn)depender;t part (Olf) the quadratic
1000 cmi 1) is approaching the time scale of crossing theStark shift andJy™, i.e., U~ <Vo—a&y/4+ Uy~ . We shall
transition state region. therefore omitU{”) below.

: ®)

where Mg and Mpgc are reduced masses and
=u(Rag,Rec) is the permanent dipole moment of the
stem. The potentidl (*) is given by an equation similar to
) with the following substitutionsu.&, should be replaced

by a£5/4, andw, should be replaced bya, . Hence U is
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The coefficients in front of partial derivatives {5) are 1620 -
the same as in the expression for the kinetic energy in coor- I
dinatesr ag,lgc:

2
1[Pae . Pic _PasPsc

+
2 MAB MBC MB

(6)

This property remains the same even if the mass-type coef-
ficients in the kinetic energyl are coordinate dependent
[30], e.g., if one uses “natural collision coordinatef31].

As noted above, the results ¢f)—(6) are the same when
derived through quantum mechanics. The wave funcion
is written as a product of the wave functigd, which de-
pends on the slow variablé&, g ,Rgc and describes the slow
motion in the Hamiltonian, and the wave functigh which
depends on fast variables only and describes fast oscillations 10
due to u&ycos.t) and aE%cos(ZuLt), without taking the
rest of the potential into account.

Equations(4) and (5) are applicable if the amplitude of
the fast oscillations,s. is small compared to a characteristic
size of the interaction regiotabout 1 A. This leads to the
following condition: agse~ |V 1(S,x)|/Mwi<1 A, where
M is the effective mass along the reaction path. Although th
value of M depends on the values of the
natural coordinates, for an estimate one can u

M= \I/MAMBMC./(MA+'}AB+ M?j) | [9]. It aots)c~1 A, . The rate of tunneling ionization is determined largely by

smp_gl segargtlon 'n:]O r?St and slow mﬁtlogs ecomes 'fmfhe ionization potential of a system. Electron tunneling to the
possible. Owing to the heavy mass In the denominator, fok,in,um is an instantaneous transition. Therefore, the ef-
practical values of intensities and frequencies the Osc'llat'o'?ective ionization potential of a molecule is determined by

amplitude remains small. For the H H, reaction and the energy of avertical transition from the ground state of

. e 5 .

CrrO]ZZ laser frequencya,s; remains small untill =10 W/ pa yiaytral system to the ground state of the ion. The rate of
cnt’, an intensity which the system cannot withstand owingynneling ionization in dc electric fields is given by the fol-
to very efficient multiphoton ionization, which occurs in ap- lowing well-known formula[13,18,19:

proximately 0.1 fs.
One of the most interesting features of the high-frequency
limit is that the effective time-independent potential

Ionization Lifetime (fs)

L . L
I3 1014 1015
Field Intensity (W/cm?)

FIG. 1. Tunneling ionization lifetime of hydrogen atofsolid
line) and hydrogen moleculéotted ling in femtoseconds, as a
function of laser field intensity. Note logarithmic scaling of both
axes.

?13,18,19. Simple analytical formulas for ionization rates
ive very good agreement with experimental data for both
S toms[18] and diatomic moleculekl3,18,19.

2(2|p)3/2 2n* —|m|—1 2(2|p)3/2
1 £ } ex“(‘ 3¢ )
Ver=V(Rag,Rec) — = a(Rag,Rec) 2+ UY (R, R (8)
o= V(Rag,Raec) 4a( ag:Rec) & p( A8, Rec)

7 . o .
@ wherel ; is the ionization potential of the sytem?,I,m are

can have local minima along the reaction patfihese the effective principal quantum number, angular, and mag-
minima can appear due to increasing polarizabilitgs the ~ N€tic quantum nl_mee_rs of the ionizing electron, and the co-
reactants approach the transition state. Indeed, at Ripe ~ €fficientAn | i given in[13,18,19is O(1) for n*~1. Us-
polarizability « increases aR 3, i.e., much faster than the Nd the quasistatic approximation, in an ac fiefdl is
potential barrier. As we show below, these minima existSubstituted b¥fg|cos(ut)], so thatw;—w;(t) depends on the
even for the H-H, reaction, where the reactants have rela-Phasew,t of the ac electric field. Typicallyw;(t) is then
tively low polarizability and the reaction barrier is high. Sec- averaged over the laser cycle.

ond, for reactions with large variations p{Rxg,Rgc) these The characteristic upper limits for intensities are given by
variations can yield minima imf)l)_ the following example of an HH, reaction: atl =7x 10"

W/cm? the hydrogen atom ionizes in~5 ps(see Fig. 1,
and atl=5x10'"® W/cm? ionization of a hydrogen atom
takest;=~80 ps. The hydrogen molecule is much more stable
In practice, the field intensity is limited by molecular ion- with respect to ionization due to its higher effective ioniza-
ization and/or dissociation. This is a problem in any lasertion potential for a vertical transitio(Fig. 1). To avoid ion-
assisted chemical reaction which is typically resolved by thdzation, short laser pulses should therefore be used, e.g., a
use of laser pulses. For simple molecules and strong IR fields-ps pulse fol =7 x 10** W/cm?. This leaves enough time
both theory[23,24 and experimen{13,21,23 show that for the reaction, which takes about 100—200 fs near thresh-
multiphoton ionization dominates multiphoton dissociation.old. Those collision partners which do encounter each other
lonization in intense IR fields is well understood and can beduring the pulse should therefore show evidence of different
described as tunneling in a time-varying electric fieldreactivity (see Sec. Ill beloyv Note that short femtosecond

Wi :An* ’|’m4| p|:

C. Limits to laser intensity
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IR pulses are readily available in the intense field regime, R SN SN S — -
including square-shaped 100-200 fs pulses for a GBer ~
[32].

Ill. APPLICATION TO COLLINEARH +H,

In this section we apply the general approach described
above to the benchmark collinearth , exchange reaction.
The section consists of three parts. In Sec. Il A we describe
ab initio calculations needed to obtain the dipole moment
and the polarizability surfaces for the collinear-H , reac-
tion. In Sec. Il B we study the “high-frequency” limit of the
reaction dynamics on the modified potential surface. That is,
we examine the reaction dynamics for the effective time- Y oo N
independent Hamiltonian given by Eq&)—(7). In Sec. LE &7 =m0 SN0 05 02 0L
IIIC, we examine the reaction dynamics in the field of a 1 2 3 4 5
CO, laser, where the laser period is approximately on the Ras (bohr)
same time scale as that of the nuclear motion across the T
transition state. Here the time-dependent termd)ilecome 0081
important.

Rge (bohr)
%)
T

0.04

A. Structure calculations 0.0zl

A field-free potential energy surface for collinearzH
based on theb initio calculations of Liu and Siegbahn and
the fitting function of Truhlar and Horowitd STH surface
[33] was used in these calculations. This surface has accurate
asymptotic properties for K including a zero-point energy
of 0.271 eV(expt. 0.27(34]). The classical barrier occurs at I
Rag=Rgc=1.757 bohr, wher&€=0.428 eV relative to re- ~0.04r
actants H+ H,. I

0.00

i, (au)

-0.02

-0.06

) PR S I S SR S R S S S S S
1. Permanent dipole 0 4 8 12 16

Reaction Coordinate (bohr)

The permanent dipole moment was calculated using the
GAUSSIAN-92 program packagd35], with a quadratically
convergent configuration interaction method and a basis set FIG. 2. Permanent dipole momen} along the internuclear axis
(Basis ) which includes diffuse and multiple polarization of collinear Hs, in a.u.:(a) full surface showing contour values of
functions [the method and/or basis is denoted QCISD/6-x. as a function of Rag,Rgc); (b) variation of u, along the mini-
311+ +G(3df,3p), corresponding to ag8p basis for hy- ~mum energy reaction pafldashed line from reactanf&sto products
droger. Points were calculated with a grid spacing of 0.25P in @]
bohr over the range 10OR,g, Rgc=<5.0 bohr where the
dipole moment varied strongly, and over a sparser grid withormal to it[the zero contour line is labeled in Fig(aZ)].
spacing 0.5 bohr in the region 580.0 bohr, where the Thus zero contours of the dipole moment must be crossed by
dipole moment varies slowly and becomes asymptoticallithe system several times in going from reactants to products.
zero. Values at the grid points were fitted to a two- The variation of the dipole moment along the minimum
dimensional natural cubic spline to provide interpolated val-energy reaction path is shown in Figh?, corresponding to
ues at any coordinate pair. the reaction coordinate connecting the reacftatieledR)

Figure Za) shows the component of the permanent dipoleand productlabeledP) regions of Fig. 2a). Along this path,
momentu, (in a.u) along the internucleagand laser field  the dipole moment starts o(Weakly) positive, changes sign,
axis, mapped vs the coordinategg andRgc over the range and reaches a minimum of0.06 a.u., eventually returning
1.0=<(Rag.Rgc)=5.0 bohr, the region where the interaction to zero at the symmetric transition state. The opposite behav-
becomes significant. The absolute sign of the dipole momeribr is observed when the dividing life,z= Rg¢ is crossed.
is arbitrary, depending on the choice of the positive directioriThe fact that along the reaction coordinate the calculated
of the coordinate system. The surface shows a rather comiipole moment changes sign prior to reaching the transition
plex behavior, characterized by the following features: thestate should have little effect on the reaction dynamics due to
maximum (absolut¢ value of u for H; occurs in the ener- the small magnitude ofu| at largeR. It was not present,
getically inaccessible region nedR{z,Rgc=1.5,1.0 where  however, in the simpler model function assumed by Orel and
|u|~0.24 a.u. A smaller local extremum occurs nearMiller [10].
(3.5,2.8, where|u|~0.03 a.u. Zeros of the dipole moment  The variation of the dipole moment along the reaction
occur along the symmetric stretch coordind®@g=Rgc  coordinate may be understood by analogy to the diatomic
where the dipole is zero by symmetry, while the other ismolecule HeH, which corresponds to the limit of either
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TABLE I. Comparision of polarizability calculations with available literature values. Column 2 refers to
the present workshown in Fig. 3 while column 3 refers to higher quality test points.

Polarizability valuesy,, along the internuclear axign a.u)

Species QCIS/Basis | QCIS/Basis Il Exact Ref.
H atom 3.7703 4.4649 4.5000 [38]
H, (R=1.40 bohy 6.4507 6.4142 6.3873 [40]
H; (R=1.757 bohy 21.9838 21.8072

Rag Or Rgc approaching zero. The HeH system shows aFor H,, comparison can be made between our calculations
maximum in the value ofs at short separations followed by and the near-exact results of Rychlewigkd]. In Table I, the
a change in sign, a minimum, and an asymptotic approach tpolarizability values quoted are measured along the molecu-
zero at large separatiori86]. This is the same qualitative |ar axis. For H, the QCISD method using Basis | differed
behavior as is observed in Fig(k. from the reference result of 6.39 a.u. by only 0.06 a.u., and
The accuracy of thab initio calculations was checked at the Basis Il result gave a result to within 0.03 a.u. The Basis
the two extrema described above by comparison to Morg egyts remain close to the near-exact values over the range
extended treatments, which involved either expanding thg 5_4 g bohr, the maximum difference never exceeding
basis set or using a more complete Cl treatment or both. A g Therefore, a polarization basis is provided by antisym-
larger G54p1d basis set descrlbgd by Pgagal. (Basis 1) metric combinations of the 2functions in the basis, effec-
[.37] was U.SEd for'thesg comparisons. First, the fu_II(@Jn- . tively simulating the necessaryp2character, when the
figuration interaction with all single, double, and triple exci- atomic orbitals are able to overlap, as in this region.

tationg dipole moment was calculated with Basis | at both The same basis set combination effects also apply to the

geometries to determine the effect of excluding triple excita- -
tions from the QCISD wave function. The QCISD/Basis | H system, explaining the rather good agreement between

values differed from the full Cl/Basis | values by less thanthe basis sets used. Results were obtained fpatthe tran-

4%, indicating that omission of triple excitations does notSItIOn state geometrycollinear, with equidistant bonds of

. X R = 1.757 bohy). The difference between the QCISD values
cause substantial error. Next, the effect of augmenting the . . g

) . : of Basis | and Basis Il was only 0.18 a.u. In addition, these
basis set was tested by comparing the QCISD dipole mo-

ments from Basis | to the complete singles and doubles Iesults did not vary appreciably with inclusion of triple ex-

) citations by the QCISDI) method, i.e., the latter method
(denoted CISDresult of Basis Il. Theu(QCISD) values of . e | !
Basis | differed by less than 5.0% from the CISD values of'lng reg %id;TJe bipolarizability calculated with QCISD/Basis
Basis Il. The QCISD/Basis | dipole moment surface pre- y = o

sented in Fig. 2 is therefore expected to be close to the exagh Flggre)i{;)r tshheO\x:n t2e1 80|5a %Zizlrl::yﬁ_zﬁe nr?gprr?diZn-
limit in the region accessible to low energy collisions. AB:1T"BC ge 1.U-o. ‘ inimu

ergy path is also shown on this diagrdoashed line from
reactants to products, as in Figad.

The polarizability increases along the minimum energy

The static polarizability component,, along the molecu- path from reactants to transition state. There is a saddle point
lar axis for collinear H was generated using the method, in polarizability located near the transition staéguidistant,
basis set, and grid spacing identical to that used to genera®=1.5 boh). The polarizability increases to the global
the dipole moment, i.e., QCISD with Basis I. The accuracymaximum along the diagonal, ne&,z=Rgc=3.2 bohr,
of the calculated polarizability is sensitive to the choice ofwherea,,is ~ 33 a.u. Note that the bond distance for which
basis set, particularly with respect to the inclusion of diffusethe maximum in polarizability occurs for His very close to
functions[38,39. Table | shows the calculated values for H, that where the maximum occurs in,H
H,, and H;. The static polarizability of the hydrogen atom is  Figure 3b) shows how the polarizability varies along the
known analytically to be 4.50 a.u.38]. In contrast, the reaction path from~ 10.3 a.u. at the H- H, asymptote to
atomic polarizability with Basis | was found to be only 3.77 ~ 22 a.u. at the transition state. Due to the error in the
a.u. This low result was found to be caused by the lack of atomic polarizability of H (3.77 vs 4.5 a)y.the H+ H,
sufficiently diffuse p function, the smallest of which is asymptote lies too low by this amount. The value of the
¢=0.1875 in Basis I. When Basis Il is used, which includesH; transition state, in contrast, is much more accurate. The
such Rydberg functions, the result differed from the exact result is that the change in polarizability along the reaction
limit by only 0.04 a.u. coordinate from reactants to transition state in our calcula-

Based on the atomic calculations, one would expect Basigon is too large; the calculated variance is 11.76 a.u. while
| to produce a poor surface for the molecular system. This ishe exact value is estimated to be 10.92 a.u. The latter is
not the case, however, as we found that the molecular calcwebtained by using the exact values of H and with the
lations are much more accurate than those for the isolate@CISD/Basis Il value for the transition state. This difference
atoms. The improvement is due to the presence of diffuse will cause a minor effect on the reactivity, but qualitatively
functions in Basis | {=0.036[35]), which are able to com- all of our conclusions are insensitive to this error.
bine on different centers to allow polarization along the Comparing the permanent dipole moment and the polar-
bond, i.e., effectively creating a diffuse polarized basis setizability along the reaction paflirig. 2(b) and Fig. 3b)], one

2. Polarizability
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FIG. 3. Static polarizability component,, along the internu- FIG. 4. Potential energy surface for the collineat-H, reac-

clear axis of collinear H: (a) full surface out to 5.0 bohr, showing tion in the high-frequency limitEq. (4)], atl =7x 10" W/cm?: (a)
contour values in a.u(p) variation ofa,, along the reaction path in  Contour plot with lines from 0.0 eV to 1.0 eV in 0.1 eV steps.
a.u.[dashed line fronR to P in (a)]. Energy zero corresponds to therHl, asymptote(b) potential en-
ergy along the minimum energy reaction path. Dashed line, no field;
can see that the variation of the Stark shift along the reactioﬁo"d line, with the _fielq. Field-induced bound states are shown for
path, which is (1/2) a&3, approached wg=umao at the D+D, mass combination.
intensity of onlyl =3.5X 10 W/cm? (umay IS the maximum
value of the permanent dipole moment along the reaction Figure 4a) shows the effective potential surface for the
path[10]). In the region of intensities wherewg becomes  reaction[Eq. (7)] at a laser intensity=7x 10" W/cm?. The
significant, i.e.] > 10" W/cm?, the Stark shift dominates the surface still resembles the field-free LSTH surf488] ex-
laser interaction terms in the Hamiltonian. This becomesept that a new feature is present: there is a potential energy
even more true in the high-frequency limit, when the termwell located in the reactant(producy valley at
due to the permanent dipole moment effectively averages olag (Rgc)=5.35 bohr. The center of the well lies at

of the Hamiltonian(1). Rgc (Rag)=1.41 bohr, i.e., the undistorted,Hnternuclear
distance, so that this bound species is very much like reac-
tants H+ H,.

B. Reaction dynamics in the high-frequency limit Figure 4b) shows the field-fre€LSTH surface and field-

As explained in Sec. Il, in the high-frequency limit the dressedLSTH surface modified by the Stark shifiotential
effective Hamiltonian becomes time-independfiag. (4)].  curves along the reaction path. As expectéitg laser-
For the H+H, exchange reaction the high-frequency limit is induced Stark shift lowers the potential barrier for the reac-
realized, e.g., for the Nd:YAG laser frequency, and the fretion. At | =7x 10" W/cm? it is lowered by~ 33% of its
quency required to achieve the high-frequency limit de-height, or 0.14 eV.
creases with increasing mass of the reactants. The contribu- Figure 4b) also shows thathe laser field induces poten-
tion of the ponderomotive-type potentiblﬁ,l) [Eg. (5)] is tial minima before and after the potential barrieThis is
negligible for this system. caused by the change in polarizability along the reaction
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path. For D+ D, these minima become deep enough to — —————————
support a bound state bt=5x 103 W/cm?. At this intensity
ionization occurs in about 80 p&ig. 1), so the ionization
lifetime of the field-induced bound state is relatively long. osl AN
Since the potential minimum occurs at (5.35, 1.fdee Fig.
4(a)] bohr, to a first approximation the bound states of the I
collinear D + D, (H + H,) system can be written as a 0.6
product of D, (H,) vibrations and motion along the reaction I
coordinate. The depth of the potential well lat 7 x 10"
W/cm? is 94 cm !, and the zero-point energy for+H,
system is 49 cm?, while for the D+D, system there are
two bound levels with energies 37 crhand 88 cm ! above ol
the potential minimum. i

It is the relatively long-rang® 2 asymptotic behavior of 1
the polarizability that is responsible for creating new bound I
states along the reaction path. The potential barrier near the 0.00 0.0  0.20
transition state falls exponentially at large and theR 3
behavior of the Stark shift dominates the potential surface. . _ _ . ]
Physically, the field induces a van der Waals—type force, F'CG-5. Quasiclassical collinear reaction probabify(Er) as a
which has a longer range than the usual van der Waals fordanction of collision energyEr . Solid line: f|e|d-fr3ee LSTH sur-
(R*S). face. Dashed line: high-frequency limit bt 7 X 10" W/cm?.

From Fig. 4b) it is clear that the reactivity on the field-
free LSTH surface and the laser-modified surface will beionization. Consequently, the collision probability during the
different. Following[10,11], quasiclassical trajectory calcu- pulse is low. However, the surface effects discussed here
lations were carried out at field strengths of zaromodified  yield an exponential dependence in the one-dimensional rate
LSTH surfacg and 7x 10" W/cm?, to determine the collin-  constant, while the collision probability enters as a preexpo-
ear reaction probability as a function of collision energy.nential factor. For a Boltzmann distribution, the gain in the
Details of the field-free trajectory calculation have been deexponential factor ilR=exp(AE,/kT). For the H+ H,
scribed in the literatur¢41-43. The quasiclassical results exchange reaction, with laser intensity: 7.0x 10* W/cm
must be averaged over the initial conditions. For the high-?2, R=10? at T=300 K, while at liquid nitrogen temperature
frequency case, when the effective Hamiltonian is time-(77 K) R=10°. For molecules such as halogens, where the
independent, these include size of the reaction siBl,  polarizability is an order of magnitude larger, the required
(Hy) vibrational phase, and relative translational energy ofintensity is lowered by a factor of 10. The ionization lifetime
A with respect to the center of mass &C (denoted thus moves well into the nanosecond range.
E). The reaction shell center-of-mass distaftg,= Rag Figures 6a) and &b) show reactivity mapf41,44), which
+Rgc/2 is chosen to be in the noninteraction region, withgive the dependence of the reaction result on the initial phase
Rag=5.0 A. Initially, the BC oscillator has its zero-point of the BC oscillator, both with and without the laser field. In
vibrational energy in the potential modified by the Stark shiftthis polar plot the radial coordinate is the translational kinetic
(0.265 eV vs 0.271 eV on the field-free LSTH surfacgam-  energyE; and the polar phase is the initial phase of the
pling of the BC (H,) oscillator was done at 200 points BC oscillator ¢, (for mapping purposes the 200 points uni-
spaced uniformly in time over the period of one vibration.form in time map into vibrational phase, i.e., the first 50
The energy resolution in relative translational eneigywas  points correspond to 0°—90°, etcReactive trajectories are
chosen to be 0.01 eV, so that energy thresholds were deterepresented by black dots, while the white areas correspond
mined to within this amount. The resulting trajectory out- to the nonreactive trajectories. The changes in the band struc-
comes were averaged over initiBIC vibrational phase to ture reflect significant differences in the classical dynamics,
obtain the collinear reaction probabiliBk(E7). which are caused by the changes in the potential surface. The

Figure 5 shows that the reaction thresh@égl has been most obvious effect shown on the reactivity maps is the low-
lowered on the modified surfaces, as expected. The field-freered thresholdE, [narrower inner area on Fig(l§ relative
collisional energy threshole, (minimal E; for reaction is  to Fig. 6a)]. Other interesting effects are also present, how-
0.28 eV, in good agreement with the calculations of Mayneever. In the absence of the laser field we have broad continu-
[43], while the high-frequency result fol=7.0x10'®  ous bands with thin chattering regions at the boundaries be-
Wi/cn? is 0.14 eV. It can also be seen that the reaction probtween reactive and nonreactive regions. This picture changes
ability near threshold is lower than for the unmodified sur-radically in the presence of an intense laser field. As a result
face. The reason for this lowered reaction probability has t®f the modifications to the potential energy surface, the con-
do with the shape of the modified surface near the transitiotinuous structure of the reactive bands at low energies is
state, but since the one-dimensional rate constant is domirearly destroyed, resulting in reactive and nonreactive bands
nated by the threshold behavidrjs clear that the rate con- which become very thin. The boundary regions correspond
stant will be strongly enhanced for the surfaces with theto activation of the symmetric stretch mode at the transition
lowered barriers Due to the very low polarizability of the state. The trajectory can then end up on either side of the
system under consideration, the intensities used here areaction barrief44] with only slight changes to the initial
guite high. This limits the pulse duration to- 1 ps to avoid conditions. Overall, the described change to the reactivity
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FIG. 7. Snapshots of the energy profile along the reaction coor-
dinate as the laser goes through one period of its oscillation, for
| =7.0x 10" W/cm?: (a) LSTH surface plus inclusion of only the
permanent dipole moment interactigh) LSTH surface plus inclu-
sion of only the polarizability.

FIG. 6. Reactivity maps for collinear HH , reaction, showing
the reaction outcome as a function of collision enefigyial coor-
dinate and BC vibrational phas@ngular coordinaje (a) field-free
LSTH surface, right map; (b) high-frequency limit with
I=7x10" W/cm?. Black regions indicate a reactive trajectory,  Formally, the time-dependent terms of Efj) change the
white regions are nonreactive. classical equations of motion through the addition of terms

maps reflects increasingly chaotic reaction dynamics. Simila?f the form (a’f/‘?R)f(t) and (aa/aR)zg(t), wheref(t) _and
effects of high-intensity laser fields have been described in 4(t) are the time-dependert and & terms, respectively.
time-dependent treatment [A1], however in our case the These addmon_al terms correspond physmal!y to the fam_lhar
effect occurs on @ime-independensurface. It arises from Processes of infrared and Raman absorption, respectively.
the flattening of the barrier in the region of the transition COmMPplete analysis of a laser-assisted process requires
state, causing a loss of selectivity in trajectories which leadnonitoring the energy absorption and/or loss along the tra-
to products. This same loss of selectivity results in reactiod€ctory, which depends on the gradient of dipole moment and
probabiliites near threshold which are below 1.0 on the lasefP0larizability as well as the laser phase, dngl monitoring
modified surface, i.e., trajectories crossing a broad flat saddif'® change in potential energy of the system due to the added
point are easily reflected back to reactants, whereas thod8™MS in the classical Hamiltonian. A conceptually simple
which traverse a narrow steep sadfield-free surfaceare but useful model cons@ers only the latter, i.e., the potgnUaI
strongly focused towards products. energy of the system is exc_':lml_ne_d at “snapshots” in time,
and the effect on the dynamics is inferred from the change in
potential energy with time.

Figure 7a) illustrates this approach by showing the po-

To simplify the discussion, we will first describe the ef- tential energy profile along the reaction coordinate of collin-
fects of the time-dependent termg-&,cos(t) and  ear Hy, where only the permanent dipole moment interaction
a- E5cos(2w,t) separately, and then present the combined reterm is included. Each curve represents the minimum energy
sults. reaction path for a fixed laser phase, i.e., a fixed value of

C. H+H reaction in an intense CG, laser field
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cost). The laser phase is shown for several increments of T T T )
over an entire laser cycle. Since the dipole moment is an odd . (a) . .
function of reaction coordinate with an inflection point at the [ !

transition statgFig. 2b)], the energy along th®,z=Rgc 0.8 R

line (which formerly contained the field-free transition sjate L / '

cannot change. In other words, the energy at the LSTH tran- i i b
sition state Rag=Rgc=1.757 bohy cannot be different
from its original value. However, the position of the transi- I i
tion state along the reaction coordinate changes when the 0.4F

Py(Er)

laser field is present. This is shown in Figa)f where a

higher barrier is encountered either before or after the LSTH oal

transition state geometry. The mechanism of threshold low- | ! ]
ering in terms of this oscillating surface picture is now a i :

guestion of correct timing: it is possible for the surface to 0.0L e i
rise up behind the mass point characteristic of the reacting 000 oo om0 om0 oa0  oso
system and impart momentum in such a way as to accelerate Collision Energy (eV)

it across the saddle point. When viewed in this light, it is L B s s S

clear that this mechanism will be sensitive to the laser fre-
guency and should be inefficient in the low- and high-
frequency limits. o8l
Figure 1b) shows the reaction coordinate of the collinear -
H 3 surface over the course of a laser cycle, with only the
correction due to the polarizabilityno dipole moment term
present The barrier height is never higher than its field-free -
value (0.428 eV[33]). The high-frequency limifsee Fig. o4l
4(b)] gives the middle curve, of height 0.27 eV. Trajectories -
will be reactive below the high-frequency limit energy
threshold if they arrive at the transition state at a time when 0.2
the barrier is in the low turning point of its oscillation. I
For the 1000 cm? radiation of a CQ laser, the time ool :
scales of laser oscillation and translational motion across the O T T PR R
o . . 0.00 0.10 0.20 0.30 0.40
transition state are comparable. As is clear from Fig. 7, the Collision Energy (eV)
result of the collision is therefore sensitive to the laser phase
when the system approaches the transition state. Hence, the

problem has an additional degree of freedom, the initial

. ) o . 3
phase of the laser field at time zero. Using a sampling grid G- 8. Collinear H+ H, reaction probability fort =7 10"
and w; =945 cm - for various calculations(a) Field-free(dashed

resuls of quasiclassical rajectory calbulation weré obiained!ne): U dpole contibuion oydoted ina: pis polarizabiiy

The actual value of the laser frequency used for these traje?c{(.) ntribution only(dashed-dotted line (b) Field-free(dashed link

tory calculations was 945 cit. The remaining initial con- 19n-freduency limit(dotted ling; high-frequency limit + dipole

. .y . . . 9 contribution(dashed-dotted line full calculation (solid line).

ditions, including the grid oE; values and the 200 sample

points for the BC oscillation phase, were identical to those Figure 8b) shows, in addition, reaction probabilities for

used in Sec. Il B. the high-frequency limifStark shift contributioh the high-
Results of the trajectory calculations for various combina-frequency limit plus dipole moment correction, and the full

tions of interaction terms in the potential, and averaged ovecalculation. The latter includes all terms in the Hamiltonian,

laser phase, are shown in Fig. 8. Figur@&ompares the i.e., the full time-dependent contributions from both dipole

field-free (LSTH) dynamics with those obtained using the moment and polarizability. The high-frequency lintitotted

LSTH + dipole moment(time-dependentterm, and the line) shows a substantial lowering of the thresh@dL5 e\)

LSTH + polarizability (time-dependentterm. The variation and a shape which is similar to that obtained in Fig) &r

of the reaction probability using theb initio dipole moment the time-dependent polarizability only. A further small low-

surface[shown as a dotted line in Fig(8] is remarkably ering results from the dipole contributigd.03 e\j. Finally,

close in form to that obtained by Orel and Millgt0]. Thus  the full calculation shows the lowest energy threshold re-

their simplified treatment and model function of the dipole ported here, which i§€, = 0.10 eV. Thus the energy thresh-

moment can be considered to be essentially correct, althougiid for reaction has been lowered substantially, from its

the magnitude of thab initio dipole moment presented here original field-free value of 0.28 eV to its minimum value of

is considerably smaller than they assumed. The lowering 08.10 eV. Very little collision energy is therefore needed in

the energy threshold for reaction is 0.07 eV from the dipolethe full calculation in order to show some reactive trajecto-

contribution, and 0.18 eV from the polarizability contribu- ries.

tion. Thus we see, as indicated earlier, that the polarizability Comparing the various curves in FiggaBand 8b), we

correction has a much larger effect on the reaction dynamicsee that very little change in the reaction probability is intro-

0.6

Pg(Eq)

L
0.50
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duced by the time-dependent part of the Stark slhiff;is  onstrate much stronger effects. The gain in the one-
lowered by only 0.02 eV from the threshold of the high- dimensional rate constarR=exp(AEy/kT) is larger for
frequency limit. The reason for this is that the frequencycold molecules. For H- H,, the gain is two orders of mag-
2w is too high even if the CQ@laser is used. Since_ is  nitude at room temperature and nine orders of magnitude at
not large enough to be considered in the high-frequencyiquid nitrogen temperature. We stress that cold molecules in
limit, the main features of the full calculation are reproducedintense IR laser fields are of significant interest for trapping
by_ the partial calculation Qf the high-frequency limit S_tark and alignment schem¢47].

shift and the permanent dipole mom¢udashed-dotted line  The major factor limiting the intensity that can be applied
in Fig. 8(b)]. The effect of the dipole moment is now less 5 mtiphoton ionization. For halogens with the polarizabil-
_than when it was _con3|dereq by itself. The_threshold Iower-Ity approximately an order of magnitude higher than for hy-
ing of the dipole in the pa_wual calculat|on_ IS only 0.03 eV drogen, the intensity required to significantly reduce the re-
below the value of the high-frequency limit. This further action threshold would be an order of magnitude lower than

serves to illustrate that, while the dipole contribution will . L .
S . - . that studied here. As a result, the lifetime of the reacting
become negligible in the high-frequency limit, the Stark shift ) L . .
systems with respect to ionization will move well into the

caused by the induced dipole moment will remain in effect
nanosecond range.

over a large range of laser frequencies. . . .

Laser-induced minima along the reaction path are another
interesting result of the interaction with IR field. For well-
polarizable molecules such &g the potential well for two
interacting iodine molecules can become comparableTto

We have examined the effect of the laser-induced dipoI@_t room te_mperature for mtensme_s _belowliNV/cmZ. A
moment on the structure of the potential energy surface ang'MPle estimate shows that for collision of twp molecules
the probabilty of H+ H,— H, + H exchange in an intense 1€ energy of attraction iSAU(R)=0.03 eV at
nonresonant IR laser field. We found that the laser field no{:_3-5><_101 W/em® and R=6 bohr, a typical distance at
only reduces the classical barrier to reaction but also inducedhich field-free molecular interaction becomes important.
bound states along the reaction path. The enhancemehf® potential well of 0.03 eV is deep enough to support
mechanism described here is based on the increase in tHéany bound states of thg+1, complex, and exceedsT at
Stark shift as the reactants approach each other. At larg®0m temperature or below. The same field exerts a signifi-
distances such an increase reflects the mutual attraction 68Nt degree of alignment on the molecule7]. Conse-
the two dipoles induced in the reactants by an intense lowduently, we can speculate that cold molecules trapped in the
frequency laser field. laser focus may form linear van der Waals—type chains. If

In general, there will be two sources of enhancement of 4his were the case, thR ° dependence of the attractive
reaction in infrared fieldsti) interaction with the permanent laser-induced interaction between the two molecules will be
dipole moment, andii) interaction with the induced dipole replaced by the strongét™? attraction in the chain.
moments. For the H+ H, reaction, the values of thab Trapping reactants in laser-induced van der Waals—like
initio permanent dipole moment are very low. When the la-Minima may open a possibility for @action path spectros-
ser cycle matches the time of crossing the transition statéOPY. where transitions between vibrational levels of bound
[10], the reduction of the threshol, due tou-& is [10] states along_the reaction coordinate can be opserved. As used
AEy~f 0r=| tmal & Where w sy is the maximum value of here, “reaction path spectroscopy” unld differ from. the
the dipole moment along the reaction path. From Fig. 2 af€m “transition state spectroscopy” coined by Polanyi and
intensities~ 1013 W/cm? the value offiwg is only 0.03 eV, co-W(_)rkers[45]_ to describe electronic transitions along the
and hence the reduction of the threshold due to the permdgaction coordinate, as the latter makes no reference to the
nent dipole moment is small. At higher intensities the StarkP0ssibility of transitions between bound states on the lower
shift dominates laser-introduced modifications of the reacSurface. However, in that context the existence of bound
tion dynamics. Furthermore, the reaction enhancement due gates along the reaction path would necessarily increase the
the interaction with a permanent dipole moment is only Sig_lntensny of transitions to an upper eleptronlc surface and
nificant when the laser cycle approximately matches the timghus make transition state spectra easier to observe. Such
of crossing the transition state. This is in contrast to thé?ound states will have a fluctuating well depth dependent on
laser-induced dipole moment, which yields significant en-the laser mten_sny and frequgncy. Experimentally, a second
hancement even in the high-frequency limit. probe laser will be needed in order to attempt to observe

One of the most important properties of the describedhese bound states.
enhancement mechanism in the high-frequency limit is that it
is quite general. It is based on the Stark shift, which occurs
in all systems, and the increase of polarizability in the vicin-
ity of the transition state, which is also expected to be a ACKNOWLEDGMENTS
typical phenomenon for covalent processes. Although the
H+H, system is only weakly polarizable, the effect is al- The authors wish to thank A. Stolow, P. Corkum, and T.
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