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We propose a mechanism for achieving optical bistability in semiconductor heterostructures. In contrast to
the well-known refractive shift of the Fabry-Perot mode in macroscopic resonators, we consider the bleaching
of the exciton Rabi splitting in strong-coupling microcavities and prove that this nonlinear process leads to an
optically bistable behavior. Through a model based on the transfer-matrix formalism, we predict the depen-
dence of this effect on specific material parameters and on the nature of the cavity. Numerical calculations are
carried out for quantum well embedded cavities and the possibility of room-temperature bistable operation is
also discussed.@S1050-2947~96!01610-1#

PACS number~s!: 42.65.Pc, 71.35.2y, 42.50.2p, 78.66.2w

I. INTRODUCTION

Semiconductor microcavities have attracted a continu-
ously growing interest, mainly related to the possibility of
controlling spontaneous emission and of studying fundamen-
tal aspects of light-matter interaction@1–11#. In particular,
the ‘‘strong-coupling’’ regime, in which the exciton and the
cavity photon are in such close interaction to give rise to two
coherent mixed modes, often referred to as ‘‘cavity polari-
tons,’’ has received a lot of attention. The Rabi splitting of
the modes and the oscillating behavior of their emission have
been detected in a number of different systems and in a wide
range of temperatures.@3,4,12–17#.

In view of applications for optoelectronic devices, the
analysis of the nonlinear optical properties offers a funda-
mental and intriguing field of microcavity physics, which is
still to be fully explored. Very recently, a crossover from the
strong-coupling to the weak-coupling regime has been ob-
served at low temperatures in quantum well~QW! micro-
cavities both in resonance@18#, and out of resonance with the
exciton transition@19#. In @19# the sample was excited well
above the continuum edge, so that free electron-hole pairs
were generated. Under low intensity excitation, the cavity
emission showed a familiar Rabi splitting, which was, how-
ever, bleached at high intensities. A similar behavior was
observed by Norriset al. @18# in the reflectance spectrum. A
spectrally broad resonant laser pulse was used to cover the
Rabi split peaks. The physical origin of the bleaching is the
same in both experiments. It is in fact a consequence of the
saturation of the exciton oscillator strength with carriers
~bound or free! density, due to screening and phase-space
filling effects. However, owing to the very different lifetimes
of free electron-hole pairs~nanosecond scale! and cavity-
coupled excitons~less than 1 ps!, the use of an ultrafast
pulsed source became necessary in@18#, while in @19# a low
power cw laser was sufficient. Nevertheless, it is evident that
for optoelectronic applications exciton resonant, or nearly
resonant, operation is a much more interesting situation;
therefore, in this work we will limit ourselves to this condi-
tion.

Our purpose is to show, with a fairly simple theoretical

model, that the Rabi splitting bleaching leads to optically
bistable behavior. We will also perform an accurate analysis
of possible ways to alter and control the performances of this
ideal bistable device.

We wish to observe that the mechanism proposed here is
completely different from the dispersive optical bistability
which has been extensively studied and demonstrated in
thick semiconductor Fabry-Perot~FP! resonators@20–23#. In
fact, conventional FP bistability relies on the variation of the
FP refractive index with radiation intensity, which causes a
shift in the energy of the FP optical mode~owing to the
change of optical thickness! eventually giving rise to positive
feedback. In the process the radiation is very weakly coupled
to the exciton, and the FP mode, which is required to be off
resonance to maximize the performances, retains a purely
photonic character. On the contrary, in a perfectly tuned mi-
crocavity, the electromagnetic wave gives birth to mixed
exciton-photon states, referred to as cavity polaritons, and
we will show how bistability can result from a modification
in the coupling strength which changes the energy of the
polariton modes. Different from thick FP bistability, this is
clearly a purely resonant phenomenon, whose magnitude de-
pends on the rate of variation of the exciton susceptibility
alone, and not of the total dielectric constant. As will be
apparent in the following, the proposed mechanism presents
advantages related to the cavity polariton dynamics, which is
faster and more controllable than the exciton one, and to the
larger exciton generation rate attainable with resonant opera-
tion.

The paper is organized as follows: in Sec. II we give a
description of our theoretical model, results are presented
and discussed in Sec. III, conclusions and perspectives are
examined in Sec. IV.

II. THEORY

The density of electron-hole pairs in a semiconductor has
a great importance in determining excitonic properties. It is
well known, in fact, that dielectric screening and phase-space
filling effects act efficiently in reducing the oscillator
strength f when the electron-hole densityn is sufficiently
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large@24#. Experiments and simple theoretical considerations
@25,26# indicate a saturation behavior of the type

f5
f 0

11n/ns
, ~1!

ns being the saturation density at whichf is half its value at
zero densityf 0. Both free and bounde-h pairs can contrib-
ute, with relative relevance depending on the sample tem-
perature@27#. We consider the case of resonant excitation at
low temperature, when practically no free carriers are gener-
ated because no LO phonon absorption is allowed. Room
temperature operation will, however, be discussed qualita-
tively later on.

For the sake of simplicity, we choose as our system a
standard Al0.1Ga0.9As microcavity with 20 pairs AlAs/
Al 0.2Ga0.8As Bragg reflectors. A single 200 Å GaAs QW is
placed at the center of the cavity. The Fabry-Perot resonance
is exactly tuned on the main heavy-hole exciton transition.
The case of bulk cavities, although being equivalent in the
main features, present additional complexities which make a
detailed calculation more cumbersome. They will be de-
scribed later on.

We can now write down a rate equation for the QW ex-
citon population@28,29#, which, however, must be divided
into two components in order to keep into account the dif-
ference betweenki.0 excitons, which are strongly coupled
with the cavity mode, and largerki excitons, which behave
like the usual QW excitons and decay primarily in the plane
of the cavity@18#. Our equations then read
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whereN0 andNk are the densities of coupled and uncoupled
excitons, respectively, (n5N01Nk), I 0 is the intensity of
the electromagnetic field at the QW position, andd the QW
thickness. The radiative lifetimet0 of ki.0 excitons is de-
termined principally by the cavity properties and is usually
of several hundreds of femtoseconds@15–17#, much shorter
than the radiative lifetimetk of uncoupled excitons~some
ten picoseconds@30#!. The last two terms in the above equa-
tions take into account momentum scattering processes re-
sulting mainly from interface roughness~characteristic times
of the order of 1 ps depending on the inhomogeneous broad-
ening! @18# and from phonon interaction~times varying over
a hundred picosecond range depending on the lattice tem-
perature and the exciton energy! @31,32#. These processes
broaden the initialki.0 exciton distribution and are mod-
eled inserting the two lifetimestm and tp which represent
the transfer rates from cavity-coupled excitons to uncoupled
excitons and vice versa. Clearly, the value oftm,p is also
determined by the width of the cavity mode which fixes the
ki phase space for coupled excitons. In our case it seems
reasonable to assumetm.1 ps andtp several tens of pico-
seconds. As it will become apparent later on, a detailed
knowledge oftm,p , however, is not crucial in our calcula-

tions. Finally, we assume for the exciton contribution to the
susceptibility a standard Lorentzian oscillator form

x5
fv0

2

v0
22v22 iGv

, ~3!

where v0 is the exciton resonance frequency andG the
broadening factor. Neglecting in first approximation exciton-
exciton scattering and considering that the band gap varia-
tion with exciton density is compensated by the quenching of
the exciton binding energy, we can take into account the
effect of the density only on the oscillator strength adopting
Eq. ~1!.

In a standard experiment with pulsed excitation the input-
output characteristic will usually show a hysteresis loop ow-
ing to the finite exciton lifetime, which makes it impossible
for the population to instantaneously follow the variation of
the pulse field. This does not necessarily imply a true bista-
bility ~the existence of two possible stable configurations of
population and field for the same incident intensity! since it
originates from the system being in a nonequilibrium condi-
tion. Therefore, we consider the case of quasistatic operation,
in which the exciting pulse is somewhat longer than all the
lifetimes of the exciton population, and put the partial de-
rivatives in Eqs.~2! equal to zero. After some straightfor-
ward algebra we obtain
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which can be solved in conjunction with Eqs.~1! and ~3! to
get the exciton population corresponding to a given intensity
I 0 of the intracavity field.

In order to compute the optical response we now adopt a
transfer-matrix approach in which every section of the mi-
crocavity structure is described by a 232 matrix defined as
@33#

mj5F cosS v

c
nj l j D 2

i

nj
sinS v

c
nj l j D

2 in jsinS v

c
nj l j D cosS v

c
nj l j D G , ~5!

wherenj5A« j is the refractive index,l j the width of the
j th section, andc is the velocity of light. For the QW we use
«5«`14px, x being given by Eq.~3!. The transfer matrix
M for the whole cavity is then given by the product of the
single matricesmj , including Bragg mirror layers, cavity
region, and QW region. From it the reflectanceR5ur u2 and
the transmissionT5nsubutu2, wherensub is the index of re-
fraction of the substrate, are calculated in the usual way@33#

r5
M111nsubM122M212nsubM22

M211nsubM221M111nsubM12
, ~6a!

t5
2

M111nsubM121M211nsubM22
. ~6b!
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Clearly these two quantities depend on the exciton popu-
lation through the dielectric constant of the QW layer, which
in turn depends on the intensity of the intracavity field.
Therefore, an additional relation is needed to linkI 0 with the
incident field I in and with the reflected and transmitted
waves. The electric field at the center of the cavity is related
to the incoming field and the transmittance by the transfer
matrix a corresponding to the half microcavity structure

a5mQW2mc2mRBR, ~7!

wheremQW2 is the transfer matrix of the half quantum well,
mc2 is that of the half cavity, andmRBR is the transfer matrix
of the right Bragg reflector. Thus we obtain the following
equation for the total transmittance:

T5I t /I in5I 0 /@ I inua111a12u2#. ~8!

Our problem is then fully solved by finding solutions for the
fields and the exciton population satisfying contemporarily
Eqs. ~4!, ~6!, and ~8!. When more than one set of solutions
for a given incident intensity exists, a multistable regime
occurs, and the history of the system determines in which of
these states the microcavity is.

We also wish to analyze the case of bulk cavities, where
the active material extends over the whole cavity length, so
that one has to consider the dependence of the electromag-
netic field on the position. Furthermore, one should also in-
clude the wave-vector dependence in the susceptibility func-
tion x. In principle we can proceed analogously to what was
done before by inserting an explicitz-coordinate dependence
in the intracavity intensityI 0 and in the exciton densityn,
and discretizing the cavity matrix in the product of several
matrices each corresponding to a layer sufficiently thin to
consider the field amplitude and the exciton population
nearly constant. Equation~8! is then substituted by a full set
of equations. The solution of such a system can be very
complicated, and spatial dispersion makes it even more dif-
ficult owing to the need of additional boundary conditions.
However, if one is interested only in the main features, the
problem can be simplified by neglecting spatial dispersion
and the modification in the spatial profile of the field induced
by the carriers density. It can then be proved that the active
material can be represented by a single centered QW, pro-
vided the oscillator strength is substituted by the effective
one

f e f f5
1

dE f ~z!g~z!dz, ~9!

where f (z) is the actual oscillator strength as obtained from
Eqs. ~1!, ~4!, and g(z) describes thez dependence of the
electric field in the cavity

g~z!5~mRBR
11 1mRBR

12 !cosFvc n~L/22z!G
2

i

n
~mRBR

21 1mRBR
22 !sinFvc n~L/22z!G , ~10!

n being the refractive index of the cavity material andL the
cavity thickness. Thus the greater active thickness compen-

sates for the reduced oscillator strength of the bulk exciton,
and since the saturation intensities are not much different,
one can expect a behavior similar to that of QW cavities.

III. RESULTS

In order to achieve a bistable condition, the considered
material must experience a sudden and deep change in its
optical properties, sufficient to give rise to a positive feed-
back mechanism, when the intensity of the incident light is
increased. In the case of resonant excitation in a microcavity
sample, such a change can be seen as a consequence of the
Rabi splitting bleaching induced by the exciton-photon cou-
pling. As one can see from Fig. 1, the reduction of the Rabi
splitting with the exciton population results in a large alter-
ation of the transmission coefficient for frequencies near
those of the two split peaks. To probe the bistable behavior,
however, we need to check the relation between the electro-
magnetic field and the exciton population. To this purpose it
is useful to introduce a saturation intensityI s into Eq. ~4!,
giving rise to an exciton population equal tons . All intensity
variables can be scaled toI s , thereby leaving all quantitative
aspects to the determination ofI s for each particular system.
In standard experiments on macroscopic FP bistability with
GaAs QW’s, a value ofI s equivalent to 600 W/cm2 is fairly
typical under quasistatic excitation@25#. The main difference
in our proposed device originates from the carrier lifetime.
Instead of slow QW excitons or even freee-h pairs ‘‘cavity
excitons,’’ with the effective lifetime

te f f5
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1
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1
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1

t0tp
1

1

tkt0
1

1

tktm

, ~11!

control the dynamics. The values ofte f f depend on the QW
and microcavity characteristics and can be as low as;1 ps,
which means an increase in saturation intensity, at most of
two, three orders of magnitude; this can be partially compen-
sated by Im(x) when the chosen operation frequency is

FIG. 1. Transmission spectra of a quantum microcavity with
two values of the exciton population:n50 ~solid line! andn5ns
~dotted line!. Exciton parameters arev051518 meV,
4p f53.97531023, andG50.5 meV.
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nearer tov0. We wish to remark however that the larger
saturation intensity required is not an intrinsic drawback of
the mechanism proposed; it is simply the expression of a
faster dynamical behavior, which therefore requires fast
pulsed sources~in @18# a 100 fs laser at some tens of
W/cm2 was found to be sufficient to quench the Rabi split-
ting!. It must be noted in fact that the energy densityI s can
be achieved at steady state in a shorter time, allowing the use
of a faster pulsed laser with small power flux. Furthermore,
as it will be clear in the following, the switch-on intensity for
the bistable loop is found to be a much smaller fraction of

the saturation intensity than that of standard macroscopic FP
devices. This is related to the possibility of operating in reso-
nance with the polaritonic transitions and proves the overall
better power requirements of our system.

To compute the optical constants we must use all the pre-
viously derived equations with the parameters relevant to the
material under consideration. We report in Fig. 2 the trans-
mission at 1520.4 meV as a function of the exciton popula-
tion, computed from Eq.~6b!; also shown is the transmission
computed from Eq.~8! for three different incident intensities.
The intersections of the two curves give the actual solutions
of our system determining consistently all the electromag-
netic field amplitudes. It appears clearly that in case~b!,
which corresponds to an incident intensityI in50.015I s ,
three solutions exist, marking the existence of a bistable re-
gime, while in the two other cases only one solution is
present. The resulting input-output curves are plotted in Fig.
3, showing the appearance of a well defined hysteresis loop
both in transmission and reflectance. We wish to stress that
for bistability only a small fraction of the saturation intensity
is needed, so that the increase in saturation intensity of the
microcavity with respect to a standard FP macroscopic cav-
ity is not a handicap.

In view of technological applications is now particularly
relevant to analyze the effect of the damping parameterG
which we have phenomenologically inserted in the suscepti-
bility expression. Originally the exciton oscillator damping
comes from both material defects and temperature broaden-
ing and, in general, an increase of the damping factorG
causes the bistable performances to degrade. This can be
seen in Fig. 4, where we plot the transmission as a function
of the incident intensity for three different values of the
damping parameter. Clearly, both the amplitude of the hys-
teresis loop and the switching jump of the output are rapidly
reduced increasingG. Furthermore, the incident power at
which the switching occurs is increased as well. The ques-
tion of the contribution of homogeneous and inhomogeneous
broadenings to exciton dephasing processes in QW micro-

FIG. 2. Transmission atv51520.4 meV of the considered mi-
crocavity as a function of the exciton population calculated from
formula ~6b! ~dotted line! and from relation~8! ~solid lines!. Curve
~a! corresponds to an incident intensityI in50.005I s , curve ~b! to
I in50.015I s , curve ~c! to I in50.035I s , whereI s is the saturation
intensity as defined in the text. Other parameters as in Fig. 1.

FIG. 3. Transmitted and reflected power of the considered mi-
crocavity atv51520.4 meV as a function of incident intensity,
computed by simultaneously solving Eqs.~6b! and ~8!. Parameters
as in Fig. 1.

FIG. 4. Transmitted power of our microcavity as a function of
the incident intensity for three values of the broadeningG. Other
parameters as in Fig. 3.
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cavities is complicated by the strong coupling with the pho-
tonic mode and is still the object of intense investigation
@34#.

The bistable performances of our microcavity system can
be improved by directly modifying some structural param-
eters. In Fig. 5 we plot the transmission of the microcavity
for three frequencies of the incident light in the sensitive
region and for three kinds of Bragg mirrors with a different
number ofl/4 layers. It can be noticed that, as the energy of
the incident radiation is moved away from the transmission
peak, a clearer hysteresis results, with a larger jump, but at a
higher excitation intensity. Increasing the number of periods
in the Bragg reflectors, and thus the mirror reflectivity, one
gets at a given frequency a more evident loop but with a
smaller output variation and at higher input powers because
of the narrowing of the transmission peaks. A suitable com-
bination of the above effects has to be found in order to
optimize the required performance.

Up to now we have examined the case of low tempera-
ture. As the temperature increases the exciton ionization time
becomes progressively shorter~approximately 300 fs at room
temperature@26#! so that a rate equation for the free electron-
hole pairs population has to be added to Eqs.~2! @28#. Since
the exciton oscillator strength presents a saturating behavior
like that of Eq. ~1! also as a function of the free-carriers
density@24#, our results still qualitatively hold, although for
free electron-hole pairs remarkable differences in saturation
density and dynamical response times lead to a large varia-
tion ~normally a reduction! of the saturation intensity. Actu-
ally qualitative modifications arise from the two terms which

in the rate equations represent the dynamical process of the
binding of free pairs into excitons~which depends on the
square of the free-carriers density! and the free electron-hole
pairs recombination, in turn described by a third-order poly-
nomial @28#. Nevertheless, the most important effect of the
temperature is to increase the homogeneous broadening, and
thus the parameterG, owing to the increased phonon-
scattering rates. As shown in Fig. 4, this has dramatic con-
sequences on the bistable performances of the microcavity
structure.

In order to improve the situation one can think of a
greater effective oscillator strength for the excitonic transi-
tion, which can be obtained, for instance, by inserting more
QW’s in the cavity, by choosing another design of the QW
or some different material. To illustrate this possibility, we
plot in Fig. 6 two transmission input-output curves corre-
sponding to different values of the exciton oscillator
strength. We observe that a greater oscillator strength pro-
duces a more defined hysteresis loop at a lower incident
power. We have also found that a Rabi splitting somewhat
larger than the exciton broadening~about three or four times!
is needed to get a bistable regime with reasonable powers
and structural parameters. In this respect, bulk microcavities
@13#, which exhibit comparable splittings with very small
inhomogeneous broadenings should be advantageous. Of
course a dynamical hysteresis will be observed in any case.

A final but interesting aspect regards the dynamics of the
switching process. Obviously, for the purpose of device ap-
plications fast operation is very important. In our system the
rise time is limited in principle only by the time necessary
for the excitons to form, which is at most half a Rabi oscil-
lation period ~some hundreds fs!, while the switch off is
governed by the recombination times of the carriers. There-
fore, while at room temperature the latter should be greatly
influenced by that of free electron-hole pairs~nanoseconds!,
at low temperature is determined by the excitons radiative
lifetime, which varies from less than 1 ps for cavity-coupled
excitons to several tens of picoseconds for the uncoupled
ones. The momentum scattering rates control which of these

FIG. 5. Transmission input-output curves of our microcavity for
three operating energies:~a! 1520.4 meV,~b! 1520.3 meV,~c!
1520.2 meV, and for three different Bragg mirrors configurations:
~d! 18 periods of alternatingl/4 layers,~e! 20 periods,~f! 22 peri-
ods (v51520.3 meV!. G50.8 meV and other parameters as in
Fig. 1.

FIG. 6. Transmission input-output curves of the microcavity for
two values of the exciton oscillator strength at 0.65 meV below the
highest-energy transmission peak;G51 meV.
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two radiative times is the most relevant. Switch off times
may be somewhat improved choosing an appropriate struc-
ture in order to enhance the exciton decay rate. A notable
improvement would result from decreasing the exciton radia-
tive lifetime below the ionization one, in order to inhibit the
creation of slowly recombining free carriers; however, since
this also results in a considerable increase of the peaks lin-
ewidths, a practical compromise has to be found.

IV. CONCLUSIONS

We have proved with a fairly simple theoretical model
that the bleaching of the exciton Rabi splitting in semicon-
ductor microcavities leads to an optically bistable regime in
the frequency region of the exciton resonance. This process
is shown to be advantageous, for switching times and com-
paratively low intensity required, with respect to that of mac-
roscopic FP cavities. Using a transfer-matrix approach for

the electromagnetic field and a saturation behavior for the
exciton oscillator strength, we have shown that the transmit-
ted and reflected signal may present a static hysteresis loop
as a function of the incident power. A careful analysis of the
possible ways to control the bistable operation has been car-
ried out in view of performance optimization, and the effect
of the exciton broadening has been addressed. In particular,
it has been shown that the increase of the damping parameter
has dramatic consequences on the amplitude of the hysteresis
loop and on the required incident powers.
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