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Energy spectra are measured in the~1–2!-keV range of secondary electrons induced by bombardment of
Si~100! and Al~110! with a 1.5-MeV He1 beam. The ion beam is either aligned with a major crystallographic
direction or incident along a random direction. The shape of the experimental secondary electron spectra are
successfully compared with that of spectra calculated with an efficient Monte Carlo model for electron-
transport simulation. In addition, the effective layer thicknessL for secondary electron generation under
channeling incidence conditions is determined. It is found thatLA for KLL Auger electron generation is equal
to the surface peak area in the spectra of the backscattered ions. This similarity is a consequence of the small
values of the backscattering collision diameter and the adiabatic radius forK-shell ionization, as compared to
the atomic vibration amplitude. In contrast,LB for the generation of electrons by direct Coulomb ionization is
much larger than that for Auger emission. The large value forLB—an indication of a reduced channeling
effect—is attributed to the relatively large contribution from the moderately localizedL shell to the measured
spectra.

PACS number~s!: 79.20.Rf, 61.85.1p, 32.80.Hd, 34.50.Dy

I. INTRODUCTION

A number of techniques for surface or thin layer analysis
rely on the detection of emitted or reflected electrons, e.g.,
x-ray photoemission spectroscopy~XPS!, Auger electron
spectroscopy~AES!, and scanning electron microscopy
~SEM! @1#. The measured signal~i.e., intensity of the elec-
trons of a particular energy and direction! depends strongly
on elastic and inelastic scattering of the electrons within the
solid. However, the relationship between the scattering pro-
cesses and the signal intensity is so complex as to restrict
these analytical techniques. It is mainly for this reason that
quite a number of analytical~e.g., @2–6#! or Monte Carlo
models~e.g.,@7–15#! for the transport of electrons in solids
have been developed.

Wong et al. @16# and Alkemade and co-workers@17,18#
demonstrated that ion-induced Auger electron spectroscopy
~IIAES! in combination with ion channeling could also be
used to study the transport of energetic electrons in solids. It
was argued that it is easier to study electron transport using
ion-inducedrather thanelectron-inducedsecondary electron
emission because effects of the primary and secondary
beams can be treated separately. For instance, if the speci-
men studied is a single crystal, one can influence the depth
dependence of the emission rate by ion channeling. Several
years ago, MacDonaldet al. @19,20# studied the effect of ion
channeling on IIAES. The authors successfully explained the
observed differences in random and aligned Si (KLL), Ni
(LMM ), and Au (MNN) Auger signal intensities measured
in the energy-differential mode. They used a model that in-
cluded the shadow cone radius, the atomic vibration ampli-
tude, the adiabatic radius for inner-shell ionization, and the
Auger electron escape depth. In fact, MacDonald and co-
workers suggested that IIAES in combination with ion chan-
neling could possibly be used for structural analysis, e.g.,
location of a low-Z element in a high-Z single crystal. This

application is an alternative for high-energy ion scattering
spectroscopy~ISS!, which has a poor sensitivity for the ex-
ample given. The effect of channeling of high-energy ions
~Ep/M1.4 MeV/u! on secondary electron emission has been
studied by Kudoet al. @21,22#. At energies below the binary-
encounter energy, they observed a reduction in spectrum in-
tensities by a factor of 2 to 3.

In Refs. @16,18#, we have analyzed energy spectra—
measured in the direct, ornondifferential, mode—ofKLL
Auger electrons emitted from Al and Si single crystals under
bombardment by;1-MeV He1 or H1 ions. In the analysis a
simplified version of the analytical model for electron trans-
port by Tougaard and Sigmund@2# was used. The results,
however, were inconclusive: the cross section for elastic
scattering appeared to be about an order of magnitude larger
than theoretically expected. It was therefore concluded that
the analytical approach was oversimplified and that Monte
Carlo simulations might prove to be more successful. In
Refs. @23–25# a highly efficient Monte Carlo method was
introduced that led to a considerable reduction in computa-
tion time. High efficiency is achieved by transformations of
simulated electron trajectories. Simulated IIAES spectra
were obtained that reproduced the experimental SiKLL Au-
ger spectra of Ref.@18# surprisingly well. Moreover, it was
tentatively shown that the odd results of the analytical ap-
proach were caused by the relatively infrequent inelastic
scattering events that involved a large energy loss.

In the present work the efficient Monte Carlo model is
applied to simulate spectra of secondary electrons~bothKLL
Auger and background electrons! emitted from Si or Al
single crystals under bombardment by 1.5-MeV He1 ions.
The simulated spectra are compared to spectra measured in
the range between 1 and 2 keV, i.e., the range above the
binary-encounter energyEB . A complication in the analysis
of the secondary electron spectra is the separation of the
Auger contribution and the contribution by direct Coulomb
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ionization; the latter is regarded as the background spectrum.
With regard to this, we will demonstrate the powerful com-
bination of high-energy ion channeling techniques, second-
ary electron spectroscopy, and Monte Carlo simulations for a
detailed study of secondary electron generation and transport
mechanisms.

II. EXPERIMENTS

The experiments were performed in a UHV chamber con-
nected to the 2.5-MV Van de Graaff accelerator at the Uni-
versity of Western Ontario. The chamber was equipped with
an argon sputter gun for surface cleaning, a surface barrier
particle detector for the detection of backscattered projec-
tiles, an electron gun, and a VG-CLAM hemispherical elec-
tron analyzer with an acceptance angle of;10°. The ana-
lyzer was located at an angle of 90° with respect to the
ion-beam line,;10° above the horizontal plane through that
line. The specimen was mounted vertically on a five-axis
goniometer and heated by a filament at the back side. The
rotation axes are the vertical axis and the axis that coincides
with the surface normal of the specimen. The former defines
the polar angle; the latter, the azimuthal angle. The Al~110!

surface was cleaned by repeated cycles of Ar ion sputtering
and annealing; the Si~100! surface, by resistive heating at
;1300 K. The cleanliness of the surface was checked by
electron-induced AES.

In the channeling measurements, the incident 1.5-MeV
He1 beam was aligned with a major crystallographic direc-
tion: @110# for the experiment with Si~100!; and @011#,
@010#, or @111# for the experiment with Al~110!. For each
channeling measurement, a corresponding random measure-
ment was made at the same polar angle but at a continuously
varying azimuthal angle. Backscattered ions and secondary
electrons in the~0.85–2.0!-keV energy range were collected
simultaneously. The energy resolution of the electron ana-
lyzer was 12 eV@full width at half maximum~FWHM!#. The
measured electron spectra were corrected for the energy de-
pendence of the transmission function of the analyzer and the
sensitivity of the channeltron. The estimated maximum error
in the correction amounted to625%. More details about the
equipment can be found in Refs.@16–18,23#.

Figure 1 shows two secondary electron spectra for the
case of 1.5-MeV He1 ions on Si~100!. For E,1.6 keV, the
KLL Auger peak is visible, superposed on a background of
electrons emitted by direct Coulomb ionization. The full
curves are simulated background spectra, discussed in the
next section. The upper spectrum is measured under random
incidence conditions; the lower one, under aligned condi-
tions. The aligned spectrum is appreciably less intense than
the random one; e.g., at 1.2 keV the intensity is only one-
quarter of that in the random spectrum~see also Table I!. The
secondary electron spectra of Al bombarded by 1.5-MeV
He1 ions @16# are qualitatively similar to those of Si. The
minimum backscattering yieldsxmin and the areas of the sur-
face peak~here called theeffective layer thickness LISS! in
the corresponding ion backscattering spectra are summarized

FIG. 1. Secondary electron spectra for Si~100! induced by non-
channeled~d! and channeled~s! 1.5-MeV He1 ions. Full curves
are fitted simulated spectra of the background electrons, emitted by
direct Coulomb ionization. The various Auger transition energies
are indicated.

TABLE I. Measured ratios between aligned~Ya! and random
secondary electron spectrum intensities (Yr), and minimal yield
~xmin! of ion backscattering. Background~B! and Auger~A! inten-
sities are evaluated at the main Auger transition energy.

Crystal
Incidence
direction

YB
a /YB

r

~%!
YA
a /YA

r

~%!
xmin
~%!

Si~100! @110# 2162 3665 3
Al ~110! @011# 3062 3965 6
Al ~110! @010# 4262 6167 6
Al ~110! @111# 5763 7768 11

TABLE II. Effective layer thickness in Å for background secondary electron generation (LB), KLL Auger
electron generation (LA), and ion backscattering~L ISS!, all under channeling incidence conditions.

Crystal
Incidence
direction

Experiment Theory

Secondary electrons
Ions
L ISS

Electrons
LK

Ions
L ISSLB

a LB
b LA

Si~100! @110# 3462 3363 2363 ~32!c 2262 2162
Al ~110! @011# 3662 3864 1963 1762 1662 1562
Al ~110! @010# 4363 4864 3064 2063 2462 2362
Al ~110! @111# 6464 5765 4366 3164 3663 3463

aVia SL-CSDA analysis.
bVia Monte Carlo analysis.
cIndirectly determined.
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in Tables I and II. The surface peak area is calculated by
comparison with a bismuth-implanted silicon standard@26#.

After subtraction of the simulated background from the
secondary electron spectra, the spectra of the Auger electrons
are obtained. They are shown in Fig. 2 for Si and in Fig. 3
for Al. All Auger spectra measured underrandomincidence
conditions are similar. Starting at the higher energy end, we
see three steps at the various Auger transitions energies~for
Si KL2,3M , KL2,3L2,3, andKL1L2,3 at 1750, 1617, and 1558
eV, respectively; and for Al at 1487, 1396, and 1345 eV,
respectively@27#!. Below each step, the Auger spectrum in-
tensity decays slowly with decreasing electron energy. In all
random measurements it reaches a level of half the maxi-
mum intensity at about 350 eV below the main Auger tran-
sition energy. The Auger electron spectra measured under
channeling incidence conditions are markedly different-
: The maximum intensity is 25–65 % lower. Furthermore,
the intensity decreases much faster with decreasing electron
energy. Half maximum intensity is reached within 100 eV.
The largest difference is observed for the most open crystal-
lographic direction, the@011# direction; the smallest differ-
ence is observed for the densest direction,@111#. The ob-
served differences between the aligned and random spectra
are, of course, related to the differences in the regions where
the detected Auger electrons are generated: mainly in the
surface region~the outermost few tens of angstroms! for the
aligned case and throughout the ‘‘whole’’ solid~the outer-
most hundreds of angstroms! for the random case. We note
that the penetration depth of the ions is much larger than that
of the electrons.

III. SHAPE OF THE SECONDARY ELECTRON SPECTRA

Two factors determine the shape of the secondary electron
spectra: first, the energy transfer to the secondary electron
during the ionization process and, second, the energy loss
suffered by the secondary electron while it travels within the
solid. For electrons generated by direct Coulomb ionization,
the energy-transfer distribution is continuous, but it drops
rapidly to zero for energies above the classical limitEB for

energy transfer to a free electron at rest. (EB54Epme/M1 ,
in which M1 is the mass of the projectile,Ep its kinetic
energy, andme the electron mass. For 1.5-MeV He1 ions, it
is 0.81 keV. EB is called the binary-encounter energy.!
These direct ionization electrons cause the continuous back-
ground in the secondary electron spectra. In contrast, the
energy transfer to an Auger electron is determined by the
atomic levels involved in the Auger transition, which implies
a discrete distribution. However, in a close encounter colli-
sion between an energetic ion and an atom in which a
K-shell electron is ejected, there is a large probability
~.50%! that one or moreL-shell electrons are ejected simul-
taneously@28,29#. Such a multipleKL or KM ionization
process affects the levels from which emission occurs and,
thus, the energy of the generatedKLL or KLM Auger elec-
trons. Consequently, the inner-shell Auger electron spectra
are broadened and shifted. Although some experimental data
exist @30,31#, no general and quantitative models for these
shifts and broadenings are available.

The second factor that determines the shape of the sec-
ondary electron spectra is the energy loss of the electrons
within the solid. Energy loss is a stochastic process, depend-

FIG. 2. Residual SiKLL andKLM Auger electron spectra. Full
curves are fitted simulation results. The error bars at 1.1, 1.3, and
1.5 keV indicate the uncertainty arising from the background sub-
traction procedure.

FIG. 3. Residual AlKLL andKLM Auger electron spectra for
various directions of incidence for nonchanneled~d! and channeled
~s! ions. Beam doses are 185, 245, and 150mC for @011#, @010#,
and @111#, respectively. Full curves are fitted simulated spectra.
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ing on several factors, including the path length traveled. The
path length of a detected secondary electron depends on the
depth and the direction of generation and on deflection by
elastic scattering. If the depth of generation is less than the
transport mean free path for elastic scatteringlt
@l t

21[N*se~u!~12cosu!dV, in whichN is the atomic den-
sity andse~u! is the differential cross section for elastic scat-
tering over an angleu#, then most detected electrons have
traveled along straight lines and their path length is propor-
tional to the generation depth@2,18#. On the other hand, if
the generation depth is considerably larger thanlt , most
detected electrons have been scattered one or several times
before they reach the surface. The transport of these elec-
trons resembles a diffusion process, for which the average
path length increases sharply—more or less quadratically—
with generation depth@2,18#. Because of the complexity of
the electron-transport process, a quantitative analysis of mea-
sured spectra must rely on either elaborate analytical or
Monte Carlo models. In this work we follow the second ap-
proach. Elastic scattering and the discrete and stochastic
character of the energy losses are incorporated in our Monte
Carlo model@23,25#. Given an initial energy distribution of
the generated electrons and a distribution for the depth of
generation, the model calculates the energy distribution of
the electrons escaping into the vacuum. The local-density
approximation by Tung, Ashley, and Ritchie@32# of the
dielectric-response model@33# is used for the calculation of
the energy-loss distribution. Quantum-mechanical phase-
shift cross sections@34–36# are used for the calculation of
the deflection angle distribution. The energy dependence of
these functions is taken into account. In the simulation
model, the medium is assumed to be amorphous; thus, the
effect of the crystalline structure of the solid on the angular
distribution of emitted secondary electrons is neglected.

A. Approximate analytical model

It is instructive to first apply an approximate model before
we discuss the results of the Monte Carlo simulations. In this
model we assume that the continuous-slowing-down ap-
proximation ~CSDA! is applicable and that electrons travel
along straight lines; thus elastic scattering is neglected. Then,
DE5Sz/cosc ~DE is the energy loss before escape,S is the
stopping power of the medium,z is the generation depth, and
c is the detection angle with respect to the surface normal!.
Furthermore, it is assumed thatS does not change during
electron slow-down. In this straight-line–continuous-
slowing-down~SL-CSDA! model, the spectrum heightY(E)
can be expressed as

Y~E!5kE
0

`

r ~z! f ~E1Sz/cosc!dz, ~1!

where k is a constant,r (z) is the relative emission rate
~equal to the relative number of secondary electrons gener-
ated at depthz!, and f (E) is the initial energy distribution of
the generated electrons. Under random incidence conditions
and neglecting any energy loss of the ions,r (z)51 for all
values ofz. If the initial energy distribution of the back-
ground electrons can be described by a power-law function
@37#

f ~E!5cEg ~with g,21!, ~2!

then one finds for the random background heightYB
r (E)

YB
r ~E!5kE

0

`

c~E1Sz/cosc!gdz5
kc~cosc!Eg11

2~g11!S
}Ear,

~3!

with ar5g11. Assuming that the background electrons in
the aligned case are only generated in a thin surface layer of
thicknessLB such thatSLB/cosc!2E/g, we find for the
aligned background heightYB

a(E)

YB
a~E!5LBkcE

g}Eaa, ~4!

with aa5g. Thus, the exponent in the aligned spectrumaa is
the same as that in the initial energy distribution, while in the
random spectrum it~ar! differs by11. By combining Eqs.
~3! and ~4!, one gets a simple expression for the effective
thicknessLB of the layer in which the background electrons
are generated under channeling incidence conditions, ex-
pressed in known measurable quantities:

LB5
E cosc

2~g11!S

YB
a~E!

YB
r ~E!

. ~5!

From the measured intensity ratios for the background~Table
I!, the SL-CSDA values forLB are calculated. These results
are shown in the third column of Table II. In principle, one
can derive a comparable expression for the Auger electrons.
However, such an expression cannot be applied since the
CSDA is not valid for Auger emission. This point will be
elaborated further in the discussion, viz., Sec. IV B.

B. Monte Carlo simulations of the background spectra

Electrons generated by direct Coulomb ionization form
the continuous background in the measured secondary elec-
tron spectra. In addition, Auger electrons are detected at all
energies below the Auger transition energyEA @'EK22EL
for aKLL Auger electron;EK (EL) is the binding energy for
aK (L)-shell electron#. It is therefore difficult to separate the
continuous but nonconstant background from the Auger
spectrum. This is especially true for random incidence con-
ditions, where the Auger contribution remains finite at rela-
tively low energies. Nevertheless, accurate spectrum separa-
tion is possible not only for the aligned but also for the
random spectra. This will be shown below.

The generation of Si or AlKLL andKLM Auger elec-
trons in the bulk is strongly reduced when the ions are chan-
neled. Then most detected Auger electrons have been gener-
ated in the near-surface region~z,100 Å! and thus have
suffered energy losses of, in total, at most 200 eV~;S3100
Å!. The aligned spectrum in Fig. 1 outside the range between
1.35 and 1.75 keV can therefore be attributed almost exclu-
sively to background electrons. Note that the background
electrons are also mainly generated in the near-surface re-
gion. We will use the aligned secondary electron spectrum—
which resembles the initial energy distribution; see Eq.~4!—
and the Monte Carlo model to obtain a reliable estimate for
the shape of the~aligned and random! background spectra.
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The model calculations need as input parameters the ini-
tial energy distribution and the generation-depth distribution
of the background electrons. We assume that the power-law
function, i.e., Eq.~2!, is a good approximation for the initial
energy distribution. In the Monte Carlo simulations, the pa-
rametersg andc of Eq. ~2! are varied until good agreement
is obtained between the simulated and measured aligned sec-
ondary electron spectra outside the Si Auger region between
1.35 and 1.75 keV. For the generation-depth distribution un-
der channeling incidence conditions we use the function

r ~z!5~12xmin!e
20.5~z/z0!21xmin . ~6!

Its shape resembles the depth dependence of the hitting prob-
ability for ion backscattering under channeling incidence
conditions@38#. The parameterz0 in Eq. ~6! is varied until
good agreement between the simulated and the measured
random spectra above 1.75 keV—where there is in both ran-
dom and aligned cases no Auger contribution—is obtained.
The value forxmin is taken from the ion backscattering data;
see Table I. We define the integral ofr (z)2xmin/2 from z50
to 100 Å as the effective layer thicknessLB for the genera-
tion of background electrons under channeling incidence
conditions. This procedure is comparable to that applied for
the evaluation of the surface peak area in ISS@38#. It is noted
that Kudoet al. @21,22# use a similar quantity,effective tar-
get thickness, which they apply to both the aligned and the
random spectra.

We find best results for an effective layer thicknessLB of
33 ~63! Å and forg526.3 ~60.2!; see Tables II and III. The
fitted random and aligned background spectra are shown as
the full curves in Fig. 1. Their slopes in the double-log plot
are25.160.2 ~5ar! and26.060.2 ~5aa!, respectively. As
predicted by Eqs.~3! and~4!, ar differs by about11 fromg,
while aa;g. We see in Fig. 1 that the fitted random back-
ground spectrum approaches but does not intersect the mea-
sured random spectrum near 1.0 keV, far below theKLL and
KLM Auger transition energies. This observation shows that
it is possible to extrapolate therandombackground spectrum
from the high~.1.75 keV! energy region over many hun-
dreds of eV with the help of thealignedbackground spec-
trum plus the Monte Carlo simulations. To summarize: The
aligned spectrum is used to obtain a good estimate for the
initial energy distribution, while the Monte Carlo model is
used to obtain a good estimate for the final~or detected!
energy distribution under random incidence conditions.

An identical analysis is applied to the Al data. The results
are summarized in Tables II and III also. Considering the

approximations, it is surprising that the values forLB accord-
ing to the SL-CSDA model are in such good agreement with
the Monte Carlo results.

C. Monte Carlo simulations of theKLL -KLM Auger spectra

After subtraction of the fitted background from the mea-
sured spectra, the residualKLL-KLM Auger electron spec-
tra are obtained. They are shown in Figs. 2 and 3 for Si and
Al, respectively. The error bars in Fig. 2 at 1.1, 1.3, and 1.5
keV indicate the uncertainty in the method of background
subtraction. Using the Monte Carlo model we have simulated
the shape of the Auger spectra too. The energy positions are
from Ref. @27#, and the relative strengths of the various Au-
ger peaks are the same as in Refs.@16,18#. If spectrum shifts
and broadening due to multiple ionization are neglected, the
simulated aligned Auger spectra consist of three narrow
peaks with small, slowly decaying tails on the low-energy
side @23#. The tails are caused either by the few electrons
generated far below the surface (z@LA) or by those elec-
trons generated near the surface but emitted inward and at
some finite depth scattered back toward the surface. These
simulated Auger spectra do not agree with the measured
spectra, which we attribute to the effects of multiple ioniza-
tion. In order to include these effects, the simulated Auger
spectra are convoluted with a functiong(E8) representing
the shift and broadening of the initial energy distribution of
the Auger electrons. In Refs.@18,23# we have modeled
g(E8) via

g~E8!55
k

m1nk
e~E81m!/n for E8,2m,

1

m1nk
for 2m,E8,0,

0 for E8.0,

~7!

wherek, m, andn are three parameters andE8[E2EA ; EA
is the undisturbed~i.e., characteristic! Auger transition en-
ergy. The choice for this particular functiong(E8) is based
on data from Refs.@30,31#. The region where2m,E8,0
corresponds roughly to multipleKM ionization, while the
region whereE8,2m corresponds roughly to multipleKL
ionization.

We have fitted the convoluted simulated Auger spectra to
the experimental ones. The fitting parameters arek, m, n, z0,
and a general scaling parameter. Aligned and random spectra
are fitted simultaneously. For the Si Auger spectra, the fit
yielded fork, m, andn: 0.60, 40 eV, and 22 eV, respectively;
and for the Al spectra: 0.65, 16 eV, and 30 eV, respectively.
The fitted Auger spectra are shown by the full curves in Figs.
2 and 3. The corresponding results for the effective layer
thicknessLA for the generation ofKLL Auger electrons un-
der channeling incidence conditions are summarized in Table
II, fifth column. Note thatLA turns out to be always smaller
thanLB . The values fork, m, andn follow mainly from the
aligned Auger spectra, while the value forLA follows from
the comparison between the aligned and the random Auger
spectra. We note that the results fork, m, andn are mutually
interdependent; e.g., a decrease inm and an increase ink
produce fits that are almost as good. One sees that the simu-
lated random Auger spectra follow the measured ones

TABLE III. Exponents in the power-law relation between back-
ground intensity and energy.ar , random spectrum;aa , aligned
spectrum;g, initial energy distribution. The statistical error in all
numbers is 0.2; the systematic error is 0.5.

Crystal
Incidence
direction ar aa g

Si~100! @110# 25.1 26.0 26.3
Al ~110! @011# 25.3 26.3 26.5
Al ~110! @010# 25.1 25.5 26.3
Al ~110! @111# 25.1 25.7 26.3
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closely down to an energy of at least 400 eV below the main
Auger transition energy. At lower energies, the measured Au-
ger spectra often fall below the simulated ones, probably
because of the increased error in the subtracted background.

IV. DISCUSSION

The effect of ion channeling on secondary electron emis-
sion ~SEE! has been studied by Kudoet al. @21,22#. For the
case of 6 MeV/u protons and deuterons along the Si@110#
axis @22#, these authors observed an aligned-to-random SEE
ratio of;0.35. In our case, we found a value of 0.21~Table
I!. We attribute this difference to the high energy of the ion
beam in Kudo’s experiments. First, the shadowing effect in
the outermost atomic layers is less pronounced for higher
beam energies@38#. Second, although the authors have de-
termined the aligned-to-random ratio at;8 keV, the binary-
encounter energyEB is so high~13 keV! that also the less
localized outer-shell electrons contribute substantially to
SEE. We note furthermore thatar in their spectra is about
24.5 at 8 keV. The effect of ion channeling on the intensity
of thederivativeion-induced Auger electron signal has been
explained quantitatively by MacDonaldet al. @19,20#. In
their analysis, however, the information on electron-transport
properties contained in the remaining part of the spectrum is
lost.

A. Shape of the background spectra

Under channeling incidence conditions, the Auger elec-
tron contribution to the measured secondary electron spec-
trum is limited to a range of about 250 eV below the main
Auger transition energy. The remaining part of the spectrum
can be attributed almost exclusively to background electrons,
i.e., electrons emitted by direct Coulomb ionization. The fit-
ted random and aligned background spectra are well de-
scribed by a power-law function:YB(E)}E

a. The average
exponenta in all ~Si and Al! random spectra differs by
10.760.2 from the average exponent in all aligned
spectra: ^ar&525.1560.10 and ^aa&525.8560.20; see
Table II. The simple straight-line and continuous-slowing-
down ~SL-CSDA! model predicts a difference of11. How-
ever, the underlying assumption that for channeling inci-
dence all secondary electrons are produced in a very thin
surface layer is of course not strictly valid. The successful
Monte Carlo analysis reveals that not only the aligned and
random background spectra but also the initial energy distri-
bution f (E) of the background electrons are well described
by a power-law function: f (E)}Eg. For the three different
geometries studied and for Si and Al alike, we obtain within
60.2 the same value forg : 26.3. It is noted that there is a
systematic uncertainty of60.5 ing due to the uncertainty in
the energy dependence of the electron analyzer sensitivity
function. We see that on the averagear2g51.260.2, con-
sistent with the simple SL-CSDA model.

Folkmann et al. @39# have measured the shape of
continuous-energy spectra of electrons emitted from solid
carbon targets under bombardment by~0.5–10!-MeV H1

and Ne1 ions. They compared experimental data with
binary-encounter-approximation calculations. For electron
energies aboveEB , both their measured and calculated in-

tensities exhibit a power-law behavior with an exponent of
about28, not inconsistent with our results.

B. Shape of the Auger electron spectra

In Refs.@16,18# we have applied an analytical model for
electron transport in matter to analyze ion-induced Al and Si
KLL-KLM Auger electron spectra. The rather simple
model—but also more elaborate models@2,5,40#—predicts a
spectral intensity that is constant for small energy lossesDE
and decreases proportional toDE21/2 for larger losses. Al-
though the model spectra agreed qualitatively with the mea-
sured spectra, the spectrum range of constant intensity was
much too narrow, i.e., about 50 eV instead of 700 eV. In the
present work we find good agreement between the measured
spectra and spectra calculated with the Monte Carlo simula-
tion model. Only at low energies~DE.400 eV! do the simu-
lated random Auger spectra tend to be more intense than the
measured ones, probably because of the inaccuracy in the
method of background subtraction.

The intensity of the aligned Auger spectra decreases rap-
idly with decreasing electron energy. It is, of course, a con-
sequence of the relatively low number of electrons generated
deep within the solid. But also in the random case, there is a
decrease in intensity, although less pronounced. There are
several causes for this decrease. First, the stopping power
increases with decreasing electron energy, causing a gradual
decrease in spectrum intensity. Second, as discussed in the
beginning of Sec. III, the average path length of the electrons
in the specimen before escape increases faster than linearly
with generation depth because of elastic scattering. This
leads to larger energy losses and, thus, to a lower intensity at
lower energies. However, since the cross section for elastic
scattering is relatively small, the effect of the increased path
length is modest. Surprisingly, the most prominent cause for
the decrease in spectrum intensity belowEA is the discrete
character of the energy-loss mechanism@23#. Of particular
importance are the energy-loss events larger than;100 eV,
i.e., losses byL-shell ionization. They are relatively rare; the
mean free pathl i* is ;200 Å, while for all losses combined
li is only ;30 Å. Nevertheless, a large energy loss is in-
volved. Consequently, their contribution to the stopping
power is non-negligible, indeed about 40% for~1–2!-keV
electrons in Al or Si. For generation not far below the surface
(z!l i* ), theL-shell contribution to the average energy loss
per angstrom is absent for most detected electrons. Hence,
the spectrum intensity is approximately inversely propor-
tional to thereducedstopping power, i.e., the stopping power
without theL-shell contribution. With increasing generation
depth, increasingly more electrons will have experienced at
least one large~.100 eV! energy loss event before escape;
the L-shell contribution to the stopping power becomes in-
creasingly more important. Consequently, the spectrum in-
tensity decreases to a level inversely proportional to thefull
stopping power. Note that the decrease in the spectra of Figs.
2 and 3 is partly obscured by the interference among the
three Auger peaks. It is mainly because this~apparent! re-
duced stopping power effect is discarded in the analytical
model used in Refs.@16,18# that it was then not possible to
find agreement between measured and calculated spectra.
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Needless to say, the Monte Carlo model automatically incor-
porates this~apparent! reduced stopping power effect.

C. Effective layer thickness for SEE
under channeling incidence

Both ion backscattering and the generation of electrons by
inner-shell ionization can occur only when the ion ap-
proaches the atomic nucleus within a very small distance.
For ion backscattering, the distance is the collision diameter,
r c52Z1Z2e

2/Ep ; and for inner-shell ionization, it is the
adiabatic radius,r ad5\v/U, wherev is the ion velocity and
U is the ionization energy. In our experiments,r c;0.06 pm,
r ad~K shell! ;3 pm, andr ad~L shell! ;50 pm~1 pm510212

m!. The former two distances are smaller than the two-
dimensional vibration amplitude~r! for atoms in the
bulk: 11 pm for Si and 16 pm for Al@41#. Therefore, one
expects that the probability for Al or SiK-shell ionization is
affected by channeling in the same manner as the probability
for ion backscattering, i.e., decreasing in the same manner
with depth. Using a~very distinct! Monte Carlo model for
ion channeling@42#, we have calculated the effective layer
thicknessL ISS for ion backscattering andLK for K-shell ion-
ization. Note that in most ion scattering workL ISS is called
the surface peak area. In these calculations, the structures of
the ~231! reconstructed Si~100! surface@43# and of the re-
laxed Al~110! surface @44# have been used. The assumed
enhancements inr for first- and second-layer atoms are 40%
and 20%, respectively. The theoretical results forL ISSandLK
are given in the last two columns of Table II. Note that,
because of the finite values ofr ad, the theoretical effective
layer thickness forK-shell ionization is slightly larger than
that for ion backscattering.

For ion backscattering from Al, the experimental values
of L ISS agree with the theoretical values. For Si, there is a
discrepancy, but the value cited has been determined in an
indirect way—by comparison with another experiment—and
is, therefore, not fully reliable. However, it must be noted
that also in Ref.@18# a discrepancy has been observed. For
Si, the experimental value forLA ~KLL Auger electron gen-
eration! and the theoretical value forLK ~K-shell ionization!
are in agreement with each other. For Al, the experimental
values are 21610 % larger. The outcome of a determination
of LA depends on the value of the stopping power. The suc-
cessful comparison between theory and experiment justifies
the value for the Si stopping power: 1.660.2 eV/Å for 1.6-
keV electrons@32#. In order to obtain good agreement also
for the Al data, we must assume an Al stopping power at 1.4
keV of 2.560.2 eV/Å instead of 2.1 eV/Å@32#.

The experimental values for the effective layer thickness
LB for the background electrons are on the average 1.8
~60.2! times larger than the values forLK . Obviously, this
difference must be related to the mechanism of secondary
electron generation. An extensive review of electron produc-
tion in ion-atom collisions is given by Rudd and Macek@45#.
Classically, the maximum energy transfer of a 1.5-MeV He1

ion to a free electron at rest is 0.81 keV~5EB!. However,
becauseK- andL-shell electrons are initially not at rest, the
emitted electrons can have energies far aboveEB . Assuming
that the bound electrons have a fixed kinetic energy equal to
U, Thomas derived classically@46# a maximum energy trans-

fer of EB12AEBU. For the Al and SiL shell, this amounts
to;1.4 keV; and for theK shell,;3.2 keV. Furthermore, the
interaction timeDt of the ion with the electrons is of the
order of an/v, in which an is the shell radius. Because of
quantum-mechanical considerations, the finite interaction
time implies a finite uncertainty in the energyDE of the
ejected electrons:DE5\/Dt5\v/an . For the Si and AlK
shell,DE;1.4 keV; and for theL shell,DE;0.3 keV. There-
fore, the intensity of secondary electrons above
EB12AEBU is not zero but finite. The upper limit
(;EB12AEBU1\v/an) is about 4.8 keV for theK shell
and 1.7 keV for theL shell. Thus, we conclude that the
observed large values forLB are due to the non-negligible
contribution from the less localizedL shell. We must note
here that in our analysis we have assumed thatLB is constant
for the energy range studied~1–2 keV!. In fact, this cannot
be fully correct because the relativeL-shell contribution var-
ies with energy. The energy dependence ofL- andK-shell
SEE is the subject of a forthcoming study.

A complication in comparing experiment and theory is the
anisotropy in the intensity of the secondary electrons@47#.
The Monte Carlo model assumes isotropic emission. This
negligence is, however, not very serious because all analyses
are based upon a comparison between aligned and random
spectra. Another complication is the crystalline structure of
the solid. In electron-induced AES, large directional varia-
tions in the intensity have been observed; see, e.g., Ref.@48#.
The main source for these variations is, according to most
authors, diffraction of the incident electron beam, and thus is
irrelevant in our experiments. Using angle-resolved XPS,
where effects of the incident beam are absent, Hillet al. @49#
observed that for some exit directions, the intensity of Si
photoelectrons was;20% higher than average. Egelhoff
@50# measured variations of;40% for angle-resolved XPS
of Cu. In general, diffraction and focusing by the attractive
Coulomb potential of the atomic rows are believed to be the
main cause of these variations@51#. As a consequence of our
experimental setup, alignment of the incident beam with a
major crystallographic direction implies always~near! align-
ment of the analyzer with some crystallographic direction;
e.g., for incidence along the@011# direction of the Al~110!
crystal, the analyzer is oriented close to the@21̄1# direction.
Therefore, the aligned secondary electron intensities may
have been affected by the crystalline structure of the speci-
men. We estimate that in our experiments this effect is at
most 20%. Note that also this effect could explain the 20%
discrepancy between the experimental and theoretical effec-
tive layer thicknesses forK-shell ionization in Al.

V. SUMMARY AND CONCLUSIONS

Spectra in the~1–2!-keV range of secondary electrons
induced by channeled and nonchanneled 1.5-MeV He1 ions
have been measured. The specimens studied are Si~100! and
Al ~110!. Both the spectra of the background electrons, gen-
erated by direct Coulomb ionization, and of the Auger elec-
trons are analyzed by using an efficient Monte Carlo simu-
lation model for electron transport. This model faithfully
reproduces the aligned and randomKLL Auger spectra and
explains the apparent discrepancies found in Refs.@16,18#,
where an analytical model by Tougaard and Sigmund@2# was
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applied. Our work shows that the decrease in random Auger
spectrum intensity down to 300 eV below the characteristic
Auger energyEA is a consequence of the large~.100 eV!
energy-loss events. Analysis of the background spectrum
shows that the initial energy distribution of the background
electrons varies with electron energy asE26.360.5 above the
binary-encounter energyEB .

In the case of ion channeling, an effective layer thickness
L for inner-shell ionization can be defined. This quantity is
related to the surface peak areaL ISS for high-energy ion
backscattering. In the present work, quantitative analysis of
the Al and SiKLL Auger electron spectra—i.e., measure-
ment of LAuger—is only possible by means of the Monte
Carlo model. We find that LAuger5L ISS, while
Lbackground.L ISS. In other words, the generation of back-
ground electrons is less affected by ion channeling than the
generation ofKLL Auger electrons. This difference is attrib-
uted to the relatively large contribution to the secondary
electron spectra from the Al and SiL shell, also at energies
well aboveEB .

To conclude, MeV ion-induced electron emission in com-
bination with ion channeling offers unique opportunities to
study the generation and transport of energetic electrons in
solids. For instance, electron transport models can be tested,
the stopping power for electrons can be measured, and the
mechanism for high-energy secondary electron generation
can be studied. Furthermore, improved understanding of the
Auger peak shape is particularly useful for quantification of
conventional—i.e., electron-induced—AES or of XPS, as we
have shown in Refs.@24,25#.
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