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Vibronic mode couplings in adsorbed molecules analyzed
by doubly resonant sum-frequency generation
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We present multimode model calculations of doubly resonant infrared-visible sum-frequency generation
from adsorbed molecules with general harmonic potential surfaces that are valid for finite temperatures.
Numerical simulations of spectra recorded versus the frequency of the infrared or the visible sources have been
performed on a simple two-mode model with equilibrium position displacements, frequency shifts, and
Duschinsky rotation upon electronic excitation. It is argued that quadratic vibronic couplings need to be
included if the excited state potential well is to be reliably probed by these techhigL@s0-
294796)03006-3

PACS numbeps): 42.65.Ky, 63.35.Ja

[. INTRODUCTION tors, carry all the information about the relative shapes of the
ground and excited state potential wells. Hell& has
Molecules adsorbed at surfaces are being studied intershown that an equivalent time-dependent theory focusing on
sively to understand physical as well as chemical processethe motion of the wave packet created in the intermediate
The observation of vibrational spectra of adsorbed species ixcited state of the molecule provides a more intuitive de-
the common feature of a variety of experimental methodsscription, especially if one wants to grasp the essential dif-
used to characterize many surface propeftigsidentifying  ferences between an off-resonance experiment and resonance
adsorbed species, probing their orientations and interactiorilBaman scattering. In a sense, the closer to resonance one
with each other or with the substrate are all essential steps foerforms the experiment, the larger the area of the excited
furthering our understanding of the physics and the chemisstate potential surface that is being probed, so that general
try of surfaces and interfaces. While doubly resonantharmonic surfaces need to be considdid In the field of
infrared-visible sum-frequency generatigbR IRVSFQ infrared-visible sum-frequency generatigt/SFG) [5], a
also falls into the broad category of vibrational spectroscopytechnique being used to study the ground state vibrational
we will study it here in the context of a well defined appli- properties of molecular adsorbates, the situation may be
cation, namely the probing of the excited state potential surguite analogous, although only experiments where the visible
face of an adsorbed molecule. Here, the emphasis is less @xcitation is off-resonance with respect to the electronic tran-
surface physics and chemistry than on the study of the progsition are routinely being carried out.
erties of well oriented molecules in contact with an environ- The papers by Mukamedt al. [6] and by Denget al. [7]
ment as a test case for optical properties of molecules imere among the pioneering works concerned with the influ-
condensed phases. ence of mode mixing within the Condon approximation on
The use of DR IRVSFG, as well as that of difference-the nonlinear optical susceptibilities and coherent Raman
frequency generatiofiDR IVDFG) to investigate the cou- line shapes in large molecules. A closed form expression of
pling between electronic states and vibrational modes inwo-dimensional Franck-Condon overlap integrals under
molecules on surfaces, has been recently proposed by Huangode mixing has been derived recer(i8}. Also, the struc-
and Shen[2]. These authors have shown that these techtural and dynamical consequences of the rotational Duschin-
niques are highly sensitive to the vibrational structure of thesky effect[9] on the absorption spectra of 2-pyridone have
adsorbed species while detecting the signal in the visibléeen analyzefil0]. A few years ago, Hizhnyakov and Teh-
frequency range. Compared to other techniques, one gremér [11] had proposed a description of linear and quadratic
advantage of this type of experiments lies in its high surfaceslectron-phonon coupling in first-order resonance Raman
specificity. In their theoretical description, Huang and Sherscattering. However, their approach, based on the density
have only considered the case of the linear vibronic coumatrix for a multidimensional harmonic oscillator, and remi-
pling. niscent of a previous derivation of Kubo and Toyozawa of an
In the field of Raman spectroscopy, the developments obptical absorption time-correlation function for linear and
the formal theory are often based on the expression deriveguadratic coupling$12], is valid solely at zero temperature
by Kramers, Heisenberg, and Dirac involving dipole-as it includes transition amplitudes from the lowest vibra-
moment matrix elements between vibronic states and enerdgjonal state only.
denominators. Within the usual approximations, the overlaps Pageet al. [13—-19 have developed a general formalism
between the vibrational states, i.e., the Frank-Condon fador treating vibrational mode mixing, also referred to as the
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Duschinsky rotatiorf9], frequency shifts, and nuclear equi-
librium position shifts under electronic excitation. They have S1
demonstrated that the interpretation of resonance Raman K \ /
scattering(RRS experiments requires the introduction of \ -/
guadratic coupling terms responsible for frequency shifts and N\ / s
vibrational mode mixing14—16. We will take advantage of ; | ev>
the diagrammatic technique they developed for RR&- \:7/ | ev>
19], to derive analytical results which allow the evaluation of
DR IVSFG spectra for molecules with general harmonic po-
tential surfaces. Thus, we extend the model of Huang and
Shen to a linear plus quadratic vibrational Hamiltonjiaf. ©,
Again, this approach is different from the standard sum-over-
state method with its overlap integrals, but it leads to ana- So
lytical expressions which are not only exact, but valid for an
arbitrary number of modes and for finite temperatures. \
It is the goal of the present work to give a complete ac- \ ' /
count of second order optical responses of adsorbed molecu-
lar systems with general quadratic vibronic couplings that is U
valid for finite temperatures. For simplicity, we have consid- | gv>
ered the case of a molecule characterized by two electronic
states and two vibrational modes. We will show that one
difficulty which must be overcome when interpreting experi- Q
mental spectra lies in the discrimination between linear and

quadratic effects. We will do so by simulating the pr_oblem of FIG. 1. Level scheme of interest in the study of DR IRVSFG
para”_‘e“?r recovery from a set of model Calcma,t'ms]' process. The IR and visible transitions are represented, respectively,
Qur {:urr) IS to prove the.ablllty of DR IVSF,G experiments to by the arrows labeledy; and w,. The frequency of the output
discriminate between linear and quadratic electron-phonogignal isw,+ wy. The stateg|gv)} and{|ev)} are, respectively,

couplings provided that one records a full set of spectra corge yibronic states of the grounds{) and excited §,) potential

responding to all the active vibrational modes involved. Withenergy surfaces.

the help of this information, one can then hope to get access

to the excited state potential wells of adsorbed species, thus . , Co

laying the groundwork for the study of excited state dynam-WhereLO_ Lo—iAl’. Here,Lo denotes the L|ouvnle_ opera-

ics in such systems. tor for the free system. It is given Uyq=[H0,], and is built
The paper is organized as follows. In Sec. I, the formal©" the molecular §ystgm HamlltonlarH0=Hg|g><g|_

description of the molecular system and the SFG process i§H6|e><.e|' Th_e Hamlltonlans of the ground anq excned.

presented. It involves the introduction of matrices to handlee'eC.trom.C configurations are taken in the harmonic approxi-

properly the shifts in equilibrium positions, the changes ipmation, i.e.,

vibrational frequency and the amount of mode mixing upon

electronic excitation, as well as the derivation of the expres-

sion of the SFG time correlator. In Sec. I, we briefly outline Hg= Z hog(af as+1/2), 2

the diagrammatic expansion of the SFG time correlator and

state the analytical expressions used in our study of DR

IRVSFG spectra. In Sec. 1V, we first illustrate the effects of 1
the molecular parameters on these spectra with numerical He=Hg+hwegt > LA+ 52 Vigr AsAg, ()
calculations on a simple model system, then we examine the f ff’

possibility of recovering linear and quadratic coupling con-
stants from such data, and last we look at the influence vahereAf=i(af—af+), fiweg is the electronic transition en-

temperature. Finally, we state our conclusions in the finakrgy, andwgy is the frequency of modé in the ground
section. electronic configuration. The coefficierits are related to the
equilibrium position shifts for each mode in the linear cou-
Il. THEORY pling scheme while the quadratic vibronic coupling constants
) ) V¢4 lead to frequency shifts and mode mixing as schemati-

_ The theoretical framework required to evaluate the SFGa|ly shown in Figs. 1 and 2. It has been clearly established
signal emitted by molecules is introduced in the present seghat the excited state normal coordinates represented by an
tion. To this end, the'dynamlcal evolution of the.de”S'WN-dimensional vector, are related to those of the ground
matrix p(t) corresponding to the molecular system mteract—statedg through the relatioml,= Rdy+ A [7,19]. The matrix
ing with the light fields is governed by the Liouville equation p i 44 NX N orthogonal matrix Rﬁ=|) describing the

[6,22-28 Duschinsky rotation and the vectdr represents the overall
equilibrium position displacement under electronic excitation
for the general quadratic model. These quantities are related
to the parameterk andV through the relations

o |
P L Lip()- 1 LU0, &
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nondiagonal matrix elements @f?)(t) are easily deduced,
and the resulting polarization can be expressed as
P@(t)=32_,P?)(t) + P{2* (1), where the various contribu-
tions correspond to

1 w [t 1
P(lz)(t)z - pg% ﬂgkpggffwdleiwde

_C,Q.elr X Gokgkg(t= 7)) V(T kIGoigig( 71— 72)V(72)1g »
- \ 0 ©)
1 - [t 1
PP (t)= ﬁ_zg§| M|kngJ7wd7'1J7xde
Qg X Gokia (t= T1)V(71)kgGogig( 1= 72)V(72) g1 -

Y

Usually, the initial density matriypg,==4P;|g)(g|, corre-
sponds to a Boltzmann distribution of vibrational states of
the ground electronic configuration. In the dipole approxima-
tion, the operatoW(t) is given by the following expression:

FIG. 2. Schematic representation of the equilibrium position 2
shift and Duschinsky rotation under electronic excitation. In the V(t)= _MZ Ei(t),
case of a two-mode model depicted here, the normal coordinates i=1
Q.1 and Q. , of the excited configuration are shifted by a vector
A and rotated by an anglé compared to the coordinat€y, ; and
Qg2 of the ground electronic configuration.

Ei()=[Zi(w)e "'+ £i(— w)e], ®

where u is the dipole operator, the quantitiés; (t) and
2 2 1, UNS —25 172 E,(t), respectively, represent the infrared and the visible ra-
we=Rlogt2h oy Vag IR, A=(2) P, Reg L, dation fiekt. Of caurep, the amplitudes of the fiefd(w))
@) and #;(—w;) are related by complex conjugation, i.e.,
Notice thatew, and w, areNx N diagonal matrices made up &j(— ;)= (o).
of the frequencies of the vibrational modes, aRds the In the present calculation, we are interested in experi-
orthogonal matrix which diagonalizes the expressionments where the infrared frequency is resonant with vibra-
“’5+ zﬁ*lwémvwéfz_ The other operators in Eql) areT’, t|qnal motions and V\_/here the visible frequency is resonant
the damping operator which takes into account the interacith electronic transitions as well. Consequently, only the
tions between the system and its environment, andontributionP{?)(t) has to be taken into account. In an SFG
L,(t)=[V(t),], the Liouville operator for the system- experiment, only the terms which oscillate as
radiation field interaction. exfd *i(w;+w)t] contribute to the process. The terms with
To get any information on the molecular system in anphase factor eXpri(w;—wj)t] correspond to the difference
SFG experiment, the second order polarization is requiredrequency generation (DFG) process. If we take
This quantity is defined as the mean value of the dipoler,=t—t,—t; andr;=t—t;, and if we perform the summa-
moment, and can be written as tion over the field subscripts, the second order contributions
P (1) =Tr{p @ (t) ). 5 PP(1),i=1,2 to the total polarization can be divided in two
componentd(?(t) + P{2(t), which oscillate with the phase
Using a perturbation expansion, and with the introduction offactor exp—i(w;+w,)t]. They are given by the following
the notationp”=p(—=) and Go(7)=exd —(i/A)Ly(7)], the  quantities:

1 ] _ % .
Pf])(Z)(t) =- ﬁgzkl Mgk o1y (@o01)) (Mg ;51(2)(601(2)))ngqu — (w1t wy)t]

X fo dtlfo dtzexf —i(wgg— 01— w)ty]exd —i(wjg— wio)ta], )

Pl (D) =+ gngkl i (g @21y (0201)) (g1 ©1(2)(012))pgg€XH — i (w1 + w2)t]

X fo dtlfo dtzexq_i(a){d_wl_wz)tl]exd_i(wé|_wl(z))tz]. (10)
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These expressions correspond, respectively, to the case 1 (= % ) ) _ o,
where the system interacts first with the field at frequency Xi1(®st)xyz= — pJ’ dtJ dt’ (st Tegltgl(wativg)t

w1 (w,), then with the second field at frequeney (w-). 0 0

Notice that we have neglected the contributions which are x (gltHglh X g-itHell Y e it'Hg/h
nonresonant assuming that the frequencigsand w, are g€ 9

defined positive_ . ' . . Xﬂégeit’Hg/ﬁ>, (15)
In the following, we consider two electronic configura-

tions with their corresponding vibrational states. The vi- 1 (= (= , ' . -

bronic states which belong to the ground electronic configu-  x53(wst)xy.= + WJ' dtf dt’ el (st iTegltgl(@1tirg!t

ration are denoted|gv) and |gv’), while those o 7o

corresponding to the excited electronic configuration are la- X<e7it’Hg/ﬁ z qitHglhgit' Hylh X

beled|ev’) and|ev”). Hence, the states involved in resonant Haq Hge

contributions  to P{3(t) correspond to |g)—|gv), xeItHelt Y ), (16)

[)—|gv’), |k)—|ev”), and those participating if{2(t) . o
are given byg)—|gv), [I)—|ev’), |k)—|ev”). We further ~WhereHy andH, are, respectively, the Hamiltonians of the
Ieyigu=Teq and the vibrational dephasing constant(O)=Tr{Oe #"'e}/Tr{e #"'s} denotes the thermal average
Ti,i,= vi fori={e,g}. From the time scales typical of mo- Of an operatoO. We also defined the SFG time correlators
lecular dynamics, we also introduce the approximationCeg(t,t’) andC2 (t,t") by
¥1<Teg. In this limit, P{3(t) can be neglected beford?) L KM Ih X —itHo Ty e iUH T 2 itTH 7
X(t). Consequently, the second order polarization reduces Ceg(t:it)=(€"" 8" ugee™ e ue o™ o™ g e o)
to the case where the infrared field interacts first with the _ e~ Y ~ /

X = - , 1
molecule. Next, we introduce the components of the second (1 1ST (D eg 01 5o —11)) (1

order susceptibility defined by the expression i ; e _
p y y p ng(t,t’)=(e it Hg/hﬂégeltHg/ﬁelt Hg/ﬁluéee |tHe/ﬁ,Mgg>

PRD= X (0501 Exnl wp)exd —i(wsnt], =k gg ~Uk g DS (D e(0)), (18
e (11  where the operatorS* (t) andu(t) are defined by

+ _ aitH /i o—itH /A -~ _ QitHG /% —itHy /%
for j=1, 2, and wherevg;= w;+ w,. The third rank tensor ST(y)y=eToTe e, pu(t)=eToue o

components can easily be deduced by the use of&@nd (19)
Eq. (11). Forv'#v, they can be written as In these equationgg(t) is the dipole moment evaluated in
1 the interaction picture at timé, and the thermal average
(2 __ T Xyz o * * (S*(t)) of the operatoiS™(t) is the basic quantity used in
Xi1(@sihyz=~ 32 2/ T Pava fo dtlfo dtz the calculation of the optical absorption of a molecular sys-

v,v U

tem[13-16,19,29-31L
Moreover, if the vibrational dipole momengg,,, as well
(12) as the electronic dipole momenig,, depend weakly on the

vibrational coordinat€; =i \/ngf/ﬁ(af—af*) for the mode

X efi(“’ev”gufiregf wsf)tlfi(a)gvrgufi'yg*wl)tzl

1 " o o f, we expand the transition moments[2sl6]
X (@suy=+ 72 2 F 3G, fo dt, fo dt,
v,o'v" &Mkl
Xe*i(a)gv/eulr*iF997wsf)tlfi(wgvgv’fiYgfwl)t2, ILkI: Mk|(0)+2 an)on
M
. . +§2 (m) Qe Qpr+--. (20)
where we have introduced the following f.f! fONT" g

s Xyz__ X y z Xyz
note)l(tlon. y Fa - HaverrBerg Fgorgu and 7 In the Condon approximation, only the first tegay,(0) of
T HMevrgur MguerrMguge t o ) Eqg. (20) is kept. This term vanishes for a transition between
The evaluation of the vibronic dipole moment matrix el- yiprational states. For our purpose, we only consider the sec-
ements in Eq(12) and Eq.(13) can be simplified by intro-  ong term of Eq(20) for vibrational transition, and only the
ducing a Born-Oppenheimer state representation based @fist one in the case of an electronic transitf@h The dipo-
the adiabatic approximation. In this case, we have lar transition moments are given by

Meprin={( P, || ¥i,) = (O, | usi|O;,), (14

where the molecular states|¥;,)=|®;0;,,) and

|W:,)=|D:0;,) are, respectively, the products of the elec-and the SFG time correlators reduce to

tronic and vibrational wave functions of the initial and final 1 _

states. Consequently, E(L.2) and Eq.(13) reduce to Ceg(t,t")=pge(0) ug(ON(ST (Dmgy(—t")), (22

Mog= tog0),  mgg= pgg(0)

1+ Z m%Af) . (21
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CEtt) =y Ol O —t)S* (D). (23

To evaluate these expressions, we consider the functio

Cag(\ t,t) andCZ (N t,t") defined by

ng(x,t,t’)=/\/lg§z< s*(t)exp( )\Z m%Af(—t’)) > ,
(24)

ng(x,t,t’)=M§§Z< exp( )\Z m%Af(—t’)> S+(t)> ,
(25

where the parametern has been
M= pge(0) udo(0) gy(0). If we expandCLy(A,t,t') in
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CoN L) = MyYex] — i wet [ Tyexpd),  (28)

R®here T, is a generalized time-ordering operator which

keeps operators involving unprimed time evolution to the left
of those involving primed time evolution. Moreover, this
time-ordering operator orders unprim&f,(7) with T, .
The additional quantityp is defined as

i rt
D=\, m?-Af(_t,)_;i_J dT(E LiAs(7)
T 0 T

1
52 vfffAf(r)Af«r)). (29

ff’

first-order Taylor series, neglect the zero-order term, and sethe time-ordered thermal average factor in E2f)) can be

\ equal to 1, the SFG time correlat@ég(t,t’) is recovered
[16].

[ll. DIAGRAMMATIC EXPANSION

_This section is devoted to the evaluation of the function
ng(x,t,t’) by a diagrammatic expansion of the correspond

S

developed in Taylor series, and takes the form
(T expb)=3(T P!, The application of the generalized
Wick’s theorem introduced in Appendix B ¢13] allows us

to reduce( T, @) to a product of thermally averaged time-
ordered pairs.

The diagrammatic representation ¢T,, ®*) is quite
similar to the one used by Tonks and Pagdif,29. The

ing time correlator. To this end, the generalization of Wick's|inaar electron-vibration interaction vectori/AL and the

theorem introduced by Page and Torlks$], as well as a

diagrammatic expansion similar to the one used in their cal

culation of the Raman time correlatéx(t’,t,u), will be
employed[13,19,29. The operatolS™ (t) can be expressed
as a time-ordered exponential

S+(t)=T+eX[{—i/ﬁfthVeg(T) , (26)
0

whereV,g(7) is the difference between the excited state and

guadratic vibronic mode coupling matrixi/24V are, re-
spectively, represented by dot and circle vertices with
signs. The linear vectaxm, which lists the first-order non-
Condon dipole moment coefficients, is simply depicted by a
dot vertex surmounted by aJ. The time-ordered thermal
average in Eq(27) reduces to

<Tn,equ>>=exp§k) (T @), IKI, (30)

the ground state Hamiltonians taken in the interaction pic-
ture. The time ordering operatdr, places the operators of where the subscrigtrefers to the “linked” diagrams in the

later times to the left of those of earlier timg29], and the
time correlatori:{ag()\,t,t’) can be written as

CogNtt) = MiYeex —i wet ( Trexpd),  (27)

pictorial representation gfT,, ®¥). If a supplementary fac-
tor 2 is incorporated in the matrix (i/24)V, the mean value
(T ®*), /k! reduces to the following diagrammatic expres-
sions:

(T®s) /1! = % S ]

<Ttt,<1>2>/2!=%[:—: +1 (@) +2(53)].
() 3= 5[ 207 +5(©OS)
(T} fnl = 3 _ L

(31)

In [18,19,29, Tonks and Page have derived analytical expressions for the sum of diagrams weéttices only, as well as
for their complex conjugates involving- vertices. They have defined two functiofg(t) and Fy4(t), whose pictorial

representation is given by
1

ro=3 @3 (@9)

(32

(33
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The algebraic forms of these functions reduce to ' t
Kfl(t,tl):(—|/ﬁ|_fl)+f§f) Jodtz
2'3

1 t t .
Fd(t)zi% Odtlfodtz(_'/“fl)sflfz(t’tlltz) X (=ilAV ) St e (Lt t)(— /ALy ). (42)

><(—|/th2), (34) In Egs.(34) and(42), the functionSflfz(t,tl,tz) is the solu-

tion to a Dyson-like equation whose analytical expression

1 t . .
Fo(t)==> | dt (t1,t1,t)(—i/hV, (). (35  has been derived ifi8,19,29.
¢ 2T, Jo Sttt fafa The scalar function§ (t) andF4(t) are given by

In the description of RRS experiments, the Raman time- 1 1
correlatorA(t’,t, ) is defined by Fe(t)=5it Tro™ +N In2+ ZIn(def wgo| -r%0)1%)
A(t't,u)=(explit'He/h)expi uHg /1)
xXexp(—itHe/h)exdi(u+t —t)Hg/A]).

(36)

+ ;In(del{—ﬁ(t)f—(t)}), (43

1 ~ ~ -
. . _ Fa(t)=Sitl" oo, ’L" — L" 0w, >Ro RIT (1) — |
There is a close connection between Raman and optical ab- o(t) 2 “ge g e “RagRIT™ (0 —1]

sorption correlator§29]. This relation is given by K F ()1 a—t)]wglwg’zL”, (a4

At tu)= n*(t’)n(t)expz w(t,t',u), (370  where the following simplifying notations have been intro-
k=1 duced[16]:

where the absorption time correlatg(t) is written as () ={[o A - T ) —[H-Do +o ]}

7(t)=exf —i we (T expd) (45)
=exf] —i wegt + Fq(t) +Fc(t)]. 39  L"=2Y2w Rwi%, ¢=(fhwy) L, o =RoyR*w,

This function can be calculated exactly with the help of Eq. 46
(34). Unfortunately, the Raman time-correlator itself cannot l“—l(t):eXFI(_leL+it)ng§]’ ot) = explit w,).

be handled as easily because of the termgxgt,t’,u) in (47)
Eq. (37). But it is possible to separate the RRS into orders.

Thenth order scattering is given by the summation of all thean algebraic form for Eq(41) can be obtained similarly. It

terms Il y(t,t", ) in the Taylor's series expansion of the js given by the following closed-form expressions:
preceding exponential, with the conditidtk=n. At T=0

K, the nth order scattering corresponds to the total intensity Mt = €22 R vt T (1) + v —t
of all n-phonon Stokes line29]. L) =02 @ RAIT O+ A =t)]

In the case of the SFG time correlaf@;20], on the other X O[1= 6 —1) ], " L", (48)
hand, it is straightforward to show that the functions
ng()\,t,t’) can be factorized into products of a function " =7 IS i ; -1

: . NGt =NV2m R[ y(t —iBh)I~(t
expy(\tt') by the absorption time correlatoy(t), namely, val )=M2 @y RIAU)H—1BR) ®

+ U=t Ui BRI ()

CLN L) = MYyt expyi(N,t,t). (39)
eg ge j X[1—6(—1)]eg 'wdL", (49)
Notice that this expression can be evaluated exactly since the
function ¢, (\,t,t") is defined by the following diagrams: y(t’)zexp(it’ngﬁ). (50)
b\ tt) = —3 + (D% 4+ As stated in the preceding section, the SFG time correlator is

_ - 40 obtained from the first order term of the Taylor expansion of
e s O ] . (40 e functionCly(\,t,t"), settingh=1. Thus we have

, ClLy(t,t)= Mgy (Le,t) n(t). (51)
and takes the algebraic form
t In the approximation of molecular systems with general
N 2 , harmonic potential surfaces, this function gives an exact
Ya(A L) )\le mflJOdtlkfl(t’tl)hfl(t1+t ), (4D analytical expression for the time correlator needed to
calculate the SFG susceptibility of adsorbed molecules
with the vectorial functiork(t,t;) defined by X 0s)xyz= X2 (@) xyz+ X2 (s xyzs
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Mx;gz -
X(z)(wsf)xyz: - _th_fo dtf ¥, (1) —W¥,(1)]
X eXF[iAwt—Fegt-i- Fq(t)+F. ()],
(52)

where Aw= w1+ w;—wegy, and the time dependent func-
tions ¥, (,)(t) are given by the following closed formulas :

(1) =i V22w (0~ wg+ive) RHiBR(j—1))
+ (@ + @y +iv) RU—IBA(— 1T L(1)]
XF (D[ - &~ 1) ], " L". (53

| x@(w,+w,) | (arb. units)

Of course, if we seR=1 and w,= wy, i.€., take the limit of
no mode-mixing and no frequency-shift for DR IVSFG, the
results of the model by Huang and SHéhare easily recov-
ered.

Thus we have established the expressions needed to pro-
ceed to the numerical study of the DR IVSFG spectra. Our
model is valid for any given temperature and for an arbitrary
number of active vibrational modes. Let us mention at this

. . . . values of the mode mixing angie in the upper half, and for dif-
point that the main advantage of the diagrammatic theor¥erent visible frequencies,, with 6= —15°, in the lower half. The

used here is the simplicity of the analytical eXpreSSionsfabels A to E correspond to increasing valuesegf from 19 000

which are easy to program on a computer. Though this apz-1 5 21 000 et by steps of 500 cml. Other parameters as
proach may seem more abstract than the standard SUM-0V&lgicated in the text.

state method with its overlap integrals and energy denomi-
nators, it really is compendious. Indeed, for the DR IVSFG
process, it is possible to sum over all the diagrams, thuglectronic dephasing constalit,=90 cm *, and the vibra-
obtaining analytical expressions which are exact, whereas fdional dephasing constantg= 20 cni *. Before we present
RRS, in the presence of mode mixing, some contribution®ur results, we need to point out that the SFG spectra have
have to be neglected leading to approximate results. Notickeen computed assuming parallel polarizations for the infra-
that in the absence of Duschinsky rotation, iBs1 but red and visible fields.
w.# wy, the sum-over-state method also leads to an exact It is convenient to start our presentation of the numerical
result for RRS22,32. simulations with spectra which are drawn as a function of the
frequency of the infrared excitation. In the case where the
excitation in the visible range is far from any resonance, one
can imagine the SFG experiment as infrared spectroscopy
To illustrate the basic features of SFG spectra as predictedith a built-in up-conversion scheme making it possible to
by our theoretical model, we consider a molecule havingdetect the signal in the visible range. However, when the
only two electronic states with an energy gap.,0f 20 000  experiment is being carried out so that an electronic absorp-
cm 1, as well as only two vibrational modes. An electronic tion band is excited resonantly, the DR IVSFG process
transition dipole moment, that need not be specified numeriprobes the excited state potential well as we shall see.
cally here, couples the system with the visible excitation While the aforementioned parameters are being held
field while the modulations of the ground state permanenfixed, we present in Fig. 3 the results obtained for different
dipole moment by the vibrations of the molecule values of the Duschinsky rotation angleas well as those for
(dmgq! 9Q4)o, assumed identical for both modes in the fol- the fixed angle of- 15° but for increasing wave numbers of
lowing, will make them absorb infrared light. When the mol- the visible excitation from 19 000 cht to 21 000 cm'* by
ecule is in its ground electronic state, the frequencies of thencrements of 500 cm. The dimensionless displacements
vibrational modes have been chosen as 500 'tand 800 of the vibrational modes have been arbitrarily set to 0.5 in
cm 1, whereas in the excited state they change slightly tahis plot.
520 cmi ! and 790 cm?l. In addition, the excited state po- Examining the upper half of Fig. 3, we notice that the
tential well equilibrium position is shifted with respect to the mixing between modes results in marked distortions of the
ground state’s and its principal axes are rotated as schematiesonances along with some changes in relative intensities of
cally shown in Fig. 2. It is further assumed that the experi-the peaks. While all five curves seem to cross each other at
ment is being carried out at room temperature, i.e.about the same point close to the center of the plot, the
kT=200 cm!, so that only the ground vibrational state is sharpness of this feature depends on the exact value of the
predominantly populated before the external excitations arparameters, but furthermore, it is specific to the two-mode
switched on. Finally, the damping constants setting thenodel. In the lower half of Fig. 3, we show that the exact
linewidths in the spectra have been chosen as follows: thealue of the frequency of the visible excitation strongly af-

FIG. 3. SFG spectra vs the infrared frequengy for different

IV. NUMERICAL SIMULATIONS AND DISCUSSIONS
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FIG. 4. SFG spectra vs the infrared frequency for different val-  FIG. 5. SFG spectra vs the detuning of the visible excitation for
ues of the displacements. In the upper Rgl&=0.5 is fixed while  various values of the mode mixing angle The infrared excitation
&y varies. In the lower halg; =0.5. The other parameters are iden- is resonant withwg; transition in the upper half, and with the
tical to those of Fig. 3. wg , transition in the lower half.

fects the overall intensity of the signal as well as the relative ) ) .
heights of the peaks but alters the shape of the spectra tothe case where the infrared source resonantly excites the first
much lesser extent. vibrational mode while in the lower half it excites the second

In Fig. 4, we represent the alternate situation where th&"0de. Notice that we have chosen to plot the spectra versus
amount of mode mixing is held constant while the mode? linear functloq of the. wave number of the V|S|ple excita-
displacements take different values. We see that, dependirfff": @nd notw; itself, since we are really performing some
on the mode being displaced, the line shapes may or may ngprt_of vibrational spectroscopy. Her@eq .d_enotes the elec-
change while the intensities of the two resonances vary on §0nic energy and not the vertical transition energy, so that
scale comparable to that of the previous figure.

Let us first mention that the asymmetric line shapes
shown in the upper halves of Figs. 3 and 4 qualitatively look
very much like those determined experimentally by Shen
et al.[33] in the first observation of such an SFG vibrational
spectrum. In that experiment, the visible excitation was suf-
ficiently close to the shoulder of the visible absorption band
that some resonance enhancement helped in strengthenin
the signal. The second point that we wish to make is that the -
interpretation of Raman scattering dai#,15,14 as well as
the result from quantum chemistry computatidi8sl5,34
seem to indicate that Duschinsky rotation angles of up to 15°
are not uncommon. In addition, the reduced equilibrium po-
sition displacements used here are rather normal as well. Yet g
our study shows that both parameters may have comparableg;
effects. Hence, albeit the second order vibronic coupling is =
smaller than the linear term, it may alter the DR IVSFG
spectra to a comparable, if not larger, extent.

Instead of recording DR IRVSFG spectra with respect to
the frequency of the infrared source, one may choose to keep
it close to a vibrational resonance and to record spectra with
respect to the wavelength of the visible excitation. This is the @ +w,— g, (em™)
experiment being simulated in Figs. 5 and 6 where we
present again spectra for various values of the mode mixing FIG. 6. SFG spectra vs the detuning of the visible excitation for
angle and the dimensionless displacement of the lower fresarious values of the 520 cmh mode displacemerg;. The dis-
guency mode. placement of the 790 cnt mode £,=0.5, and the Duschinsky

Each figure consists of two parts, the upper half showingangle = —15°. Infrared excitation as in Fig 5.

uffits)

+@,) | (arb

-500 0 500 1000 1500 2000
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TABLE I. The parameters used in our simulations are given here. The values which correspond to the first
and the second normal mode are given in the form njodede, the vectorst andm? are dimensionless.

wg (cm™1) & m? wes (cm™1) 6 (degrees
| 5001800 0.90.5 0.10.1 520790 ~15
Il 518.9773.1 0.72%.399 518.4773.1 0
1l 498.9/799.5 0.618.503 0.101D.098 498.799.5 0
Y% 515.8701.2 0.72%.434 0.116-0.274 515.801.2 0

the position of the various features are not affected by théhe normal modes in the ground electronic state, their dis-
parameters, making the figure easier to read. placements in the excited state, their infrared absorption
The origin of the axis represents the sum frequency corstrengths, their frequencies in the excited state, and the mode
responding to the € 0 transition, the infrared excitation cre- Mixing angle. When the model is being restricted to linear
ating one quantum of vibration in one of the modes while thevibronic couplings only, the frequencies of the vibrational
visible source is resonant with the=D transition for that Modes are identical in both electronic states and the Dushin-
mode. Asw, increases from there, the spectra display resoSKY rotation angle vanishes. This is the case for the last three
nant features every time we sweep over a specific vibroni€Ntries to Table I which show the numerical results obtained
transition involving one or both modes. rom the least square fits. The spectra are drawn in Figs. 7-9,
In addition, between adjacent resonances the COI’]tribLﬁ/]here the full lines are being used to show the result from

tions of two vibronic transitions may interfere, leading to e full quadratic model. The dotted lines correspond to the

sharp dips in the spectrum like the one observed in the upp%et of linear parameters listed in Table | with the labels in-

' : : . icated on the plots.
half of Fig. 6. Hence, this type of experiment results in much Let us first consider the visible absorption spectrum

richer spectra than those discussed previously. But we s&gqyn in Fig. 7. Of course, the fit with the linear model does
again that both the quadratic and the linear coupling terms,qt reproduce exactly the spectrum of our quadratic system,
i.e., the mode mixing and the displacements, affect the spegyt the difference is rather small. From Table I, we see that
tra to the same extent, if not in the exact same way. this was achieved with normal mode frequencies closer to
From the previous observations, it follows that we need tqnhe excited state values than to the ground state values of the
address the problem of discriminating between linear angeference model, and by changing the displacements by up to
quadratic effects when interpreting experimental spectra. o
the field of Raman spectroscopy, one can take advantage of a Next, we turn to the SFG spectra as a function of the
relation between the optical absorption and the Raman Spegfrared frequency depicted in Fig. 8. The upper half of the
tra which holds when the coupling is linear, to indentify the piot shows that the result of the fit with the linear model is

situations where one needs to include quadratic terms in thgytremely satisfactory and Table | tells us that the frequen-
model. Unfortunately, this is not the case here and therefore

we cannot trust a model based on equilibrium position shifts
alone to interpret experimental data.

To illustrate this point, we have performed a series of
least square fits with the linear model of the results for the
optical absorption and both types of DR IRVSFG spec-
troscopies obtained for our model system with both linear
and quadratic parameters. The reference parameters are thos
listed as entry | of Table I. They include the frequencies of

| Xstz)’)z(wl+w2) | (arb. umts)
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FIG. 8. SFG spectra vs the infrared frequency, for the param-
FIG. 7. Absorption spectra vs the detuning of the visible exci-eters given in the entries labeled | and Il of Table I. The upper and
tation for the parameters given in the entries labeled | and Il oflower halves correspond, respectively, to a visible frequency of
Table I. 20 000 cmi't and 20 500 cm?.
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FIG. 9. SFG spectra vs the detuning of the visible frequency.
The infrared excitation is resonant with, ;=500 cnT* transition
in the upper half, and with the;,=800 cm* transition in the
lower half. The other parameters are given in the caption and in the Finally, in Fig. 9, we represent DR IRVSFG spectra
entries labeled | and IV of Table I. drawn vs a linear function of the frequency of the visible

beam, the infrared source exciting resonantly one or the
cies of the modes and the intensities of both infrared transi(-)ther vibrational mode. This typg of specfcroscopy leading to
tions have been recovered very well. In fact, changing thd!Ore resonance features, the_ fit shown n the upper half of
value of the displacement of the first vibrational mode ha§he plot is somewhat more difficult to achieve but it succeeds

been enough to make the two spectra agree. However, if v@ a good extent. However, Table | shows that the parameters

FIG. 11. SFG spectra vs the detuning of the visible frequency
for different temperatures presented as in Fig. 10.

keep the parameters that have been determined in this wa und differ grgatly from the_first entry. The frequenpy O.f the

écond mode is off by a wide margin and the derivative of

then the linear and the quadratic models lead to completel e permanent dipole moment W'th respect to the relevant
ormal coordinate has doubled in absolute value and even

different relative intensities of the peaks. This is what is X .
being shown in the lower part of Fig. 8. Conversely, had Wechanged sign. In the lower part of Fig. 9 we show that the

performed the fit in the second situation, we would havelmear parameter set is inconsistent with the spectra recorded

obtained parameters which would not suit the first experi—WhIIe resonantly exciting the second mode. We are thus led

ment at all. Hence, in principle at least, it appears that it id0 the conclusion that while the second type of spectroscopy

possible to determine the need for a quadratic model prOI_S more sensitive to changes in parameters, it still requires us

vided that one performs several such spectra for different? perform fits of several spectra to determine whether qua-
wavelengths of the visible excitation. dratic effects are present. More importantly, a single spec-

trum may accommodate the linear model sufficiently well,
but lead to erroneous values for the parameters.
Let us mention here that we have also performed least

and shift the frequency of the visible source by 500 ¢ém

L —— KT= 50 em! square fits with the full set of both linear and quadratic pa-
T e e rameters, typically using the values obtained from the previ-
~~~~~~ KT= 200 em™! ous fits as initial guesses, to verify that the program always

T K= 280 om converged back to the initially chosen quadratic model.

To close this section on numerical simulations, let us ex-
amine the behavior of DR IVSFG spectra as a function of
temperature. In order to work with a reasonable temperature
scale, the frequencies of the vibrational modes have been
divided by 5 in the following simulations. All the other pa-
rameters are as in entry | of Table I. The SFG spectrum vs

w, (cm™1) the infrared frequency is depicted in Fig. 10 for five different
temperatures as indicated on the plot. Notice that the elec-

FIG. 10. SFG spectra vs the infrared frequency for various valironic and vibrational dephasing constants introduced in the
ues of the thermal energy kT. The set of parameters used here ag€ginning of this section have also been divided by 5 and do
those of Fig. 3 divided by a factor 5, except the electronic transitiomnot depend on temperature. Hence, the widths of the reso-
frequency. nance features in the spectra do not change, and the effect of

| ng)z(wl""*’z) | (arb. units)

. |
100 150 200
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the temperature as depicted here reflects only the changesémnpected that should there be many close lying active vibra-
populations of the various vibrational levels of the molecule tional modes, it would be advantageous to consider the sim-
We observe an overall decrease in intensity of the signapler infrared spectroscopy.
with increasing temperature linked to the diminishing differ-  Concerning the problem of parameter recovery from ex-
ence in population between a given vibronic state and th@erimental data, we can conclude that we have shown the
state with just one more quantum of vibration. We furtherability of DR IRVSF spectra to make it possible to discrimi-
notice that the peak corresponding to the 100 ¢émmode is nate between linear and quadratic vibronic coupling
affected more than the resonance due to the 160'amode,  schemes, provided that one has access to a set of spectra
as expected. This observation helps to understand the SFrresponding to different wavelengths of the fixed fre-
spectra vs the frequency of the visible excitation drawn inquency source. Indeed, we have demonstrated that a fit of
Fig. 11. Again, in addition to an overall decrease in intensityone given spectrum with a linear model may very well ap-
of the signal, we observe changes in the relative heights gfear to succeed while giving the wrong parameters. It fol-
the various peaks, the resonances corresponding to the higHews that it is generally necessary to include the second-
frequency mode being less sensitive to an increase in tenorder terms of the vibrational Hamiltonian, namely the
perature. frequency shifts and the Duschinsky rotation. One can then
hope to characterize the excited state potential surface of
V. CONCLUSION adsorbed species, provided that it remains harmonic. And
should anharmonicity play a role, then one will need to show
In the present work we have presented a general theoretihgt the general quadratic Hamiltonian is inadequate to ex-
cal approach to evaluate doubly resonant infrared-visiblqﬂain the results. This is an important step to take before

sum-frequency generation from adsorbed species with genysing time resolved experiments to study the dynamics in the
eral quadratic couplings. The model is valid at any temperagycited states of such systems.

ture and may include as many vibrational modes as neces-
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