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Absolute measurement of dielectronic recombination for G* in a known external field
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An absolute measurement of the rate coefficient for dielectronic recombir@#®nof C3*, via the Z-2p
core excitation, in an external electric field of 1£.8.9(10) V cm™~1 is presented. An inclined-beam arrange-
ment is used and the stabilizing photons-at55 nm are detected in delayed coincidence with the recombined
ions. The full width at half maximum of the electron energy spread in the ion rest frame is .Z2(1o’) eV.
The measured DR rate, at a mean electron energy oft82B7(10) eV, is (2.76-0.75)x10 ¥ cm®s™ 1,
The uncertainty quoted for the DR rate is the total uncertainty, systematic and statistical, at fieell In
comparing the present results to theory, a semiempirical formula is used to determine which recombined ion
states are ionized by the 4.65 kV crhfields in the final-charge-state analyzer and not detected. For the
present results, any DR of the incident electrons imtevels greater than 44 is assumed to be field ionized in
the final-charge-state analyzer. A more precise treatment of field ionization, which includes the lifetime of the
C2* ions before they are ionized and the time evolution and rotation of the fields experienced by the recom-
bined ions, is needed before a definitive comparison between experiment and theory can be made. Our DR
measurement, within the limits of that approach, agrees reasonably well with an intermediate coupling calcu-
lation that uses an isolated resonance, single-configuration approximation, but does not agree Wit pure
coupling calculations.

PACS numbs(s): 34.80.Kw, 34.80.Dp

I. INTRODUCTION measurements could only be estimated.
The above-mentioned experiments used crossed-beam

Dielectronic recombinatiofDR) begins when a free elec- and merged-beam measurement techniques. More recently, a
tron excites a positive ion and is simultaneously capturedaser excitation technique has been developed to study DR
into an excited state. DR is completed when the recombineffom a continuum of finite bandwidth in a known external
ion emits a photon that brings the total energy of the ionfield [28]. This technique was used to study field effects in
below its ionization threshold. DR is a resonant process beBa’ for a number of different field strengths, but it is un-
cause it involves the creation of a doubly excited state emelear if the technique can be extended to yield DR rate co-
bedded in the continuum of the electron-ion system. efficient measurements.

DR has been a subject of considerable interest since it was The need for an accurate understanding of field-enhanced
first shown to play a significant role in the solar corghh It DR is underscored by several recent artidl28—31] con-
is now recognized as the dominant recombination process farerning C* in the solar transition region. T is of interest
most ions in high-temperature, low-density laboratory andn astrophysics because of the importance of the
astrophysical plasmas. A comprehensive review of DRLs?2s 2S;,—1s?2p ?Py, 1, resonance doublet, which is
theory and experiments is provided|[i2]. used as a diagnostic tool for a diverse set of astronomical

The first direct measurements of JB—6] were made in  objects[29]. Its use as a diagnostic tool, though, requires an
the early 1980s. The results were significantly larger tharaccurate model of the charge state fraction of'dn the
calculated values using existing DR theory, which implicitly observed plasma. Reisenfedtlal. [29,3(Q have investigated
assumed zero external field. The discrepency was attributetie impact on €* of DR enhancement by plasma mi-
to the presence in the experiments of external fiff[dsEx-  crofields typical of those which occur in the solar atmo-
ternal fields had been predicted by earlier work@&s11]to  sphere. For ", microfields are estimated to result in an
affect the DR process. Experimental verification that externaknhancement of the DR rate coefficient in the solar transition
electric fields affect the DR process was obtained a few yeanegion by as much as a factor of 3. Another paper, which
later in Mg" [12,13. Further experimenta]14—17 and uses a more sophisticated calculation of (8], has esti-
theoretica[ 18—27 work demonstrated the importance of ex- mated the enhancement factor to be only 1.4, but also stated
ternal fields on the DR process, particularly for |@y-Li- that “sophisticated quantal calculations misill] underes-
like and Na-like ions. However, a quantitative assessment dimate the field-enhanced dielectronic recombination rate co-
field effects on the DR process was complicated by the facefficients by as much as a factor of 2.”
that the strength of the electric fields in all but the Mg The DR process for €, via the Z—2p excitation, can

be written, in the absence of external fields, as
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FIG. 1. Diagram of the experimental apparatus.

wheren and| are, respectively, the principal and angular-the external field is generated by space-charge fields whose
momentum quantum numbers of the recombining electronstrength can only be estimated and which may vary strongly
which is captured into a level lying an energybelow the in space. Such space-charge fields were not a problem for the
C3* ionization thresholdAE is the energy of the 2-2p  present results, where the applied external field was a factor
transition;AE— ¢ is the energy of the incident electron in the of 16.5 times larger than all beam-generated space-charge
ion rest frame; anthv is the stabilizing photon. For & the fields.

majority of DR proceeds via high Rydberg levels that lie just

T .
below the C3 ionization thresholc_i[21,32_|. This corre- Il. EXPERIMENTAL APPROACH

sponds to incident electron energies0.2 eV below the

2s—2p transition energy. The experimental apparatus and data acquisition tech-

For the present work we have measured tié¢ OR rate  niques used for the present measurements have been de-
coefficient in a known external electric field. We have usedscribed earlier[34—41 and will only be described here
an inclined-electron-ion-beam apparatus and detected thiefly. C** is formed in a Penning ion source and charge-
end products of the DR process using a delayed-coincidende-mass selection is used to create a 32.5-keV ion beam. The
technique, as proposed by Lafyatis and KEBB]. A mag- ions are transported through a series of focusing and colli-
netic field applied coaxially with the electron beam was usednating optics and directed into a scattering chamisee
to generate a Lorentz electric field in the ion rest frameFig. 1). The pressure in the scattering chamber is
Knowledge of the magnetic-field strength and the ion veloc~1X 100 Torr. Upon entering the scattering chamber, the
ity provided a precise determination of the fields experiencedon beam passes though an electrostatic charge-state preana-
by the ions. lyzer, which separates from the beam an§Ghat has been

The present measurement is in agreement with earliegreated by surface scattering or by charge transfer from the
work [34] from this laboratory on & DR, but the present background gas in the beam transport system. The purified
measurement has a higher statistical accuracy leading to @** beam is then directed into the center of the scattering
significantly higher level of confidence. It also provides anchamber, where it is crossed with a beam of electrons in-
absolute scale and several refinements, including the mod@tined at an angle of nominally 55°. A 21-G magnetic field is
lation of the electron-beam energy, which is used to correcapplied coaxially with the electron beam to increase the elec-
for electron-beam-generated backgrounds. The present workkon current density and to create a Lorentz electric field in
together with the previously reported work from this labora-the ion rest frame. Below the collision volume is located a
tory, is the only measurement of DR for a lithiumlike systemmirror that subtends slightly over sr and concentrates those
in a precisely determined external electric field and the onlyphotons emitted in the collision volume onto a Thorn EMI
such measurement for any multiply charged ion. Also, theé9413 photomultiplier tubéPMT) with a Csl photocathode
present work uses an experimental arrangement with an e%37,38. Those photons emitted directly toward the PMT,
ternally applied field whose value can readily be determinedwhich subtends-0.17 sr, are also detected. A Mgwindow
This is a distinct advantage over DR measurements wherand a crystalline quartz filter are located in front of the PMT.
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The spectral bandpass is determined by the short-wavelengturrents measured by the area of the appropriate Faraday cup
cutoff (145 nm of the quartz filter and the long-wavelength aperture and the appropriate beam’s velocity and charge. The
cutoff (185 nnj of the PMT. The total detection efficiency of ion and electron Faraday cups were biased positively to
the optical system is=10"2 counts per emitted photon. The minimize secondary-electron loss. Total beam currents were
photon detection signal provides the start for a time-to-determined by integrating the measured fluxes over each
amplitude convertefTAC). After the ions cross the electron plane that was probed. Typical ion beams were 0.3-t0A5
beam, they enter an electrostatic charge-state postanalyzerith a roughly circular cross section 62 mm full width at
which separates any®C created downstream of the preana- half maximum (FWHM). Typical electron beams were
lyzer from the C* beam. The " is detected by a Galileo 40-50uA with a roughly circular cross section ef3 mm
4039 channel electron multipliéCEM), used in the particle FWHM.

counting mode. The € detection signal provides the stop ~ The detection efficiency for recombined ions is the prod-
for the TAC. A grid with a 90% geometric transmittance is uct of the efficiency for transporting the recombined ion
located in front of the CEM. Some of the?C ions will be  beam into the CEM, the transmittance of the grid in front of
field ionized by the electrostatic fields in the post analyzerthe CEM, and the detection efficiency of the CEM for 32.5-
This effect is discussed in more detail in Sec. IV. Th&"C keV C2* ions. The efficiency for transporting ions into the
current is measured in a Faraday cup. Th& @urrent can CEM was determined from ion optics models of the postana-
also be measured using the CEM as a Faraday cup. A contyzer and by comparing the ¥ beam current measured
puter controlled beam probe is used to determine the spatiafith the beam probe in the center of the scattering chamber

density profile of each beam in the collision volume. to the C** current measured using the CEM as a Faraday
The theoretically predicted DR rate coefficient for the cup (taking the grid transmittance into accounthe latter
present experimental arrangement can be written test verified that the efficiency for transporting the ions into

the CEM was nearly 100% and also that the efficiency of the
CEM as a Faraday cup was nearly 100%. The transmittance
of the grid was determined from the physical geometry of the
<U‘7>:n§no YQJEUV(E)U“(E)P(E)dE' (@ grid. The C* detection efficiency of the CEM was deter-
mined using charge transfer of*C on H,. The calibration
whereo,(E) is the calculated DR cross section for capturetechnique is discussed in detail elsewhp4] and is de-
of the incident electron into a Rydberg state with the princi-Scribed only briefly here. By adjusting the,Hpressure be-
pa] quantum numben, Ur(E) is the relative Ve|ocity be- tween 1010 and 10_6 Torr, C2+ currents could be created
tween the electrons and the iofX(E) is the electron energy €ither low enough to be detected using the CEM in the par-
distribution in the ion rest frameE is the ion-rest-frame ticle counting mode or high enough to be measured using the
energy of the incident electrom, is the lowest-lying Ryd- CEM as a Faraday cup. The detection efficiency of the CEM
berg level that can dielectronically recombine, angis a  for 32.5-keV C* ions could then be determined by taking
factor to take into account any anisotropy of the emittedthe ratio of the ¢* count rate to the €" current and scal-
radiation. The sum ovem up to Ny, limits the comparison  ing by the C* currents used and by the change in pressure
to thosen levels which are not field ionized in the postana-in €ach measurement. The pressure was measured using a
lyzer. Equation(2) will be discussed in more detail in Sec. Varian UHV-24 Bayard-Alpert-type nude ionization gauge.
V. The gauge is expected to have a linear response from
In terms of experimentally determined quantities, the DR2X107*° to 1x107° Torr [42,43. This calibration tech-

rate coefficient for the present work is given by the equatiornique does not require that the actual charge-transfer cross
section be known or that the ®C count rate and current

Nmax

(vo) measurements be carried out close in time. The technique
provides anin situ method for calibrating the CEM and al-
Rsig 1 lows the efficiency of the CEM to be monitored accurately
(3) The photon detection efficiency(x,y,z,7) is given by

Here N,(x,y,z) and ng(x,y,z) are the respective ion- and

electron-beam spatial densitid$x,y,z) is the detection ef- _ i * z—7
ficiency for recombined ions created aty,z), 7(X,y,z,7) 706Y,2,7) = Twin T F ooRmir — , A

is the spatially varying photon detection efficiency of the

optical system for photons emitted at,y,z), 7 is the life- X Q(x,y,z")dz". (4)

time of the doubly excited recombining ion before it radia-
tively stabilizes and is a function of the energy level of theHere T, is the transmittance of the MgFwindow on the
captured electroré is the fraction of the incident ion beam scattering chambeTy; is the transmittance of the crystalline
that is ground state €, and Rsig is the experimentally de- quartz filter located in front of the PMTF g,sis the transmit-
termined DR event rate. tance of the various baffles and screens in the optical system,
Beam densities were determined by scanning a beam is the reflectance of the mirror, is the lifetime of the
probe, with separate ion and electron Faraday cups, acroseubly excited G* ion before it radiatively stabilizes and is
each beam. Each Faraday cup had a circular aperture affunction of the specific level of the captured electrons
~0.25 mm. Beam densities were determined by dividing thehe velocity of the ionsz is defined to lie along the ion beam
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TABLE I. Typical operating conditions. resonance data. These spurious coincidences would therefore
not be subtracted from the signal-plus-background data and
C3* current 0.38uA would be incorrectly interpreted as DR coincidences. The
Electron current 45. QLA present work properly accounts for potential spurious coin-
Photon background rates cidences due to electron-beam-generated backgrounds by
from electrons 75 sl having left the electron beam on for the off-resonance por-
from C3* 90 st tion of the data collection.
dark rate 3st
lon bgckground rate 1os _1 Il UNCERTAINTIES
DR signal rate 0.065 "
Coincidence window width 30 ns A summary of the known sources of uncertainty in the
Run time 16 s present measurement is provided in Table Il. The uncertain-
Pressurdionization gauge reading 1x10Torr  ties are quoted at a confidence level taken to be equivalent to

a 1o statistical confidence level.

The uncertainty in the ion-beam density is due primarily
velocity vector, andQ(x,y,z) is the spatially varying photon to the accuracy with which the area of the probe Faraday cup
detection efficiency of the optical systeffiy,, Ty, and  aperture could be determined. The uncertainty in tHe" O
Rmir were measured at 155 nifg,swas determined from the  contamination factor has a negligible effect on the ion den-
measured geometrR(x,y,z) was determined using a ray- sity. The total ion-beam current was determined by integrat-
tracing program that modeled the varying spatial photon deing the measured fluxes. The total ion-beam current was also
tection efficiency of the optical system and incorporated the@neasured using the CEM as a Faraday cup. The 90% trans-
varying detection response across the PMT photocathodenitting grid in front of the CEM was biased up 200 V to
The response across the PMT photocathode was measuredhgihimize secondary-electron loss from the CEM. With no
155 nm. The absolute PMT photon detection efficiency washeam in the scattering chamber, applying a bias current to
determined using a NIST-calibrated CsTe photodiode with @&ijther the probe Faraday cup or the CEM resulted in a neg-
MgF, window. The design of the optical system is discussedigible current reading. The accuracy of the total ion-beam
in more detail elsewherg87,3§. current measured using the CEM is estimated 8. The

The factoré accounts for the fraction of the ion beam that total ion current determined from the integrated flux mea-
is ground-state €". O*", which has nearly the same surements and by direct measurements using the CEM
charge-to-mass ratio asC, is expected to be the only sig- agreed to within the associated uncertainties of each tech-
nificant contaminant in the ion bedt9]. The O** contami- nique.
nation of the beam cannot be measured directly because it The uncertainty in the electron-beam density is due to
cannot be separated from theé’ Cwith the present appara- both the accuracy of determining the area of the Faraday cup
tus; but the behavior of the ion source allows th&"Grac-  aperture and the uncertainty introduced by the Faraday cup
tion of the ion beam to be estimated in a relatively straight-biasing procedure. The total electron-beam current was de-
forward manner. The charge balance in the ion source isermined by integrating the measured fluxes. The total
determined primarily by electron-impact ionization of the electron-beam current was also measured on the probe face
gas in the discharge and recombination on the walls of thevith the face biased up ta-60 V. With no beam in the
source[44]. Because €7, N3*, and O*" all have nearly scattering chamber, applying a bias voltage to either the
the same ionization potential, one can measure the quadrupprobe Faraday cup or the probe face resulted in an insignifi-
to triply times ionized current ratios for carbon and nitrogencant current reading. The accuracy of the probe face current
and the G* current and derive an estimate for the"O readings is estimated to be about 5%. The total electron-
fraction of the G* beam. The @* contamination was esti- beam currents measured using integrated probes and the
mated for the present work to be 3% of the total beam curprobe face agreed to within the associated uncertainties of
rent. each technique.

Typical experimental operating conditions are listed in  The accuracy in determining the spatial coordinates of the
Table I. Data trials lasted $Gs with the electron-beam en- optical center caused a 3% uncertainty in evaluating(8x.
ergy switched every 10 s from an energy where DR wadon source fluctuations introduced a 2% uncertainty.
expected to occuion resonangeto an energy~3 eV higher Spiraling of the electrons along the magnetic field lines
where no DR was expected to ocdoff resonancg In this  through the collision volume caused variations in the angle
way two nearly simultaneous coincidence spectra were cobetween the electron and ion beams. This was the dominant
lected and stored in separate fil&&;, was determined by source of the electron energy spread in the ion rest frame
subtracting the background-only spectrum from the signal{see Sec. IV A Spiraling also caused variations in the
plus-background spectrum and then subtracting off the reelectron-ion interaction path length. This was taken into ac-
sidual background using a least-squares-fitting routine. Theount by probing the electron beam in planes throughout the
present electron-beam energy chopping technique differs sigollision volume, which were spaced closely enough to-
nificantly from that used by Youngt al. [34], where for gether(1 mm) that the shape of the electron beam varied
off-resonance data collection the electron beam was turnelitle between the probed planes.
off. So in the work of Younget al, any electron-beam- The lifetime 7 of the intermediate doubly excited system
generated backgrounds could produce spurious coincidencisa function of the level into which the incident electron is
in the on-resonance data, which were not also in the offeaptured, but the actual value ofs expected to be relatively
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TABLE Il. Summary of uncertainties. All uncertainties are quoted at a confidence level considered to be
equivalent to a & statistical confidence level.

Sources of uncertainty Uncertainty

Uncertainty in beam densities

aperture area of the ion probe 4%
ion beam probe biasing procedure 1%
correction factor for 3* contamination 1%
aperture area of the electron probe 3%
electron beam probe biasing procedure 5%
Uncertainties in beams’ geometric-overlap—detection-efficiency factor
spatial coordinates of the collision volume 3%
ion source fluctuations 2%
electron spiraling 5%
C2*(2p,nl) radiative lifetime uncertainty effect 1%
computational error in the overlap determination 1%
radiometric calibration
NIST standard photodiode calibration 9%
PMT photocathode response map 5%
mirror reflectance 1%
crystalline quartz filter transmittance 1%
MgF, window transmittance 1%
computational error in ray tracing program 1%
change in PMT efficiency over time 10%
C2?* detection
CEM calibration technique 6%
change in CEM efficiency over time 7%
Statistics 19%
Total quadrature sum 27%
unimportant. Those levels which are expected to contribute IV. RESULTS AND DISCUSSION

significantly to the DR process have lifetimes between
10" 1% and 10 2 s[45] and so almost all of the stabilizing
photons are emitted before the recombining ion has moved .~ o ) )
from where it was created to a point in space with a signifi- C° (15728 S, 1572p P59 electron-impact exci-
cantly different photon detection efficiency. The uncertaintytation (EIE) is similar to DR, emitting a photon at 155 nm,
introduced by the range of radiative lifetimes for the doublybPut for EIE the incident electron has enough energy to excite
excited intermediate state is less than 1%. the ion without being captured. Measuring th&*CEIE rate

The largest uncertainties in the calibration of the photorfoefficient provides a number of needed experimental pa-
detection system are due both to changes in the PMT effiameters. First, because excitation of positive ions turns on
ciency over the course of the present measurenieatsSec. like a step function at threshold, mapping out the rate coef-
IV A) and to the accuracy of the NIST standard photodioddicient across threshold yields the electron energy spread in
calibration. These two uncertainties represent the largeghe ion rest framd®(E). Second, as mentioned earlier, most
nonstatistical uncertainties in the present measurement.  of the C** DR occurs for incident electron energies near the

The accuracy of the CEM calibration technique is de-EIE threshold energy and thus a measurement of excitation
scribed elsewherpt0]. The high count rates encountered in near threshold can determine an absolute energy scale. Third,
the experiment made the CEM particularly susceptible to thehe EIE rate coefficient is given by an expression similar to
effects of aging, which increased the need to monitor accukg. (3). Thus a comparison of the present measurement of
rately the CEM efficiency over time. For the present work anEIE to other experimental values and to theory provides a
efficiency of 80% was initially determined. Over time the check on our ability to evaluate most of the factors on the
CEM efficiency decreased to 56%. The ability to monitorright-hand side of Eq(3). To be specific, this procedure
this decrease allowed us to minimize its effect on the presenthecks the calibration of the entire photon detection system,
results. the current measurement techniques, and the determination

All of the uncertainties listed in Table Il have been treatedof the beams overlap. This check, though, can only be trusted
as random sign errors and added in quadrature with the 1to within the quoted uncertainties of previous EIE measure-
statistical uncertainty of the present measurement to yield ments and the estimated uncertainties of the various theoreti-
27% total experimental uncertainty. cal calculations.

A. Experimental parameters derived
from electron-impact excitation
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is limited by the uncertainty in the normalization factor de-
rived by fitting the EIE measurements to theory and by the
estimated uncertainty of the theoretical calculations used.
Young et al. [34] used their EIE results to provide most of
the experimental calibration parameters for their DR mea-
surement. For the results presented here, all components of
the experiment were calibrated individually making the
present work an “absolute” measurement. The relatively
good agreement between the present EIE results, other EIE
measurements, and 9CC theory largely verifies the stated un-
certainty limits of our electron- and ion-beams density deter-

- L

cm’s )
—-
[=]

10 ®

EIE

w

C*(2s-2p) <vo>

P 0 1o 2 14 minations, their geometric overlap form factor, and the effi-

Ton Rest Frame Energy (eV) ciency of the photon detection system. This adds to our
confidence in the absolute scale and uncertainty limits for the
present DR measurement.

FIG. 2. Absolute C'(2s—2p) electron impact excitation
(EIE) rate coefficients. The circles are the present resipen
circles are absolute, shaded circles are normalized to the absolute
points. The error bars on the circles are the statistical uncertainty at The present DR measurement is sensitive to external
the 90% confidence level. The large error bar on the 10.10-eV datgelds for two reasons. First, the fields experienced by the
point represents the total systematic uncertainty at a confidenggns while undergoing DR can enhance the process; second,
level that is considered to be eguivalgnt to a 90% statistical confiyngse fields experienced by the ions after undergoing DR can
dence level. The dashed curve is a nine-state close-couSlb  jonize some of the recombined ions, thereby reducing the
calculation[48] convolved with an energy spread of 1.74 eV. The detected DR event rate. For the present work the fields ex-

solid curve is a least-squares fit of the same curve scaled down by & . C :
L rienced by the recombining ion could be precisely deter-
factor of 1.26. The present absolute EIE results agree, to within thgﬁned. A motionalvxB electric field in the ion rest frame

guoted confidence limits, with both theof#8] and with previous . L . .

absolute measuremen86,44,46,4Y. The present EIE measure- was generated by applying .a magneth flgld coaxially with

ment is discussed in more detail in REA]. thg electron beam. The applled magnetic field was measured
using a Hall probe. The ion velocity was determined from

Figure 2 shows the EIE results for the present work.the extraction potential of the ions at the Penning source. The
These results are discussed in detail elsewftk The data motional electric field experienced by the ions was deter-
at 10.10 eV were collected before any data for DR had beemined to be 11.4 Vcm! with a 1o uncertainty of 0.6
collected. The data at 10.00 eV were collected after all th¢/ cm ™! due to variations in the magnetic field throughout
DR data had been collected. The excellent agreement b&ae collision volume. Other sources of external fields include
tween these two EIE measurements verifies the accuracy éfray magnetic fields, leakage fields from the preanalyzer and
the “before” and “after” calibrations of those portions of the postanalyzer, and the space-charge generated field of each
experimental apparatus and the data reduction techniquégam. The stray magnetic fields were taken into account by
that were used for both the EIE and DR measurements. Thaving all possible sources of magnetic fields turned on at
present EIE measurement is in agreement with two previoute time the fields were mapped. The leakage fields from the
absolute measuremen®6,44,46,47to within the stated un- preanalyzer and postanalyzer were estimated from model
certainties. calculations to be much less that 0.1 V ¢t The space-

A three-parameter, least-squares-fitting routine was useeharge fields from the ion and electron beams were calcu-
to fit the present EIE results to a nine-state close-couplindated using density profile maps of each beam. Both space-
(9CCO) calculation[48]. The parameters varied were the en-charge generated fields were calculated to be approximately
ergy spread of the experiment, the offset potential betweefylindrically symmetric, zero in the center of each beam, and
the electron acceleration potential and the electron gun cattiargest on the edges. The peak ion space charge field was
ode voltage, and the scale factor of our results to the 9C@uch less than 0.1 V cm'. The average field in the colli-
calculation. A Gaussian-shaped electron energy spread waton volume due to the electrons was 0.7 V¢hn Treating
assumed. The three-parameter fit yielded an energy spreadl the leakage and space-charge fields asuhcertainties
FWHM of 1.74+0.22(1o) eV, an offset potential of with random signs yields a value of 1#4.9 Vcm™? for
3.35-0.09(10) eV, and a scale factor of 1.260.04(10). the total electric field experienced by the recombining ions.
The dashed line is from the 9CC calculation convolved with To compare the experimental results to theory, it is nec-
the experimental energy spread. The present EIE resulssary to determine which DR created ‘CRydberg states
agree reasonably well with the 9CC calculation that lies atvere ionized by the electrostatic fields in the postanalyzer
the edge of the 27% total experimental uncertainty of thébefore they could be detected by the CEM. An accurate de-
measuremenat a confidence level taken to be equivalent toscription of the effects of field ionization would have to take
a 90% statistical confidence leyeThis point is discussed in into account the specific levels that are populated by the DR
more detail in Ref[41]. process, the time evolution and rotation of the electric fields

The EIE results can also be used to normalize most of thexperienced by the € ions as they travel towards the
experimental calibration to EIE theory for the evaluation of CEM, and the lifetime of the field-ionizable states. These are
Eq. (3). The accuracy of this normalization process, howeverall theoretically challenging calculations and were all ad-

B. External fields
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dressed for the M§ DR measurement of Mier et al. TABLE lIl. Electric field experienced as a function of time by

[13,20,23,4% However, the issues were not resolved and théhe C?* ions between the collision volume and the recombined ion
situ'atic’)n ,now has no:[ changed significantly since listu detectorE; lies along the ion beam velocity vectdt,. lies along

et al. wrote “[a]t the moment. . asolution to this problem € Vertical axis of the experiment defined by gravity, which is
. i taken to lie along the negative vertical axis; ahdis perpendicular
seems somewhere in the future.

to the other two field components lying along an axis defined by

In the absence of such complete calculations, it is come . 2

mon to use the semiclassical form(iko] I Zvert:
N (6.2X 1PG/F) Y4 ) Electric field strengthV cm™1)
Time (ns) EH Evert EJ_

wheren,, . is the highesh level that is not field ionizedj is
the initial charge of the recombining ion, afdis the field 0 0 1 3
the ion experiences in V ciit. The peak field in the post- 15 0 15 4
analyzer of 4.65 kV cm ! yields ann,,, of 44. We will now 29 0 18 4
address the validity of Eq5). 44 0 -19 3

Equation(5) assumes that field ionization occurs as a step 57 0 -18 3
function of n and that ionization occurs immediately. The 72 -10 -20 0
impact of these assumptions on the comparison of measure- 86 -40 -19 0
ments with theory is uncertain. lonization does not occur 100 -220 -10 0
instantaneously. Some of the’€ ions may have lifetimes 114 -710 -6 -360
long enough for them to make their way through most of the 128 1500 0 -2600
postanalyzer before being ionized. If this happens, the newly 143 1590 0 -4370
created G* ions will not be sufficiently separated from the 158 810 0 -4580
C2* beam and will be detected by the CEM, which does not 174 0 0 -4650
distinguish between € and C** ions. In our experiment 190 -2170 0 -3750
any C2* jon that lives longer thare80 ns before ionizing 205 -1490 0 -1250
will still be detected by the CEM. Such long-lived states of 219 0 0 -370
C2* would thus tend to increase the number of levels that 233 130 0 -110
contribute to the experimental DR signal. The use of (Gy. 247 10 0 0
would then result in an underestimate of the expected theo- 261 -10 0 0
retical DR rate coefficient. 275 40 0 22

Theoretical studie$50] of field ionization of neutral H
indicate that levels within the sam® manifold can have

lifetimes that vary by orders of magnitude for a given field gq. (5) for determiningn, in Eq. (2). However, a much
strength. This effect is probably reduced in nonhydrogeniGnore detailed theoretical calculation of field ionization is

within a givenn manifold [51]. However, quantifying this petween the present experimental results and theoretical cal-
effect requires, in addition to an improved theory, an accugjations of DR.

rate knowledge of the time evolution of the fields experi-
enced by the recombined ions as they travel toward the
CEM. The fields experienced by the recombined ions in the
present experiment are listed in Table 11l as a function of the The use of charge transfer to calibrate the CEM has al-
transit time. The electric fields experienced by the ions, up toeady been described in Sec. Il. Charge transfer is also used
about 60 ns after crossing the electrons, are due primarily tto determine unambiguously the photon—recombined-ion de-
the motion of the ions through the applied magnetic field.lay time and to provide an upper limit on the width of the
These electric fields were determined as explained aboveoincidence window. Charge transfer of C on H, can
After 60 ns of travel the ions entered the postanalyzer. Théorm excited states of €, some of which, as they relax to
electric fields in the postanalyzer were estimated from modethe ground state, emit photons in the bandpass of the optical
calculations of the analyzer. system. Because the optical system is designed to concen-
The time evolution of the electric fields may also be quitetrate on the PMT only those photons emitted in the collision
important because, as can readily be seen in Table Ill, thesesolume, charge-transfer events in the collision volume that
fields change not only in magnitude but also in direction as g@roduce an excited state of?C essentially mimic the DR
function of time. The ions experience an electric field thatcoincidence signal. However, the photon collection effi-
lies along the negative vertical axis in the collision volumeciency does extend slightly into regions of space outside the
and then rotates twice by/2 in the postanalyzer. Experi- collision volume and some of the photons from excited
mental and theoretical studi€s2,53 have shown that such C?* ions outside the collision volume will also be detected.
field rotations can significantly alter the quantum numbers oHence the charge-transfer coincidence spectrum provides an
high Rydberg electrons. Field rotation makes the field-upper limit on the size of the DR coincidence window.
ionization calculations more challenging. The charge-transfer coincidence signal can be increased
Lacking a better method at present for determining thedramatically by increasing the wavelength bandpass. This is
effects of field ionization for the present work, we have usedlone by removing the quartz filter in front of the PMT and

C. Experimental parameters derived from charge transfer
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FIG. 3. Coincidence trace from charge transfer ¢f"Gn H, FIG. 4. Sum of all DR coincidence spectra collected. The data

forming an excited state of €. The peak corresponds to those have been summed into 30-ns-wide bins. The error bars show the
C?* ions which mimic DR by emitted a photon in the collision 1, counting statistics.

volume, thereby unambiguously determining the location of the DR

coincidence peak. o )
statistical uncertainty at thedllevel. The data have been

adding H, gas to the scattering chamber. The location of thesummed into 30-ns-wide bins. This bin width corresponds to
coincidence peak is unambiguously determined in this manthe width of the DR coincidence window. The width of the
ner after only 100 s of data collection. This is a greatlycoincidence window was determined from the channel by
needed aid because the low DR coincidence signal ratehannel sum of all the DR coincidence data. The width of the
(~0.065 s'1) means that a significant amount of DR dataDR coincidence window was verified by estimating the time
must be collected before the location of the DR coincidencehe ions took to transit the electron beam, the spread in ion
peak becomes evident. A typical charge-transfer-generatedansit times through the postanalyzer, and the PMT and
coincidence spectrum is shown in Fig. 3. The peak correCEM timing accuracies. The final DR rate coefficient was
sponds to a photon—recombined-ion delayed-coincidenceetermined using a & weighting of the individual data
time of 287 ns and a maximum width of approximately 45trials [56]. The 1o statistical uncertainty in the DR measure-
ns. ment was 19%see Table . The present DR measurement
differs statistically from zero at a 7o7confidence level. This
D. Angular distribution of the stabilizing photons represents a significant improvement over the work of Young

A nonspherical angular distribution of the stabilizing pho- et al_. [34], which differed statistically from zero at a 25
confidence level.

tons can affect the measured DR signal. The angular distri The results for the present DR measurement are listed in

bution is related to the polarization of the radiation emitted e
during the DR process. Polarization has been investigate-gable IV. The quoted uncertainties represent the total uncer-

Peoreicaly 54,55 or several sysems, but the issue hasia %, SYSeTalc and sttt ol v Tonfdence eve,
not been explored experimentally or theoretically for the P 9 P

case of G*. An accurate theoretical prediction of the polar- c?fljhrgeﬁzs;i?righﬁg xﬁﬁrge?l'e[g?gég‘rg':sggggggiﬁggf the
ization of the emitted radiation would have to take into ac- b 9

3+ A i i
count that two axes of quantization exist in the present ex-C DR rate coefficien{15,1§| is not possible because of

periment: one along the electron-ion relative velocity vector,the different energy spreads, electric fields, and values of

the other along the electric field in the ion rest frafsee Nmay for the various experiments. . .
Table Il and Sec. IV B. The angular distribution of the Several theoretical DR rates, convolved with our experi-
. . nmental energy spread and limited by the calculated value of

Mmax, are also listed in Table 1V. These calculations were all
carried out in the isolated-resonance approximation. The
Izero-field calculations of McLaughlin and HalB82] use
pureLS coupling. The field-enhanced DR rate of LaGattuta
[18] was calculated using the enhancement factor for @ach
level and scaling appropriately the zero-field results of

cLaughlin and Hahn. The distorted-wave calculations of

riffin et al. [21,57] were carried out using intermediate
coupling with a single-configuration approximation. The re-
E Dielectronic recombination results sults of McLaughlin and Hahf82] and of LaGattutf18] are

' about 33% smaller than the results of Griféhal. [21,57).

DR data were collected at an ion-rest-frame mean energyhis difference can be attributed to the opening of certain
of 8.26+0.07(10) eV. The sum of the coincidence data from recombination channels in intermediate coupling, which pure
all trials is presented in Fig. 4. The error bars represent thé S coupling does not alloy19].

has already been discussed in detail elsewh&tg Consid-
ering that the optical system collects ovesr of solid angle,
the angular distribution is expected to have only a smal
effect. For example, a polarization factor as large as 4&%
arbitrarily chosen valuewould increase the predicted rate
coefficient[the left-hand side of Eq2)] by only 6%. For
comparison of the present results with theory, a value of
was used folYy, .
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TABLE IV. Comparison of theoretical and experimental DR rate coefficients with the present result. The
total uncertainties, systematic and statistical, are quoted here avtloerifidence level.

Electric field strengthV cm™1)

0 10 114 12
Source Rate coefficient K 1071 cn®s ™)
Present workabsolute 2.7620.75
Young et al. [34] (normalized 3.61.6
McLaughlin and Hahrj32] 0.47
LaGattuta[18] 1.42
Griffin et al. [21,57] 0.72 2.13
The present DR results, as expected, are significantly V. SUMMARY

larger than the predicted zero-field DR rates. Our measure-

ment lies 3.1 above the zero—f!eld rate of M(.:L'aughhn and via the 23— 2p core excitation, for an external electric field
Hahr_l and _2.& above the zero-field rate of anflq al. The of 11.4+0.9 Vcem L. Our result agrees reasonably well
predicted field-enhanced DR rate of LaGattuta liesr108-  \yith the best existing theoretical calculations, but the com-
low our measured DR rate. The predicted field-enhanced DRyison is not definitive because of the unresolved issue of
rate of Griffin et al. is, however, in relatively good agree- fie|d jonization. The semiclassical field-ionization formula,
ment with our measurement. Agreement is not as goodyhich is customarily used, is an approximation that assumes
though, between the calculation of Grifft al. and merged-  that all the ionization occurs instantaneously. Using the true
beam measurements of the’ CDR rate[15,16. The DR |ifetimes of the CG* ions in the external field may signifi-
rates of Dittneret al. [15] (at an estimated field of 25 cantly alter the comparison between our results and theory. A
Vem™1) were significantly larger than predicted by evenmore exact theoretical formulation of field ionization is
fully saturated, field-enhanced DR calculations. The DRneeded that also takes into account the rotation of the electric
rates of Anderseret al. [16] (at an estimated field of 2 field experienced by the recombined ions. Until this issue is
Vcm™Y) are also larger than predict¢88], but the uncer- more thoroughly explored, a definitive comparison cannot be
tainty in the external electric field makes it difficult to deter- made between theory and the present experiment. More
mine the significance of the disagreement. benchmark measurements of DR in e_xternal fie_lds of known
So the issue of the field dependence of DR remains unrestrength are also needed before the issue of field effects on
solved. The high-field measurements of Dittredral. dis-  the DR process can be fully understood.
agree significantly with theory. The present result in a me- ACKNOWLEDGMENTS
dium field range appears to agree with theory, but only if the
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