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Four-wave mixing in a Bloch two-level system with incoherent laser light having a Lorentzian
spectral density: Analytic solution and a diagrammatic approach
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(Received 21 August 1995

Degenerate four-wave mixing using broadband, non-transform-linfitezbherent laser light having a
Lorentzian spectral density is treated analytically for a Bloch two-level system. We consider the configuration
in which an incoherent beam from a Lorentzian source is split into two beams having distiectors k and
k'. The twin beam along’ has been subjected to a controllable delgyrelative tok. These twin beams,
focused into the sample of interest, generate new fourth fields, the sigkg+ak —k’ being examined here
as a function ofr. A set of factorized time correlatioffr TC) diagrams is introduced to organize the calculation
and to yield both analytic expressions as well as physical insight. Not only is the signal not symmetbiatin
the signal can peak at#0 even in the absence of inhomogeneous broadening. Finally, the physical insights
and the use of the FTC diagrams are extended to rationalize several other incoherent light spectroscopies.

PACS numbsgs): 42.50.Md, 42.62.Fi, 42.65.Re

. INTRODUCTION particular one, such dg=2k—k’, is spatially isolated, pos-

In the early 1980s it was discovered how non-transform-s’ibly spectrally filtered, and quadrature detecsdensity.

limited, broadbandincoherent or noisylight could be used The fourth-wave intensity plotted againsigenerates a sig-

: . . ) _ al called an interferogram. Clearly, the signal along
in nonlinear-optical spectroscopies to probe subpmosecon% =2k'—k generates an interferogram which is the
S/

material dynamic{l,?]. Since _its first applicat.ion in two-  complementmirror imagé of that of ks=2k—k'.

beam photon-echo-like experiments, noisy light has been Two important considerations arise in the theoretical treat-
used in many different time-domain nonlinear-optical specment of the signal produced in noisy beam experiments.
troscopies such as in three-beam degenerate and nondegéiirst, all possible time orderings of field interventions on the
erate four-wave mixing4WM) [3], coherent anti-Stokes Ra- sample must be included. That is to say, the field fromame
man scattering (CARS) and coherent Stokes Raman the other of the twin noisy beams may act first and/or sec-
scattering(CSRS [4—6], and the optical Kerr effedt7]. In ~ ond, etc. As far as femtosecond or picosecond dynamics are
the frequency domain, novel ultrasharp spectral upo|esuconcerned the light fields that appear in _the form of nanosec-
have been discoverd®,9]. Review articles have appeared ond or Ion_ger pulses are effectively contmuously. present. By
[9,10]. In this paper we seek analytic solutions to 4WM in acontrast, in most femtosecond treatments the time ordering

Bloch level ith full : he fi of the fields is considered to be under experimental control.
och two-level system with full attention to the time corr- Second, one must properly treat the noise and the correlation

elators that arise in the problem. between the twin beams. Since the 4WM signal is quadrature
The principal idea in the use of noisy light for ultrashort detected, explicit use of the so-callbithromophoric model
timing is that, as opposed to traditional femtosecond work, i{4] appears and averaging over the stochastic properties of
is the coherence time, of the light, not the temporal profile the fields occurs at the signal level where fourth fields from
of its pulses, that determines the time resolution. In principlefwo independent chromophores are involved. As in normal
the noisy beam may be cw, although in practice it is very4WM the density operatqgs is solved perturbatively to third
doped yttrium aluminum garnéNd:YAG) laser, i.e., nano- Fourier transformwhich is taken to quadrature. The stochas-

seconds. The coherence time of the light produced by stariic veraging over the noisy light fields is now superimposed
and appears as a six-point time correlator.

dard dye lasers operating in broadband mode is typically o The present study carries this procedure to an analytic
the scale of hundreds of femtoseconds but may, with widegqqusion for degenerate 4WID4WM) in a two-level sys-
spectral densities, be tens of femtoseconds. The incoherefm having no permanent dipole using incoherent light of
source enters the optics of a Michaelson interferometer t@ orentzian spectral density. As shown in Fig. 1, we consider
generate identical twin beantassuming perfect optit®ne  the spatially resolved signal &t=2k—k’ wherek andk’
of which is delayed byr over the other by use of a control- are the two distinck vectors of the twin beams. This type of
lable spatial delay in one of the arms of the interferometerexperiment is designated @so-beaml ®)D4WM. In gen-
The twin beams are configured to enter the sample alongral, I indicatesn perturbative actions of the noisior
uniquek vectors, one along and its twin (- shifted along  incoherent field (in 4WM using only noisy fieldsn is nec-
k’. The fourth waves appear along several fewectors, a  essarily 3. Exploring such a simple model is of interest be-
cause, at the 4WM level where each of the three field inter-
R ventions carries a broadbanghere Lorentzian spectral
(Electronic address: DU11@CORNELL.EDU profile, a generally extremely difficult calculation becomes at
Electronic address: ACA7@CORNELL.EDU least amenable in the simple Bloch model. Then the analytic
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FIG. 1. Beam configuration fawo-beaml (D4AWM. We con- * %
sider the signaks=2k—k’. Dx D>

result provides a basis for a more general understanding of : , , .
the 1®Y D4AWM interferograms. “0: ®| - 0| 0: -0
In dealing with the time correlators that arise in the ' '
I®D4WM problem a diagrammatic technique involving fac-
torized time correlator§FTC’s) is introduced. It is found FIG. 2. The two fully resonant diagrams for triply resonant
how simple rules lead directly from the FTC diagrams to anyyo-leveltwo-bearr ) DAWM and their complex conjugates. Solid
important limiting form of the exact analytic solution. Just asarrows represent ket-side evolution of the density matrix and
important, the FTC diagrams offer qualitative “physical” in- dashed lines represent bra-side evolution. For more details see Lee
sight of wide use that provides a tool for understandingand Albrech11].
asymmetric interferograms, peaking of the signalratO,
limiting peak-to-background ratiaghe signal contragtand  {here are two Diagrams which populate the ground state after
finally useful qualitative and sometimes quantitative relationhe second intervention. Their contribution to the third-order
ships among several incoherent light spectroscopies. polarization is analytically equivalent to that Bf; and of

D, under the condition of conservation of the trace of the

Il. EVOLUTION OF THE DENSITY MATRIX density operatof4,19].
The semiclassical approach with density-operator formal- _ _ _
ism in which the classical field acts as a perturbation is com- A. The integral equations up to third order
mon in nonlinear optic§12]. The integral form of thenth- The main focus here is entirely in the time domain. For

order density-operator matrix elements in the two-level basigonvenience the tensor notation is suspended and the treat-
set is a starting point with Appendix A of the original paper ment is reduced to a scalar one. Theectorsk andk’ are
of Morita and Yajima[1] a useful reference. distinct in order to spatially resolve the sigrtiirough phase
We seek the P)DAWM signal (as a function ofr) along  matching. However, the angle between them is assumed
ks=2k—k’ which is a third-order process. In general theresmall so that their general direction of propagation can be
are 48 terms in the third-order expansion of the densitytaken to be along the axis, allowing the field to be ex-
operator matrix elemen{s.3] (eight Liouville paths with 3! pressed a&(rt)=E(z,t). Appropriate orientational averag-
field permutations eaghHere the number of terms is re- jng of the elements of the dipole moment vector operator
duced to 24 due to the IndIStlnnghabIIIty of two of the threeprojected onto the(assume)j identica”y po|arized twin
field interventions. Thus at the mod square leveX24  peams leaves an effective scalar transition dipole moment
terms appeatbefore any stochastic averaginghe calcula-  ,;, and a scalar fiel&(z,t).
tion rapidly becomes daunting. To facilitate analytic calcula-  The density matrix elements for each of the two triply
tions and to capture the essence of the signal we contengsonant Diagrams for the two-leveh(upper,g lower) sys-

throughout that the signal is dominated only by those termgem are derived. Anth order the integral equation for the
which enjoy full (in this case triplg resonance within the magth density matrix element is

two-level system. It greatly aids in the organization of the
calculation to express the matrix elements of the density op- My it ("= 1) Aoy (t—t1)
erator diagrammatically. There are several such techniques Pmg(t)= ff_wdtl E(zt)pp '€ me ma,

[10]. Here the diagrammatic technique of Lee and Albrecht (1)
[11] is convenient for it immediately exposes any and all

resonances. An upper-case D in the word Diagram is used

when referring to diagrams representing density matrix eleWith pmg=pgm Where

ments, to avoid confusion with the FTC diagrams to appear

later when performing the averaging over the noise in the i [t

light. The triple-resonance requirement reduces the 24 terms{}' (1) = Tf dty E(zty)(phng 2= pym 2)e Ymalt 1),
to only 2. The corresponding two Diagrarfr terms, re- -

ferred to asD, and D, (their respective conjugates & 2
andD3%), are shown in Fig. Zthe remaining 22 Diagrams

can be readily constructed following simple rulgd]). In  andpp=pgg—Pmm, K= Umg= tgm, the dipole moment ma-
constructing all the Diagrams there actually are altogethetrix elements,y,q=1/T, and ynn=1/T;, and wyg is the
four triply resonant Diagrams. In addition @, and D, Bohr frequency of the two-level system. Building up to third
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order from a cold thermal ensemble prior tp [p{(t;) C. The noisy field
=po. p{9)(t1)=0] we havep§)(t,) =0, The total fieldE appearing in Eqs(6) and (7) is now
- dissected for its components which produce the04WM
(L)p y_ M |72 i to—t signal of interest. For easy reference it is useful to give dis-
pmg(tz}__J dty E(zty)poet~1mo 7m0, (3) HE PelSF andF to the twin fields, Herd: is the field
associated with the beam having Ksvector alongk. F is
5 2iu (ts also the field which acts twice in the formation of the
P (ty) = Tf dt; E(ztp) I®D4WM signal. Likewise,F’ is the field associated with
o the beam havingk vector k’. F’ acts only once in the
w2 o - present {)D4AWM case and it also carries the time-delay
Tf_wdtl E(z,t;)poe' ™' ma™ ymg 2~ parameterr.
The general expression for the field at positroat timet
ty , is the sum of all fields present. Herg(zt)=E,(zt)
+ ff xdtl E(z,t)poe! "' oma” ymg)(tz_tl)) +Ey(z,t) (the total field due to the simultaneous presence
of noisy fieldsF andF'). The electric field of is given by

X

xXe~ 7mm(t3_t2), 4)
Ek(zlt)ZEp(t)efithrikz_i_ Ep*(t)eiwt*ikz, (8)
and 2 2
2ip [tz .
pmg(t)——f dt; E(z,t3) a7 dt2 E(zt,) that of 7-delayedF’ is
i [t .
_ (— Dmg~ Ym )(t —t ) E
X 7 J',godtl E(Z,tl)poe 1®mg™ Ymg/{t2~11 Ek/(z t) (t_'T)e iw(t—7)+ik’'z
Motz o _ E . L
+ WJ_wdtl E(z,ty)poe! "1omg™ Ymg(t2 ti)) + ?Op*(t— ryelet-n-ik'z ©)
~Ymn(t3—t2) |a(—io—ymg(t—t3)
xe e o ) where p(t) is a complex stochastic function carrying the

noise information,w is the carrier frequency, and, is a
Simplifying Eq. (5) we have finally constant amplitudéshared byF andF’). With these defini-
tions 7> 0 signifies that field=' lags behind-. The particu-

@y lar fourth wave alongks=2k—k’ is generated by only a
Pmg(t)= 2'Po f dtsf dt2f dt; E(zt3) small subset of the (4= 64) field terms in Eq(6) [with Egs.
(8) and(9)]. Thus many of the terms resulting from the prod-
X E(2,t,)E(z,t;)e” Ymnlla~t2)g™ Ymgt-ta+t2—1y) uct of the three total fields acting &, t,, andt; (alsosz,

S,, ands;) are inactive in producing the signal of interest
and these may be eliminated from further consideration. In
fact, the necessary field products can be taken directly from
B. The bichromophoric model the Diagrams in Fig. 2. The three-field product associated
with D, is

X[e tomdt sttt 4 g lomgtTt3m 2T ] (6)

It is general for all 4WM that in order to obtain a non-
trivial phase-matching conditiofin other words a macro-
scopically resolvable signalvecton one needs fourth waves [E,(z,t3)E,/(z,t,)E.(z, t1)]o,
derived from at least two spatially separated chromophores
[4]. Furthermore, the signal field is normally quadrature de- E3 . Cia(taetyb byt r)ikez
tected. This means that the signal is derived from the modu- — g P(ta)p* (tz— m)p(ty)e 1@fs 2T m 7, - (10)
lus square of the sum of chromophore-derived fourth fields at
the detector. The cross terms fully dominate such a signal so
that the quadrature signal must be drawn from fourth fieldsaand that forD, is
derived from two separate chromophofsasmmed over all
pairg. This is known as théichromophoric modehnd is
particularly important to the understanding of the incoherent Ex/(2:t3) Ex(z,t2) Ex(z,t1)]p,

light spectroscopies. A more complete and analytic discus- £3
sion of the bichromophoric model is found [d]. In any 0 *(t N a—io(—ta—tytty + 1) +ikez
case, if Eq.(6) holds for one chromophore ¢ime line) we g P(ta)p(t2)p™ (= 7)e - (@
have for a second chromophorg time line)
Pl (S)=Eq. (6) with t;—S;, t,—S,, t3—S;5, t—s. Likewise, the products of fields essential % and D3

(7) along thes line are, respectively,
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[Ek(z,sg)Ek,(z,sz)Ek(z,sl)]DI and
3 o min (% de [ de [ de. 0% (eor (rmfe.
— g P*(sa)p(s2~ 7)P* (1) 2_|AJ7xd33J7xd52J7wdsl P*(S3)P™ (S2)P(81~ 7)
X @l @(S3=Sp+ 51+ 7)—ikeZ. 12) X el (=53= 55+ 51) gl omgdgi 070~ Ymi(S3~S2) @~ Ygm®s
and (17)

[Ek’(2153)EK(ZISZ)EK(szl)]D; where AEwmg_w, (I)tEt_t3+t2_tl,

—s;, andA=2py(uEqy/21)°.

O ,=5—53+5,

3

=
— = P*(S3)p* (S2)p(S1—7)
8 3 2 ! D. The third-order electric polarization

@i @(=S3=Spts1+ 1) ~ikgZ (13) The induced third-order polarization for the dipole-free
| Bloch two-level system igfor N two-level systems per unit

volume

PA()=N T up® (1) ]=Nu[pF(t) + plZ()].
(189

Now, by careful inspection of Eq46) and (7) the triply
resonant termsgi.e., the integral expressions for Diagrams
D; and D, and their conjugatesmay be exposed. One
matches the coefficients afy,q in Egs.(6) and(7) (and their
conjugateswith those ofw in Egs.(10)—(13). More formal
treatment confirms this procedure. The triple-resonance requirement and this particular choice
Suppressing all spatial factors, considering only the temof signal phase Ks, not —ks) excludes the elements
poral aspects, we arrive at the integral expressions for thegm(t) [andpng(s)] at third orderfi.e., bothD, andD, are

density matrix elements from the two triply resonant Dia-terms inpm(t):

grams and their conjugates. Usilyy, D,, D}, and D}

now to designate the matrix elements themselves, we have
for the vectorks=2k—k’ two fully resonant-line contribu-

tions to p{3)(t),

ot t3 t
D1:_'Af7 dt3fﬁ dtzfﬁ dt; p(ta)p* (t;— 7)p(ty)

X eiA(t37t2+t1)efiwmgtefiwfef ymm(t37t2)ef ')’mgq)t,
(14

and

ot ta t)
D2=—|Af_ dtsj_ dtzf_ dt; p(ts)p(ty)p* (t1—7)

% e*iA(7t37t2+t1)e7iwmgtefi(m’ef ymm(t37t2)ef Vmgq)t’
(15

and twos-line contributions top{?)(s),
. S S3 Sy
DI=IA£ dssff dssz ds; p*(s3)p(sz— 7)P*(S1)

X efiA(s3fsz+sl)eiwmgseiwfef me(safsz)e* ygmlbs,

(16)

PO (t)=Nu[D,+D,]. (180)

Likewise for the second chromophore,

P*3)(5)=N T 1p®(5)1=Nul piai(s) + pin(S)]
=Nu[DF+D3]. (19

For subsequent stochastic averaging it is analytically advan-
tageous to work in the frequency domg#h5]. In effect one
seeks the monochromatically detected signal intensity at
ws, | (wg). The signal for any arbitrary slit functiofinclud-

ing white detectioh can easily be calculated by integrating

I (wg) over the appropriate slit function. To pass to frequency
space the Fourier transform of the polarization is introduced:
P(wg)=[”.dt P(t)e'*s' [P¥(wg) is just the complex con-
jugate ofP;(wg) with thet’s replaced bys's]. The subscripts

on theP’s identify their chromophorétime line) origin.

Ill. STOCHASTIC AVERAGING AND THE SIGNAL

The signal intensity (wg) requires a classical average at
the (bichromophori¢ quadrature level over the noise proper-
ties of the incoherent fields. That is,

l(wg) =(|P5 (0s)Pwg)])= < Nzuzf f, dtdsé“s'e "D} D, +D}D,+D3D;+D} D2)>. (20)

The total signal becomdg ws) =N2u?A2(1+ 11+ 111 +1V), where
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= f dQ(p* (s1)p(S,— 7)P* (S3)P(ty) p* (ta— 7)p(tz) )€ esle@sSe ™1 omg(t=S)

x @l A(t3=to+11) g 1A(S3=5+51) g~ Fmnlta—t2) g~ Ymm(S3~S2) @~ YmgPrg~ Ymg®Ps, (21)

1= [ 4o (sp(s— Mp* (597 (L= Mp(L )Pt e ot

X e*iA(7t3ft2+tl)efiA(S3752+Sl)ef 'ymm(’[3ft2)ef me(SB*SZ)e* 7mg¢’te7 Vmgq)s’ (22)

= f dQ{p(s;— 7)P* (S2)P* (S3)P(t1) p* (ta— 7)p(t3) )€ *ste ™ wsSe~ T omg(t=9)
X eiA(t37t2+t1)eiA(753732+Sl)87 ymm(tgftz)ef me(33732>e7 ymgq)te* Vmg(bs, (23)
V= J dQ(p(sy— 7)P* (S2)P* (S3)P* (11— 7)P(to) p(ts) )€ “sle ™ osSe™ T omg(t=S)

% e—iA(—t3—t2+t1)eiA(—53—Sz+51)e— 'ymm(ts—tz)e— 7mn1(53_52)e_ 'ymg(bte_ 'ymgq)s_ (24)

We have defined the eightfold time integration as

o S S3 So t t3 )
fszJf dtdsj d53j dszj d51J dtaj dtzj dt;.

for short. Equationg21)—(24) reveal the four distinct six- breaks into four terms havingwo) r-dependent two-point
point time correlators involving the stochastic noise functioncorrelators and two terms having nodependence.
central to the problem(Were we to have included those

terms that do not exhibit full resonance there would have B- Outline of the analytic calculation aided by computer

been altogether nine different six-point correlatprs. At this point, enumeration of the terms requiring analytic
treatment reveals a total of 24, six each from the intensity
level integrals I, II, 1ll, and IV. The six are designated a, b, c,
A. Stochastic averaging d, e, and f(see Appendix A Of the 24, 16 terms exhibit
i dependence. Only these can be responsible for the interesting
The terms |1, Il, lll, and IV above are complicated by the jnterferometric properties of the signal though the

otherwise unresolved six-point time correlators. To proceed,jndependent contribution is also informative as a constant
we assume complex circular Gaussian statigtieg and sta-  packground term. Analytic results have been obtained for
tionarity, though recent work shows how for certain experi-each of the 16-dependent terms using, for analytic conve-
mental situationghigh optical density or very intense fie)Jds nience, a Lorentzian spectral density for the noisy light.
both complex circular Gaussian statistics and stationarity dow the two-point correlator becomegp(a)p* (b))

not hold [15]. Accordingly, the present treatment will not =(p(a—b)p*(0))=e 1278 wherel'=1/7,. As it turns
apply to such conditions. The complex Gaussian momenbut, the essential absolute value for the time interval in this
theorem[14] is introduced to express any given six-point correlation function presents a significant problem for direct
correlator as a sum of six terms each consisting of a produdtme-domain integration. To avoid this issue the Wiener-
of three two-point correlators. This breakdown of each of theKhintchine theoren16] is introduced to express every two-
present four six-point correlators is shown explicitly in Ap- point correlator as an integral over the spectral densjty
pendix A. The two-point correlators, of course, are signifi-(p(x)p* (0))=f~..J(q)e'%*dg. In this case the spectral den-
cantly easier to handle analytically. It is significant to notesity is Lorentzian. Thus each of the 6dependent terms
how, given stationarity, each of the six-point correlators(I-1V, a—d) is finally expressed in generic form as

(term):NZMZAzf dQfﬁwd%JloodQZfiwdQBJ(%)J(%)J(%)

x @ld1(71) gld2(72) glt3(73) @ = 1A(K) o= Ymm(t3~ 2+ 53~ 52) @~ Ymg( Pt~ Pl g~ T omg(t—9) gl ws(t*S), (25)



1086 DARIN J. ULNESS AND A. C. ALBRECHT 53

TABLE |. Time variables in the exponents of generic E2p).

Term K 7 72 73

la —(tg—to+ty) +(S3—S,+5q) S,—S1— T ti—ty+7 t3—S3
I'b —(t3—ty+t) +(S3—S,+5y) S,—S3— T ti—to+7 t3—s;
lc —(tz—ty+t) +(S3—S,+5S7) S,—S1— T ta—ty+7 t1—S3
I d —(tz—ty+t)) +(S3—S,+5q) S)—S3— T ta—to+7 t—%;
Ila +(—tg—ty+ty)+(S3—S,+5Sy) S,—S1— T to—ti+7 t3—S;3
b +(—tg—tr+1ty)+(S3—S,+Sy) S;—S3— T to—ti+7 t3—S;
Ilc +(—tz—tr+1ty)+(S3—S,+Sy) S,—S1— T t3—ti+7 t,—S;3
Id +(—tz—ty+ty) +(S3—S,+5S1) S;—S3— T ta—ty+7 t,—s;
la —(tg—ty+t))—(—S3—S,+5Sy) S1—S,— T ti—ty+7 t3—S3
b —(tg—ty+t))—(—S3—S,+5Sy) S$1—S3— T ti—ty+7 t3—S;
I c —(tg—ty+t)) —(—S3—S,+5y) S1—S,— T tg—ty+7 t1—S3
I d —(tg—ty+t) —(—S3—S,+5y) S$1—S3— T ta—to+7 t1—S,
IVa +(—tg—tr+t))—(—S3—S,+5S;) S1—S,— T to—ti+7 t3—S;3
IVb +(—tg—tr+t))—(—S3—S,+5S;) S;—S3— T to—ti+7 t3—Ss,
IVc +(—tg—tr+t))—(—S3—S,+5S;) S1—S,— T ty—ti+7 t,—S;3
IvVd +(—tz—tr+t))—(—S3—S,+5S;) S1—S3— T t3—ti+7 t,—s,

where each of the 16 sets @f, 7,, 73, andk is listed in  for the case of nonzero detuning become complicated to the
Table 1. At this point an algorithm was set up on the com-point where they are of little use. In any case, for white
mercial symbolic algebra software programATHEMATICA detection the ) D4WM signal is strongly quenched by de-
[17] to organize and expedite the analytic solution. Thetuning oscillations {,g# ). Not only do the FTC dia-
lengthy calculations are not presented in explicit détail. grams recover the proper analytic result, but they yield much
Rather, the steps performed by theaTHEMATICA algorithm  insight into the physics of the problem. The rules for their
are outlined. First the order of integration in E&5) was  construction and for obtaining the analytic signal from them
changed such that the time integralsfih() were performed are discussed in detail in Appendix B.
first (excluding the integrals over andt). Next the change In general there is a defined correspondence between any
of variablest=t, £&=t—s [18] was introduced to isolate an given term composing the signal and its FTC diagram, i.e.,
integral representation of thé function using the integral ©one can draw a diagram for each of the 24 triplets of two-
over ¢£. This & function aids in performing one of thg  point (pair) correlators. A FTC diagram consists of a tem-
integrations(we choseqs). The remaining twog integra-  Plate ofs andt time lines each with a tick that marks the
tions were carried out using analytic continuation and contime of each of the three field interventions. Superimposed
tour integration in the compleg plane and the theory of aresegmentgarrows or linegwhich link the times contained
residues. The residues were collected according to the podi €ach two-point correlator. A-dependent pair correlator is
tive and negative for each term and plotted as we shall seerepresented by aarrow segment always pointing to the tick
later. Since from the start Euler’s relation has been used tg1ark corresponding to the action of field'. A
express the field as the sum of complex functions in the usuat-independent pair correlator is represented byne seg-
way, the physicalrea) 1'’D4AWM signal is given as the real ment connecting the two times contained in the pair correla-
part of the above analytic result. tor. Clearly, from the standard definition of a pair correlator
the contribution to the total signal from all FTC diagrams

that contain one or more arrows must vanishrase. On
IV. THE FACTORIZED TIME CORRELATION DIAGRAMS the other hand, at-=0 all arrows turn into lines. Our

The lengthy calculations required may be greatly organ! ’D4WM problem has 16 FTC diagrams that contain two
ized and in fact ultimately circumvented by the use of a&Tows and one line each. These representrtdependent
diagrammatic technique now introduced. Diagrams may béerms. Significantly, in the present problem the arrows never
constructed directly from each and every triplet of two-pointconnect the two time lines, while the line always deéfes
correlators appearing in the breakdown of the six-point corthe 1®)D4WM spectroscopy being considejedn other
relators. These diagrams are called factorized time correlsEP€ectroscopies arrows can connect the two time lines and, as
tion (FTC) diagrams. Once the analytic solution is obtainedWill be argued in Sec. V, such FTC diagrams will make rela-
for the signal interferogram for each of the 16 FTC diagramstively weak contributions to the-dependent signal of those
simple rules may be discerned that duplicate the analytiépectroscopies. The eight remaining-ifdependent FTC
result in the limit of zero detuningu,q= w=ws). The rules Ic_ilagrams consist of three lines where each links the two time

ines.

IAn annotated copy of the calculation algorithm and files of the A. The 7-dependent part of the signal

resulting terms in bothMATHEMATICA and TEX formats(both are The 167-dependent FTC diagrams, arranged according to
Windows files are available from the authors. rows |, II, lll, and IV, and columns a, b, c, and d, are shown
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term a a b C
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FIG. 3. The 167-dependent FTC diagrams. The rows refer to (b)
the four six-point correlators derived from stochastic averaging at Total Signal
the intensity level; the columns refer to the faudependent triplets ’ ‘
of pair correlators generated from the breakdown of the six-point Tntensity (rel):1
correlators by use of the complex Gaussian moment thedsem
text for detailg. The columns are arranged in decreasing order of
their (anticipated interferogram intensities as they contribute to the
total I’ D4WM signal. Each tick mark represents the time when
there is a field interventiont{<t,<t3; $;<<S,<S3; time increases
from left to righy.

in Fig. 3. (The columns are intentionally ordered such that 5001 T S001s

the relative strength of their contribution to the total signal

decreases from a to d for. parame'tegs_zT2<"l'1.) Impor- FIG. 4. (a) 1®®D4WM interferograms for each of the 16 FTC
tgnt featurgs of the FTC dlagrgms in Fig. 3 @ijeno a.rrOWS diagrams(Fig. 3 to the total F’D4WM signal versus-. Abscissa:
link the t line ands line, that is, ther dependence is only ick marks atr=+500 fs. Parameterst,=100 fs, T,;=10 ps,
intrachromophorig (ii) all lines link thet line ands line, that  1,=50 fs, and zero detuning. The relative intensitydinaté is

is, the 7-independent pair correlator is completétyerchro-  similar for every FTC diagram within each column. The relative
mophorig (iii) in no diagram do arrow heads pointtgor intensity across columns is indicated by the scaling factor in their
s; (F' cannot appear last(iv) in column a time pointd;  headings(b) The corresponding totaf?D4WM interferogram.

and s3 involve only lines; andv) in column d two points
t3 ands; involve only arrow tails.

[ latively slowly. h [ i
The analytic results shown graphicalljigs. 4—7 reveal and it decays relatively slowly. Such a pattern is derived

" o from diagrams in which the time points and s; involve
additional patterns for four distinct sets of the parameters, ..o\ tils. So in column d all relatively slow decégsso-

(7c,T1,T2). Although the analytic solution for any param- ciated with a longT,) appears only for negative. This

eter setis in h?”d' we have d_|splay_ed the mterfero_grams Onl?fnportant feature was first realized by inspection of the ana-
for zero detuning. The peak intensity of the plots in column

. : L 4 . lytic expression for the FTC diagrams. Figur@)shows the
a of Fig. 4a) is arbitrarily set to magnitude 1 and the relative fotal interferogram. Its shape is dominated by the sum of
order-of-magnitude scaling for all other columns is indicatedContributions from column a which have a combination of
in their heading.(Figure 7 shows only the total interfero- the rapid decay due to material dephasifig)(and the loss
gram) of good interferometric overlap df andF’ (7;). The long
tail (due toT;) for negativer is much weakefroughly 1000
times weaker than the peak inteniand is not noticeable in

Figure 4a) shows plots of the signal contributions for a the figure. Thus the total ¥D4WM signal is very nearly
“typical” set of parameters; namely, a short correlation time symmetric about-= 0.

of the light, rapid dephasing rate, and a relatively long
excited-state lifetime. The intensity decreases dramatically
from column a to d. Asymmetric shapes can be found, some
even showing peaks shifted from=0. These presumably The graphs in Fig. 5 represent analytic results for the
unintuitive peak shifts correspond to diagrams having theparameter set in which the coherence time of the light is
two arrows pointing in the same direction. A striking featuremade ultrashort, the dephasing time remains short, and the
is seen in column d. Though relatively weak, the signal islifetime remains relatively long. Thus shortenimg reduces
highly one sided, its peak significantly shifted from=0, the intensity significantly across all columfrelative to Fig.

1. Parameter setr,~T,<T;

2. Parameter setr . <T,<T,



1088 DARIN J. ULNESS AND A. C. ALBRECHT 53
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(b) Total Signal (b) Total Signal

= == =

Intensity (rel): 10" Intensity (rel):10”7

¥
-500 fs T 500 fs

FIG. 5. Same as Fig. 4 except with tick marksrat + 250 fs.
Parametersr,=1 fs, T;=10 ps,T,=100 fs, and zero detuning. FIG. 6. Same as Fig. 4 except with parametegs-100 fs,
The relative intensity scalingin column headinyis with reference  T1=10 ps,T,=1 fs, and zero detuning. The relative intensity of the
to column a of Fig. 4. This parameter set approaches a white-nois@terferograms is in reference to that of column a of Fig. 4. These
(5-function autocorrelationlimit for the noisy light. parameters approach a zero-memory limit.

4). A subset of sixl b and c; Il a and c; lll a and)ographs ~ 7-dependent lifetime information, whereas the other dia-
recognizes the very rapid decay associated only with thgrams do to some degree, although their contribution is rela-
light and essentially does not reflect the longer tirfigsor  tively much weaker. Thus the total signdig. 6b)] is es-

T, of the two-level system. The common feature of these sientially symmetrical and decays principally according to
FTC diagrams is that they are the only ones with oppositelyrc. The slower decay due t®; (for 7<<O only) remains
pointing arrows(see Fig. 3 The total signaJFig. 5b)] con-  roughly 1000 times weaker than the peak intensity, thus giv-
tains a very slight asymmetr§not noticeable in the figuye ing the signal slight asymmetiinot noticeable in the figuye
since at negative (only) the signal holds up slightly due to upon close inspection.

the long lifetimes in the parameter set. The rapid decay of the

total signal is again governed by the sum of column a which 4. Parameter setro~T,~T,

is now almost exclusively due to dephasifig). Because of Figure 7 shows the total interferogram found for the case
this dominance, the total interferogram appears symmetric.jy \which the lifetime is made very short, i.e., on the order of
the other parameterélhe individual FTC interferograms are
3. Parameter set J<7.<T, not shown). This parameter set approaches the limit in which
Figure 6 represents another limiting case. Now thepure dephasingT,) becomes small. The shortening f
dephasing is made ultrashort, the correlation time short, andeakens column a to the point where column d, with dra-
the lifetime relatively long. Once more there is an overallmatic asymmetries that include peak shifts, is of comparable
marked decrease in the strength of the sigrelhtive to Fig.  strength. Under these conditions the total signal is asymmet-
4). The loss of coherence memory in the two-level systentic with a peak significantly shifted fromr=0. The rapid
has quenched the 4WM signal for every FTC diagram. Redecay seen in the total interferogram is now a combination of
garding shape, the most striking feature is that the four plotall three (T,,T,,7.) system parameters.
within each column have become identical. Also, the graphs In Table Il column by column relative intensities are listed
in column a(still dominan} are symmetrical while the others for other interesting parameter sets. Tables IlI, IV, and V list
are not. None of the dominant diagrams of column a carnthe ratios of ther=0 magnitudes among the columns in
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TABLE lll. Relative intensity of FTC interferogram@t == 0)

Total Signal
. , in terms of the reduced dephasing time and reduced correlation time
' ' for the limiting case wherel;>T,~ 7, and zero detuning. The
] reduced times are generically defined as
Intensity (rel) : 1 T=0(7./T1)~O(T,/Ty).
Term a b c d
I 1 T T T2
I 1 T T T?
I 1 T T T?
. v 1 T T T?

-500 fs

arity and complex Gaussian statisjitise FTC diagrams rep-
FIG. 7. The total {’D4AWM interferogram for the parameters resent elementary physical components of incoherent light

7.=100 fs,T,;=400 fs,T,=300 fs, and zero detuning. The relative spectroscopies in general and the presEHDBWM in par-
intensity is in reference to that of column a of Fig. 4. This parametetticular. That is, the FTC diagrams represent terms in the ana-
set approaches a short-lifetim@nd short-pure-dephasing-time lytic expression for the total signal that appear to have el-
limit. The potential for a peak shift to nonzerois dramatically ~ ementary physical interpretation. Any further breakdown of
exposed. the analytic expression would seem to lose such physical

meaning. We now seek a more revealing understanding of
terms of the parameters for the three different limiting casesthe FTC diagrams.
respectively,r.~T,<Tq, 7.<Tq, andT,<7.<T;.

A. Some conceptual tools

B. The 7-independent part of the signal The wide variety of shapes seen among individual

The eight remaining £-independent FTC diagrams of rdependent FTC interferograms as they contribute to the
the 24 are shown in Fig. 8. These obviously consist of onlytotal 1©®)D4WM interferogram is striking. Perhaps even
straight lines. In each case all three pair correlatorsraeg-  more remarkable are the very different relative signal inten-
chromophoric There appear to be three types of diagramssities across columns for any given parameter set and the
with respect to the number of times the lines are crossedtrikingly different overall relative intensities among the dif-
There are diagrams with no crossed lines, two crossed linegerent parameter setsf. the column headings in Figs. 4)-6
and all three lines crossed. In order to rationalize these features along with other more

The increase from only one interchromophore coupling insubtle points, it is helpful to develop several conceptual
the 16 r-independent diagrams to three in the eighttools.
r-independent diagrams is in some sense a fundamental dif-
ference between these two important classes of diagrams. As
a result, the same rules derived from the analytic results for

the r-dependent diagrams cannot be carried over to the == = £
r-independent diagrams. The many interesting consequences t ———— t
of these patterns will be discussed next. I

§ —f—t—t— s

V. PHYSICAL INTERPRETATION

The noisy nature of the light which is vital to all incoher- I
ent light spectroscopies blurs the physical picture of the un- s
derlying mechanisms that make up this interesting area of

physics. Not only does a new layer of analytic challenge ¢ :x: tiX:_

appear, but more exciting is the challenge to clarify the it
physical aspects of the treatment. It appears (floatstation- s s |

TABLE II. Two-beam ?D4WM relative intensities for several ¢ — ¢
material and light parameter sets. v ><

S S

. (fs) T, (fs) Ty (p9 a b c d
100 300 10 16 1 1 10t
100 50 10 1 102 10 10°° FIG. 8. The eightr-independent FTC diagrams fdPD4WM.
100 1 10 107 10° 10° 10°% As in Fig. 3 the rows refer to the four six-point correlators in the
1 200 0.6 107 107 107 107 response function at the intensity level and the columns refer to the
1 200 1d 1% 102 102 1077 (two) 7-independent terms derived from the breakdown of each of

the six-point correlatorgsee text for details
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The first of these tools involves the nature of the light. TABLE IV. Relative intensity of FTC interferogram@t 7=0)
The electric field from the light forms a random pattern as a'n_terms of the reduced dephasing time and reduced correlation time
function of time. One might call this its “fingerprint.” Now, (7c=7c/T1, T,=T,/T;) for the limiting case of white noise
for any given nanosecond light pul§€ will have exactly (7c—0) and zero detuning.
the same “fingerprint” asf~, only it is shifted byr. When

this time shift is within the coherence time of the light, the T€M a b ¢ d
twin beams recognize that they are from the same source, = = 2
T : 1 T T, T3

Overlap of the beams results in high interferometric contrast 1 T = -7
(i.e., strong constructive and also strong destructive interfer-III 1 -2 _F° _C?z
ence as long agr|<7.. Equivalently, if one were to exam- Te 22 Te 2
1 Te Te TcTo

ine the “fingerprint” of the beant around some moment in
time to (measured from a laboratory referepame would
find the identical “fingerprint” region in beank’ atty,— 7.
Were beanf to perturb the system & then the “preferred”  that happen to be only interchromophore. These correspond
time giving the concerted action of twiR’ would be the to the correlated action df with itself andF’ with itself.

region aroundt,— 7 for optimal interferometric contrast. This implies tight synchronization between the two chro-

This region is designated the “preferred” region. mophores of the events linked by a given correlator line. The
The second conceptual tool involves the time symmetryPrecision” or “strength” of this synchronization is propor-

of the elementary componen(tsere referring to the light and tional to 7. (the interferometric width of the “preferred”

the material responsef the )D4WM interferogram. The region. All arrows are intrachromophor@nd correlaté~ to

time symmetry of the noisy field is rooted in the nature of theF') and themselves contain no interchromophoric synchro-

“preferred” region. The preferred region hawo-sided time  hization. An arrow on one chromophore is oblivious to the

symmetryIn other words, iff happened to have acted upon timing of events on the second chromophore.

a chromophore at laboratory tirtg then the “preferred” We now are ready to rationalize th€)D4WM FTC sig-

time for F’ to join in concerted action is centered aroundnals with regard to both their remarkable range of relative

to— 7 such that action att{—7)—e (where e is a time intensities and the great variety of shapes displayed among

<1.) is equally “preferred” to action atty,— 7)+ €. By con- their interferograms.

trast, in this same sense the material response function of the

chromophore ha®ne-sided time symmetryn the Bloch B. Intensity

two-level system one encounters a S|mpl_e cohe_rence "®" We limit our focus to ther-dependent diagrams. First, the
sponse and a population response. First, a field action at tiMgne interchromophore pair correlatéiine) found in each

ty on the chromophore in the ground stdtee first field  £1c giagram synchronizes theandss time lines to within
interventionn may cause an electronic polarization which 7.. Beyond this synchronization, the two intrachromophore
subsequently will decay with a dephasing rate ConStanE)Cair correlators(arrows in each FTC diagram are free to
Ymg- Secondly, a second field intervention can build on thisindependently slide anywhere on the time lifte accumu-
pqlarization t.o create an excited-state population which thegy; signal strengthprovided the integrity of the third-order
will decay with rate constanyy,. Both events have one- ,qcess is maintained. This will explain the relative intensity

sided time symmetry. If the first field acts on the chro-iterences among the different columns as well as that
mophore at timet; then att;— e there is no polarization among different parameter sets.

while at timet; + e there is a polarization. Likewise, if the In examining the FTC diagrams of column a in Fig. 3, one
§econd field acts 4t then att,— € ther_e is only a polarlza- sees how events 4t andt, (along with those as; and
tion (assumee<<T) but att,+ e there is a population. s,) form single-time-line correlated paitthey are connected

Still another important conceptual tool is that of the free-by arrows. These two event pairs may sli@dependently
dom to “slide along a time line”(to “accumulate” or 0 giong their respective time lines. However, to preserve 4WM

‘integrate”). SinceF andF' are “always” present, any time  jnteqrity this sliding must be confined to the approximate
intervention(tick mark on the FTC diagramsr pair of in-  ime intervalts— T, up tots (andss— T, up toss). Had the

terventions, is free to slide along the time line provided thatpair acted prior td;— T, (or ss—T,) the 4WM signal would
both the integrity of the 4WM signal is preserved and thep,ye ceased since the induced population would have col-

specific time ordering associated with a given diagram i§ansed by the time the last field acted at It follows that the
maintained. To “slide along the time line” indicates the po-

tential for field action to take place at any time over which o _ _ _
the tick mark is permitted to slide. However, an individual ~ TABLE V. Relative intensity of FTC interferograniat =0) in
tick mark is locked to a partner tick mark by the Segmentterms of the reducgd correlation time.& 7. /T,) for the limiting
(arrow or ling representing a pair correlator. The two tick 2S¢ Of zero material memory{—0) and zero detuning.

marks, thus linked, correspond to a correlated event pair thaIIerm

must slide along the time line together. a b ¢ d

The final conceptual tool is concerned with the event cou-| 1 Te 7 72
pling between the two time lineg @nds). This coupling | 1 e e P
obviously involves interchromophoric pair correlators 1 ™ ™ 72
(lines). It has been noted how all of theindependent cor- |y 1 . T, 7

relators in our {¥D4AWM experiment are depicted by lines
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longer the lifetime T,) the larger is column a’s contribution graphs in Fig. 5, the total signal is essentially symmetric
to the signal. This is consistent with the trend seen among thikeecause column a dominates and right-pointing | a adds to
parameter sets presented ab(ferows 4 and 5 of Table ]I  left-pointing VI a to produce a symmetric result whose two-

In contrast to the diagrams of column a, diagram |1 d has itsided decay basically represents dephasing dynamics. There
single-time-line correlated event pairstatandt; and ats, ~ are parameter sets whergis very short but in which there
ands;. To maintain the integrity of the 4WM signal these is @ pronounced asymmetry in the total signal. This is the
pairs must limit their sliding to the time interval, to  case whef, andT, are of similar order of magnitude. Row
t1+T, (S t0 5, +T,). WheneverT,<T; this accumulation 4 Of Table Il is one such parameter set.

interval is smaller than that enjoyed by column a and their_ 1hese general patterns are less obvious in Fig. 6 where
contribution to the total intensity is correspondingly weaker. T2<7c<T1. Now column a still dominates becausg re-

This is confirmed by the indicated relative signal strengths jjl@ins much shorter thah, . SinceT, is so short the distinc-
the column headings in Figs. 4—6 as well as those shown i on between right-pointing and left-pointing pair correlation

Table Il. Diagram IV d has single-chromophore correlated'> (in this case .strong)ysuppressed and It is the size of the
pair events at; andts and ats, ands;. Now the time _preferred” region that now determmes the shape. Strik-
interval over which these pairs may slide is less well deﬂnedngly,'throqghout the parameter spagdgs. 4-6 CO"”T‘“ d
since r, and T, (and T, as wel) are entangled, for the, remains highly _Ieft asymmetrlc,_so much so that its peak
(s,) intervention is straddled by these two single-time-lineap?l_iaer:ea;srelat'v?y IargednegaktWﬁ_ft for th ten ETC di
pair correlators. With regard to the relative intensity, diagram Symmetries and peak snitts for those ten - 1a-
IV d is on the order of diagram | (but their two shapes may grams having common pomt.mg arrows can be explameq by
be quite different as we shall Se@he remaining FTC dia- arguing th_at the largest contribution to th_e graph of a particu-
grams of column d, I1'd and Il d, are of the same order ofIar FTC diagram occurs when the two-sided “preferred” re-

magnitude as |d and IV d since they contain comparablgIon €njoys maximum overl_ap.wnh the one-sided ”.‘ate”a'
event correlators responsécoherence loss or lifetime degdayhus the optimal

Columns b and c in a sense contain event correlation thﬁeliw for any %lvirgark;m;v. 'S nr?trv'\ér,lelﬁ %nle a[)e ﬁ?(acltzly
is a hybrid between those seen in column a and those i ontemporaryat r=0) but is whe eads(lags behingi

column d. As might be expected their relative intensity con- o right- (left-) pointing arrows. Itis then wheboth sidesf

tribution is similar and always lies between those of column§he p_referred region ach_|eve maximum overlap with the_
aand d. one-sided response function of the two-level system. This

point is illustrated in Fig. 9 for thé line of diagram la. A
C. Shape sim!lar pjcture(with the_nepessary quificayio)nbolds for
' all time lines having their single-time-line pair correlators on
We turn towards a rationalization of the observed shapeadjacent tick marks. Essentially a function that has two-sided
of the analytic contributions from each of the Z@8lependent time symmetry is being convolved with a function that has
FTC diagrams to the final¥D4WM interferogram. In par- one-sided time symmetry. This forces a nonzeréor the
ticular the correspondence between the directions of the apeak of the signal. This effect is normally most conspicuous
rows and the peak shift from=0 seen along the asymmetri- for the column d diagrams since there all arrows have tails at
cally shaped interferograms is explained. the last intervention and the population decay rate constant
A right-pointing arrow necessarily indicates the action of y,, is often much smaller than the other rate constants. The
F’ following that of F. Such a correlated event pairnisost  peak shift 7,5« from zero from diagram Id is nearly,.
active in the 4WM process whet>0. The reason it is not More quantitatively, in the limit ofT;—oe, then 7p— 7.
exclusively active only forr>0 is due to the finite, nonzero The off-center locations of the peaks for the other three
width of the “preferred” region. Likewise, a left-pointing shifted diagrams in column d are complicated by the influ-
arrow necessarily obliges to follow F’. This event pair is ence of the dephasing rate constant. In full generality the
most active whenr<0. Thus those nine FTC diagrams in peak position must be found numerically. This role of the
which both &-line andt-line) arrows point to the lef(all dephasing rate constant in the graphs of Il d, Ill d, and IV d
column d diagrams, all row IV diagrams, 1l b, and I)lare  is evident when in Fig. $very shortr,) it is seen how while
active at negativer but quickly vanish(with rate constant |d peaks very near=0, Il d, Il d, and IV d remain strongly
1/7.) for positive 7. Accordingly, their interferograms must shifted. Only 1d contains no event pair correlators that
be variously asymmetric and shifted towards the left. Thestraddle the second intervention.
one and only FTC diagram in which both arrows point to the As when dealing with the relative intensities, those dia-
right (1 a) is active at positiver and must quickly vanish grams having arrows that straddlg or s,, thus connecting
(with rate constant %) for negativer. Its interferogram t; andtz ors; ands; (lic, Il d, lllb, Il d, IVb, IVc, and
must be asymmetric and shifted towards the right. The relV d), are somewhat less intuitive. For this case the role of
maining six FTC diagram@ b and c; Il aand c; lll a and)b  the straddled interventioat t, or s,) not directly involved
contain two oppositely pointing arrows, as already notedwith the r dependence becomes more evidéhbugh its
Their signal contributions must be quenched for both posisynchronization role is present in every FTC diagraHere
tive and negativer to produce interferograms that are rela- field F’ excites a polarization at timtg . While the polariza-
tively symmetric and peaked at=0. tion is still significant, the field- acts att, to create a popu-
These patterns are more or less conspicuous in the graplation, but it is not correlated to the actionBfor F' att; or
across Figs. 4-6, but most pronounced in Fig. 5 wheré, and the “preferred” region argument does not apply. Nev-
7.<T,<T;. For all the striking asymmetry among the FTC ertheless, the action &f att, must occur prior to the second
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FIG. 10. Rationalizing the large peak-to-background contrast
/ ratio. (a) All 7 dependence isntrachromophoric(arrows in the
present D4WM experiment and there is only ondine-s-line
synchronization. The arrow pair events are free to “slig@écumu-
late) independently on each time line. None of théndependent
(C) E diagrams are analogs to theglg). The r-independentbackgroung
2 F diagrams show threeline—s-line synchronizationglines). No in-

dependent “sliding” on thet line and on thes line is available.
Accumulation is considerably inhibited. See text for more details.

C
B B -
A and IV d clearly show the accumulation possible due to the

o i additional freedom available for the intermediate second in-
tervention wher, is nonzero.

D. 7-independent terms and the contrast ratio

FIG. 9. Modeling of the peak shift fromr=0. (a) A The r-dependent terms yield information on all Bloch
7-dependent event pair correlator between the first two steps ofyq-level parameters. Nonetheless it is important to at least
4WM. (b) lllustration of the “preferred” portion of the noisy light qualitatively examine the-independent terms. Some of the
havingtwo-sided time symmettp be convolved with the material physical arguments stemming from thedependent dia-

response functiofin this case showing electronic coherence dg¢cay . . ) .
havingone-sided time symmetfyr six differentr settings.(c) The grams may be applied to theindependent diagraméines

resulting convolution. The peak at nonzerdE) is evident. only). These terms are represented by diagrams having three
interchromophore pair correlators. This means that there are
action of F (at time t3) which is optimized by use of the threet-line—s-line synchronizations which reduce the degree
“preferred” portion of the light(time t; is correlated to the  f freedom and greatly weaken the contribution to the signal.
action at timet,). Thus the later this final invervention at Rather than being able to integrate over the lifetime indepen-
t3 is after that oft; the more opportunity there is for the gently for each chromophore, the integrati@cumulation
middle 7-independent intervention to accumulate and 10jg oy simultaneous. The “sliding” is no longer independent
yield a stronger signal. Yet the last invervention must not b%n each time line, leading to a great reduction in overall

so late as to lose the benefit of the “preferred” action of theSignal strength. Figure 10 compares diagram | a with dia-

Sorrelatec,i, first and_th!rd field interventions. !—|ere, as with thegram I f and schematically illustrates this reduction in the
adjacent” case, it is advantageous fd¥’ to lead F

X C degree of freedom for accumulation.
(7<0). (The straddle cases only involve left-pointing ar- Such considerations can form the basis for interpreting the
rows) Thus their strongest contribution occurs at negative P 9

7. It is helpful to compare and contrast the two extremepeak-to—background contrast ratio in the’DAWM n ter-
parameter sets, one with near-zeto(Fig. 5 and the other erogram ,analy_zed in this paper. For the signal at
with near-zerdT, (Fig. 6. Particularly examine column d in Ks=2k—k’ considered here, the ideas above suggest a very
the two cases. For near-zefg, coherence is lost immedi- large contr_ast. rat_lo for samplgs .havmg long-lived excited
ately; thus the second intervention on thandt lines must ~ States. This is in fact qualitatively the cad&]. For
coincide in time with the first intervention. For shaf all ~ 7c~T2<Ti, the intensity of ther-dependent signal is seen
FTC diagrams could be redrawn by making the first two tickto vary as T1/7)? (the limit of the analytic results for
marks coincident. When this is done all diagrams in any7.~T,<T;) due to the two accumulation degrees of free-
given column become equal. This is dramatically illustrateddom. In contrast, ther-independent diagram varies as
in Fig. 6. Conversely with zera,, the “preferred” region T;/7. from the loss of one accumulation degree of freedom.
now has zero width. The “preferred” region becomes Thus(for T;>T, or 7;) the peak-to-background contrast ra-
S-function-like. Plot | d(Fig. 5 shows the expected simple tio varies roughly ad, /.. For lifetimes that approach ei-
result for a convolution of & function and a function with  ther the dephasing time or the coherence time of the light this
one-sided time symmetry. In contrast diagrams Il d, Il d,simple view fails.
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VI. OTHER NOISY LIGHT SPECTROSCOPIES two-beaml ®)D4WM (whereF acts twice but in phagend

. . ._calls for a three-beam BOX configuration where we consider
Peak-to-background contrast ratios for various other noisy, signal atke=k,+k’—ky. k, and k, are noncollinear
sT Ra b- Pa b

light spgctroscopies can also_ be. explored .using the FTC di%eams originating from same fiekd In this case it turns out
grams, in some cases quantitatively. A quick guess as to trfiat there are 96 FTC diagrams to considteple resonance
contrast ratio of a given spectroscopy can be made by recal snly). These 96 group into distinct sets—one having only
ing the following: (i) when7=0 all arrows turn into straight  one s-line—t-line synchronization, the other having three
lines and(ii) when = all the contributions to the signal synchronizations. The FTC diagrams for the first group
from diagrams that contain arrows must vanish. In thematch 3:1 ¢-dependent-independentat 7=0; and the sec-
I®D4WM spectroscopy considered here, we see that aind group matches 1:1. Since the first group of FTC dia-
7=0 none of ther-dependent diagrams become identical tograms should strongly dominate the sigiidley have only

the 7-independent diagrams. They remain much less interene interchromophore synchronization, not thyee predict
chromophore synchronized than the triply synchronizeda peak-to-background ratio that approaches 4:1 from below.
background terms. For them additional accumulation isThis needs experimental verification.

available; thus a large contrast ratio is predicted. This ap- _ -

proach is briefly extended to other spectroscopies though D. Electronically nonresonant I'"CRS

without displaying their FTC diagrams. Appropriate FTC  Coherent Raman spectroscopies such as CARS and CSRS
diagrams may be easily constructed using the rules presentede dominated by terms having a Raman resonance after the

in Appendix B. They are not shown here. second field intervention. The Diagrams representing the ex-
panded density matrix elements for CARS and CSRS are
A | DSHG found elsewherd20]. Both I©2)CSRS and ¥)CARS for-

) , @ mally require 256 FTC diagram®nly Raman resonance is

In second-harmonic generatid8HG) (a x'~ spectros-  considerell However there is an eightfold formal redun-
copy the beam configuration can be exactly the same as igancy. Thus the contrast ratio may be captured by examining
the above spectroscopy, but now the signakatk+k’ is  only 32 FTC diagrams. Here one finds a one-to-one ratio
considered. Stochastic averaging in the treatmeny@t  petween 7-dependent andr-independent diagrams. The
spectroscopies results in four-point correlators rather thaformer exactly turn into the latter at=0. Thus one predicts
six-point correlators. These are similarly broken down usinga 2:1 contrast ratio, exactly as obsery&a.
the complex Gaussian moment theorem, each giving four
terms that have two pair correlators as factors. Thus the FTC VII. CONCLUSION

d(|2r;1gram_s have only two segment@rrows or lines We have shown how the use of a simple Bloch two-level
I'SHG is described by 128 FTC diagrams for fully nonreso-system interacting with noisy light having a Lorentzian spec-
nant material response. However, there is a 16-fold redun_-ra| density may y|e|d much insight into the interesting phys-
dancy; thus there are only eigtfour 7-dependent and four ics of noisy light spectroscopies. The introduction of the FTC
7-independent distinct diagrams. It is discovered that at diagrams aids in the analytic calculation as well as in deduc-
=0 the 7 independent diagrams match one to one with theéng a physical interpretation. It was argued how the added
7-independent diagrams. Since at the r-dependent t-line—s-line synchronization of the-independent diagrams

terms vanish the predicted contrast ratigideeally) 2:1. This  diminishes their importance relative to thedependent dia-

is in fact the cas¢4,19|. grams having event correlator pairs that are free to indepen-
dently slide(or accumulate strengtlover the lifetime decay.
B. *In-phase” and “out-of-phase” | D4WM The striking asymmetries seen in thedependence of the

signal were analytically demonstrated and diagrammatically
For “in-phase” and “out-of-phase” {2)DAWM spec- realized. Features include a peak shift frorm0 and the fact
troscopies]9,19], in which the third field is from a mono- that the excited-state lifetime signal appears only in the de-
chromatic source, the BOX beam configurat{ei is used. cay of the interferogram seen at negativeThese asymme-
(The BOX configuration consists of three parallel beamstries have absolutely nothing to do with inhomogeneous
which form an equilateral triangle on the viewing plane, al-broadening, a spreading of the natural Bohr frequency which
lowing for all phase-matched third-order signals to have disis entirely absent in the present model. The complementary
tinct k vectors) The “in-phase” version is the detection of interferogram is generated by, =2k’ —k. The interesting
the signal withk vector ke=k-+k’'—k,,, wherek,, is a issue of the expected contrast ratio was examined where the
monochromatic beam. Here again it is found that ther-independent terms were qualitatively taken into account.

at 7=0. Thus a 2:1 contrast ratio is predicted and observe®!i€d to other noisy light spectroscopies, to confirm and pre-
[9,19]. dict their expected peak-to-background contrast ratios.

For the “out-of-phase” signaks=k—k’+k.,, one ob-
serves no reduction at=0 of the r-dependent FTC dia-

grams to ther-independent ones. One predicts a large con- We express our thanks to Alan Man for his careful reading
trast ratio. This is in fact the ca$e,19]. of the initial draft, to Michael Stimson for his valuable com-

ments which improved the paper, and to Kelly Case for her
enthusiastic effort in generating and confirming FTC dia-
grams for several spectroscopies. We are grateful to the Na-

Three-bearm ®D4WM spectroscopy in which the twice- tional Science FoundatiofGrant No. CHE-9311959for
actingF acts out of phase differs from the presently analyzedsupport of this work.
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APPENDIX A

Here we list the triplets of pair correlators that result from
the breakdown of the six-point correlators in E(&L)—(24).
I

a: (p(s2— 7)P* (s))(P(t1) p* (ta— 7))(P(t3) p* (S3)),
b: (p(sy— )P*(S3)){P(t1) p* (12— 7)) P(t3)p* (s1)),
¢ (p(s;—7)p* (s1)){P(ts) p* (12— 7)){(P(t1) p* (S3)),
d: (p(s2— )P* (S3){P(ta)p* (t2— ) X(P(t1) p* (S1)),
er (p(sz—7)p* (t2— 7))(P(t1) P* (3)){P(ts) P* (1)),
f: (p(s2=7)P* (2= 7)){P(t) P* (1)} P(t3) p* (S3))-
I

ar (p(sz=7)P* (s))(P(t2) p* (t1— 7))(p(t3)p* (S3)),
b:  (p(s2—7)P* (s3)(P(t2) p* (t1— ) )(P(tz) p* (1)),
¢ (P(s2— 7)P* (s))(P(t3) p* (t1— 7))(P(t2) p* (S3)),
d: (p(s2— )P* (S3)(P(ta)p* (t1— ) }(P(t2) p* (S1)),
et (p(s;— 7)p* (t1— 7))} (P(t2) P* (S3)){P(ta) p* (1)),
fr (p(s2= )P* (11— 7)){P(t2) p* (1) )}(P(t3) P* (S3)).
[

ar (p(s1— 7)p* (s)}(P(t1)p* (t2— 7))(P(t3) p* (S3)),
b: (p(sy—7)P* (s3)(P(t1) P* (t2— 7))}(P(tz) P* (S2)),
¢ (p(s1=7)Pp*(s2)){P(ta) p* (12— 7)){P(t1) p* (S3)),
d: (p(si—7)p* (S3)){P(ta) P* (ta— 7)}(P(t1) P* (S2)),
er (p(sy—7)p*(t2— 7)) (P(t1)P* (S3)){P(ts) p* (S2)),
fr (p(s1=7)P* (2= 7)){P(t) P* (S2) (P(t3) P* (S3))-
\Y

a: (p(sy=7)p* (s2))(P(t2) p* (11— 7)){P(ta) p* (S3)),
b: (p(s1—7)p* (S3)){P(t2) P* (11— 7)}(P(ta) p* (S2)),
¢ (p(s1—7)Pp*(s2))(P(ta)p* (11— 7)){P(t2) p* (S3)),
d: (p(s1=7)p* (s3))(P(tz)p* (t1— 7))(P(t2) P* (S2)),
er (p(si—7)p* (t1— 7))(P(t2) P* (S3)){P(t3) p* (S2)),
f: (p(si—=7)P* (ti—7)){P(t2) P* (S2) (P(t3) P* (S3))-

Due to stationarity, pair correlators of the form
(p(a—7)p*(b—7))=(p(a—b—7+7)p*(0))
=(p(a—b)p*(0))

DARIN J. ULNESS AND A. C. ALBRECHT

are 7 independent.

APPENDIX B

In this Appendix we give the details regarding the con-
struction of the FTC diagrams from the triplet of pair corr-
elators and on how to obtain the analytic contribution from a
given diagram. To aid in familiarizing the reader with the
FTC diagrams we shall consider diagram | b of Fig. 3 as an
example.

1. Rules for constructing a FTC diagram

(1) Draw two horizontal lines representing theand s
time lines.

(2) Draw short vertical tick marks on each of the lines to
represent the field interventions. Time increases from left to
right.

(3) Draw a straight lineglno arrow heaglconnecting the
time events involved irnr-independent pair correlators.

(4) Draw a curved arrow between time events connected
by eachr-dependent pair correlator. The arrow head points
to the time at which the-containing field £’ for this treat-
men) intervenes.

2. Rules for obtaining the analytic results(zero detuning)

The point at which an arrow or line connects to a time line
is termed avertex and the arrow or line itself is designated a
segment

(0) All terms contain a factor of#I" v, ~*.

The vertex contributions follow.

(1) Straight-line vertices at; or s3 give ay;wln factor.

(2) Straight-line vertices at; or s; give ay;é factor.

(3) Arrow head or tail vertices at; or s; give a
(T'+ ymm ~* factor.

(4) Arrow head or tail vertices at; or s; give a
(T + ymg) ~* factor.

(5) Vertices att, or s, make no contribution.

The segment contributions are as follows.

(6) Straight-line segments make no contribution.

(7a) For negativer we have the following.

(i) Any arrow pointing to the right gives a{e' ") factor.

(ii) Any left-pointing arrow linkingt,; andt, or s; and
s, gives a factor

(T + ymge' 7= 2l eYma™
r- Ymg .

(iii ) Any left-pointing arrow linkingt; andt, or s; and
S, gives a factor

(T+ Ymm €' "— 2T e¥mm?
' = Ymm .

(iv) Any left-pointing arrow linkingt; andt; or s; and
S; gives a factor
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(T + Yimm) (T + Yimg) (Ymm— Ymg) €' ™= 2T (yf = [2)@¥mn™— 21" (2 — o7, ) e¥ma”
(F_’ymm)(r_')’mg)('}’mg_ Ymm) .

(7b) For positiver we have the following. analytic expression for its contribution to the total signal. It
(i) Any arrow pointing to the left gives afe '") factor.  is built up as follows: rule (03 (I’ yﬁqg)*l, rule (1)
(i!) Any right-pointing arrow spanning; andt, ors; and =y 1 rule (2= yr;é, rule Q)=+ ymm L, rule (4)

s, gives a factor =T+ ymg % rule (7a)=—e'",

(T + ypmel "= 2 e?mm”
I'—vmm

(T +ymgle ' ™—2le” g™ rule (7aiii)=
- Ymg .

rule (7b)y=—e "7

(8) Multiply the factors generated by all segments and
vertices to produce the analytic expression for the FTC in- (T +ypge T7—2e Ymg
terferogram at zero detuning. rule (7bii)= g

F_'ymg

3. An example The total expression comes from ru®:

Consider term | b. Here the triplet of pair correlators is
—e'"T(I'+ yyme' "— 2 e?mmr]

_ * * _ * T<0)1
(P(s2= 7)p* (s3)P(t1) p* (2= ) (P(tz) P* (S1)). T Vo g¥mmd L = Yam) (CF Y (T + V) (
The first pair correlator produces an arrow segment connect- 1 Cr. -
ing s; and's, with its arrow head as,. The second pair —e (Tt ymge  "—2I'e’md’] (7>0)
correlator produces an arrow segment connectingndt, al’ yﬁ,gymm(FJr Ymg) (' + Ymm) (I' = ¥mg) '

with its head at,. Finally, the last correlator is indepen-
dent and is thus a straight line connectingands;. From  These two forms are identically recovered from the analytic
this FTC diagram we apply the above rules to obtain thesolution in the limit of zero detuning.
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