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Measurement of 1s28 3S1—182p R2 0 wavelengths in heliumlike phosphorus
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We have used photographic spectroscopy of a beam-foil source to perform a precision measure-
ment of the vacuum ultraviolet 1828 Sq —182p P2, 0 transition wavelengths in heliumlike phosphorus.
The results are 739.920 + 0.025 A. and 813.32 + 0.06 A, respectively. This measurement constitutes
a sensitive test of current relativistic and quantum electrodynamic calculations.

PACS number(s): 32.30.Jc, 31.30.Jv, 12.20.Fv

The 1828 S~—182@ P2 0 transitions in the heliumlike
system have been widely studied in recent years, both ex-
perimentally and theoretically. For the theorist, the heli-
umlike ion is of great significance, since it represents the
simplest step towards a truly many-body system. The
1828 Sj—1s2p P2 0 transitions are especially interesting
because of the large relativistic and quantum electrody-
namic (@ED) contributions to the intervals. The present
work is part of a series of precision measurements of these
transitions for Z=14, 15, and 16 aimed at testing Z cor-
rections to the "benchmark" calculations of Drake [1] as
discussed in Refs. [2—5].

This experiment was performed using the tandem Van
de Graaff accelerator at Florida State University (FSU),
and employed the same spectrometer and procedures as
used in our previous measurements of these transitions
in heliumlike silicon and sulfur [6,7]. The grating was
set so that lines in the approximate wavelength range
550—920 A. would be imaged onto the film. The beam
was of 76.5 MeV P + stripped and excited by a single 20

pg cm carbon foil. It was collimated to a width of 2.5
mm. The foil was located upstream of the spectrometer
entrance slit so that only the erst 2.7 mm of the beam

after the foil was in view to the grating. The spectro-
graph was refocused for a fast beam using the method of
Leavitt, Robson, and Stoner [8], with the film tilted to
ensure that the whole range of wavelengths covered by
the film was simultaneously correctly refocused [6]. The
entrance slitwidth was set to 40 pm, slightly wider than
the optimum value as extrapolated from the results of
Leavitt et al. [8]. Kodak 101-01 film was used for the
detection system. Two exposures were made at diBerent
accelerator beam times: F213, which was for a period
of 26 h and a total accumulated charge after the target
foil of 242 mC, and F306, for a period of 109 h and an
accumulated charge of 910 mC. For only the second film
was the weaker P0 line dense enough on the S.lm to be
fitted.

The films were analyzed in Oxford using a specially
modified Joyce-Loebl microdensitometer [9,10]. A char-
acterization of the Blm was used to convert to VUV pho-
ton exposure levels [ll]. The strongest lines in the densi-
tized spectra were Gtted with Gaussians of full width at
half maximum of between 40 and 60 pm. The hyper6ne
structure of the lines of interest is not resolved. This is
consistent with a calculation of the hyper6ne splitting of
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FIG. 1. Densitometer scan of a low-wavelength region of
the phosphorus spectrum. The weak P + n=9-7 Rydberg
line was omitted from the calibration curve.

FIG. 2. Densitometer scan of a region of the spectrum con-
taining one of the strong Rydberg lines together with lines of
the berylliumlike P- P multiplet.
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TABLE I. Calculated mean wavelengths of identified Ryd-
berg lines (P = 0.073, beam length viewed 0—2.70 mm from
the foil).
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I"IG. 3. Densitometer scan of a region of the spectrum
showing the P2 line of interest with two close-lying Rydberg
lines.
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FIG. 4. Densitometer scan of the high-wavelength region
of the spectrum. The Po line of interest can be seen towards
the left-hand side of the scan.

the P2 and Sq levels using multiconfigurational Dirac-
Fock (MCDF) wave functions [12], and also with a calcu-
lation using a simplified. hyperfine Hamiltonian with non-
relativistic hydrogenic wave functions [13]. The MCDF
calculation predicts a splitting between the two hyperfine
components of 2 Si of 55 cm . Typical linearized den-
sitometer scans of the E306 film are presented in Figs.
I—4. The intensity of these scans is scaled relative to that
of the P2 line.

The spectra were calibrated using in-beam lines, of
which the most important were from Rydberg transi-
tions. Mean wavelengths and estimated uncertainties,
appropriate to the conditions of observation, mere ob-
tained using the procedures of Ref. [6] and are listed in
Table I. The uncertainty in the calculations of the wave-
lengths of the individual n, l, j ~ n', l', j' Rydberg com-
ponents is believed to be & 0.001 A and is negligible
here. However, the observed Rydberg lines are blends of
several closely spaced components with different upper-

state lifetimes and the average wavelength is obtained
from a cascade model. Uncertainties affecting the result-
ing observed mean wavelengths are the initial population
distribution at the foil, the position of the region of the
beam observed by the spectrometer with respect to the
foil, and the efFect of small asymmetries in the result-
ing blend when fitting a Gaussian profile. The combined
error from these effects is indicated in Table 1. Lines
from lower-lying transitions in the lithiumlike, berylli-
umlike, and boronlike systems were also used to verify
the calibration, but with smaller meightings. The wave-
lengths of these lines have been previously measured, e.g. ,
[14,15]. They can also be calculated from the semiempir-
ical smoothed polynomial formulas of Edlen [16—22]. As
these semiempirical values are expected to be more pre-
cise than the individual measurements, they were used
in the calibration curves. The identified transitions, to-
gether with experimental and semiempirical wavelength
values, are presented in Table II.

A first-order calibration curve was fitted to the plot of
known wavelengths versus measured line centroids for the
calibration lines. Because earlier work [10] with the same
film stock and scanning techniques has shown residual
errors for well known lines with a standard deviation of
0.01 jt, this error, combined with the line fitting errors,
mas used for the Rydberg lines when fitting the initial
calibration curves. The errors in the modeled Rydberg
wavelengths, as shown in Table I, were subsequently ap-
plied. This was done because the various effects that shift
the modeled wavelengths afFect all the Rydbergs in the
same direction and are hence highly correlated. All of
the Rydberg lines fitted well onto the calibration curve,
with the exception of the two Ln = 2 transitions. The
P + transition line shape was distorted, and had a large
centroid fitting error. The P + line mas weak, and was
omitted from the fit. Edlen's wavelength values for non-
Rydberg lines were indeed found to give a more consis-
tent fit with the Rydberg lines and each other than the
values from previous measurements. However, the effect
of using these experimental values in the fit rather than
Edlen's values only had a small efFect (& 0.005 A) on the
extracted wavelengths of the lines of interest. Fitting a
quadratic rather than a linear curve to the calibrations
produced shifts of no more than 0.003 4 at the position
of P2 and 0.005 A at the position of sPo.

The wavelengths and error budget of the lines of inter-
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TABLE II. Identified transitions in ionized phosphorus.

Ion
p 12+

(Li-like)
p11+

(Be-like)

Configuration

1s 2s—1s 2p

1s 2s -1s 2s2p
ls 2s2p-1s 2p

1s 2s2p-1s 2p

Term
S- P

1S 1P
'P 1D
'P-'S
3p 3p

1 3
2 2

0-1
1-2
1-0
2-1
1-0
2-2
1-1
0-1
1-2

Expt.
455.67

278.26
548.38

342.02
338.36
335.02
333.83
330.21
327.18

SEb

455.766

278.286
548.35
327.502
342.050
338.392
335.078
333.866
330.324
327.221

Order

23
1
2
2
2

2
2
2
2

p10+

(B-like)
2s 2p-2s2p 2P 2D 3 5

2 2 325.51 325.525

Experimental values from Kasyanov et al. [15], +0.02 A. , except the P Dvalu—e, which is from
Fawcett [14], +0.04 A.

Values from the semiempirical formalization of Edlen. Lithiumlike [16,20], berylliumlike [17,18],
and [20] corrected according to [22], and boronlike [19,21].

est as obtained from the films are presented in Table III.
The three contributions to the error budget are added
in quadrature. The "line-shape fits" contribution is due
to the centroid errors in fitting Gaussians to the lines of
interest and is obtained from the fitting routine. Both of
the lines of interest were fitted using single Gaussians. In
addition, a composite two-Gaussian line shape was also
fitted to the slightly asymmetric Po line. This compos-
ite line shape was constructed according to the calculated
hyperfine component splitting and intensities, and pro-
vided a slightly better fit to the data than for the single
Gaussian case. The centroid results from both profiles
agreed to within their fitting errors. The "calibration"
contribution consists of the combination of the standard
deviations of the calibration curve for wavelengths at the
lines of interest, which were 0.007 A and 0.009 A. for Pz
and Po, respectively, in film E306, and the effects of the
uncertainties in the modeled Rydberg wavelengths shown
in Table I. Of the total uncertainty due to the modeling
of the Rydberg wavelengths, the uncertainty in the ini-
tial population model leads to an estimated contribution
of 0.004 A. and 0.002 A. for the Pz and Po lines, re-
spectively, based on half the wavelength shift produced
by assuming initial populations proportional to l rather
than (2j + 1) [6]. The uncertainties due to foil position-
ing and to asymmetry contribute respectively 0.004 A

and 0.003 A to Pz, and 0.005 A and 0.003 A. to Po.
The last contribution in Table III is the previously men-
tioned empirical error to account for imperfections in the
microdensitometer scanning and various film effects such
as nonuniform shrinkage.

The hyperfine effect leads to no appreciable shifts in
the center of gravity of the levels, assuming a hyper-
fine component population proportional to the compo-
nent multiplicity. (The negligible second-order effect is
largest for the Po level, where it can be estimated to
lead to an increase of the Si- Po transition wavelength
of about 0.001 A. ) Hyperfine quenching, an alteration in
component decay rates due to hyperfine-induced mixing
of states, has a small additional effect on the P2 transi-
tion because of an additional E1 channel to the ground
state opened to one of its components. The effect on the

P2 centroid leads to wavelength shifts of only a couple
of thousandths of an angstrom [12].

Our final results are presented in Table IV. Because the
weak Sy- Pp line of interest appears on a single film, we
have decided to increase the final quoted error to 0.06 A. ,
corresponding to a doubling of the fitting error presented
in Table III. In the case of the Si- P2 line, we ensure re-
dundancy by choosing the error of the less accurate mea-
surement as the final quoted error. Our measurements
are in good agreement with the results of [23] where a

TABLE III. Extracted wavelengths and error budget for the two films.

Source

Line-shape fits
Calibration
Scanning and film eKects

Extracted wavelengths

P213
P2

0.010
0.021
0.010

739.91+0.025

3P
0.003
0.010
0.010

739.920+ 0.015

E306
Pp

0.030
0.011
0.010

813.32 + 0.033
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TABLE IV. Results for P + ls2s Si-1s2p Pq q wavelengths (A.).
Experimental
This work
Livingston and Hinterlong [23]
Theoretical
MBPT [3]
Unified [1]
MCDF [24]
MCDF [25]

3Q

739.920 + 0.025
739 9 + 0.1

739.913
739.91
740.04
739.90

Pp
813.32 + 0.06
813.4 + 0.2

813.306
813.21
813.47
813.13

scanning monochrometer was used to observe a beam-
foil source. As regards the theory the relativistic many-
body perturbation theory (MBPT) values are seen to be
in the best agreement with our work. These values can
be taken from the work of Johnson and Sapirstein [3], or
the "all-orders" work of Plante, Johnson, and Sapirstein
[5], which yields near-identical results for this range of
Z. Agreement is not so good with the MCDF meth-
ods [24,25], probably due to insufficient orbitals being
included within these calculations to accurately account

for electron-electron correlation.
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