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Coherent population transfer among Rydberg states by subpicosecond, half-cycle pu&ses
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Ultrashort, unipolar electric-field pulses have been used to coherently redistribute population between
Rydberg states in sodium. The population in several Rydberg states is recorded simultaneously as a
function of peak field. In addition, two temporally separated pulses have been used to interferometrical-
ly characterize the redistribution process. In the lowest fields, the experimental results are in agreement
with the predictions of lowest-order perturbation theory. At slightly higher fields, still well below the
ionization threshold, the redistribution process becomes nonperturbative, and a numerical integration of
the time-dependent Schrodinger equation must be used to achieve partial agreement between theory and
experiment.

PACS number(s): 32.80.Rm

I. INTRODUCTION

Recently, subpicosecond, nearly unipolar electromag-
netic field pulses have been used to study nonperturbative
Rydberg-atom —pulsed-field interactions [1,2]. These
pulses have been referred to as "half-cycle" pulses
(HCPs) because the time dependence of the electric field
resembles that of one-half of an optical cycle of terahertz
band radiation [3]. The extremely short duration of these
pulses makes it possible to study Rydberg atoms over
time periods that are short compared to the characteris-
tic time scales of the atomic system (i.e., the classical
Kepler period of the Rydberg electron). In addition, the
unipolar nature of HCPs makes the dynamic response of
atoms to these pulses significantly different from that in
short, multicycle pulses [1,2].

The goal of previous experiments has been to charac-
terize the ionization of Rydberg atoms by HCPs [1,2].
The results of those experiments are most easily under-
stood using classical mechanics. The large density of
essential states coupled with the broad coherent band-
width in the pulse makes quantum calculations virtually
impossible. Although such calculations have been per-
formed on scaled down systems [4,5], the physical insight
gained from the classical treatment is far greater than
any derived from the large scale quantum calculations.
In any case, both quantum and classical mechanics de-
scribe the ionization process as a complicated dynamic
evolution through many bound intermediate states into a
broad spectrum of continuum energies and angular mo-
menta. The goal of the experiments described here is to
characterize the redistribution process that precedes ion-
ization.

We have observed population transfer from a single
Rydberg state to many others during a HCP. %'e have
studied the evolution of the redistribution process as a
function of the peak HCP field and the principal and an-
gular momentum quantum numbers of the initial state.
In addition, we have probed the coherence of the final-
state population using a bound-state interferometric tech-
nique [6] that utilizes two temporally separated HCPs.

The interferometric method is used as a spectroscopic
tool to identify which single and multiphoton transitions
contribute to the redistribution process.

By reducing the field amplitude in the HCP to well
below that required for ionization, the number of in-
teracting states can be kept at a level that is feasible for
quantum calculations. In general, the results of these cal-
culations are in qualitative agreement with the experi-
mental results. In the following sections we describe the
experimental and theoretical techniques and results. We
conclude with several remarks regarding implications for
future experiments.

II. EXPERIMENT%.I.METHOD

The experimental apparatus is nearly identical to those
described previously [1,2,7]. Two tunable, 10-nsec dye
laser pulses are used to excite a thermal beam of ground-
state Na atoms through the 3pl&z level to a n*s or n*d,
~ml~= —,', Rydberg state. Here n refers to the integer
that is nearest to the effective quantum number,
p= n —5, where n is the principal quantum number and 5
is the angular-momentum-dependent quantum defect. A
particular n *l Rydberg state is selected by changing the
frequency of the second dye laser. A diagram of the Ryd-
berg spectrum is shown in Fig. 1.

The HCP is generated by illuminating a biased, GaAs
wafer (2 cmX2 cmX0. 5 mm) with a 120-fsec, 780-nm
laser pulse from an amplified, self-mode-locked
Ti:sapphire oscillator [3]. The far-infrared (FIR) radia-
tion transmitted through the wafer is collected with a
parabolic mirror and directed toward the Rydberg atoms.
The peak electric field in the pulse varies linearly with the
bias voltage across the GaAs and can be changed con-
tinuously from 0 to )50 kV/cm [3]. The frequency spec-
trum and temporal shape of the HCP are inferred from
electric-field autocorrelations and optical gating tech-
niques [3]. The pulse shapes shown in Fig. 2 are derived
from two-pulse ionization of a Rydberg state and are con-
sistent with previous measurements using the techniques
described previously [3]. Figure 2(a) shows the temporal
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FICx. 1. Energy-level diagram of the bound states in Na for
states with principal quantum number n & 10. The bell-shaped
curves to the right of the main diagram show the approximate
frequency spectrum of the HCP that is used to redistribute the
population. Note that for low-n values single-photon transi-
tions between low angular momentum states are only possible in
the extreme wings of the pulse spectrum, but many levels are
coupled by the peak frequencies in the spectrum for high-n-
states. An enlarged section of the n =15 manifold of states is
also displayed to show the relative positions of the different an-
gular momentum states for each principal quantum number.

intensity profile. Note that essentially 90%%uo of the pulse
energy comes in a unipolar pulse of approximately 0.5
psec duration. A second "reQection" pulse, created by
imperfect transmission of the HCP through the GaAs
wafer, appears 11 ps after the initial pulse. The time
dependence of the electric geld is shown in Fig. 2(b).
Note that the "re6ection" pulse has a polarity that is op-
posite that of the main pulse. In addition, a "negative
tail, "which follows immediately after the main pulse and
extends at least tens of picoseconds, is clearly visible.
Since the charge state of the GaAs wafer is identical at
the beginning of each laser pulse, the time-integrated
electric field in the HCP must be zero. However, as Fig.
2(b) clearly shows, the amplitude of the negative tail is
much smaller than that of the main pulse, and its dura-
tion is much longer. The recharging of the GaAs wafer
takes place over microsecond time scales. Therefore,
after the first few picoseconds, the field amplitude in the
negative tail can be orders of magnitude smaller than the
main pulse and still satisfy the condition of zero time-
integrated field. Previous measurements have shown that
the ionization probability due to the full pulse, including
the "reQection" and "negative tail, " is significantly
different from the ionization probability due to the main
half-cycle component alone [7]. The effect of the HCP
temporal structure on the redistribution process will be
discussed in forthcoming sections.

As shown in Fig. 3, the HCP crosses the dye laser and
atomic beams at right angles. Before reaching the in-
teraction region, the HCP propagates through a second
GaAs wafer that can be used as an optical gate. The
transmission of the HCP through this "attenuating'*
wafer can be dramatically reduced on a 100-fs time scale
by illuminating the wafer with a second 120-fs laser pulse
[3,7]. The absorption of the laser pulse on the surface of
the GaAs promotes electrons to the conduction band,
transforming the wafer surface into a transient conduc-
tor. During the 120-fs laser pulse, the transmission of the
FIR energy through the wafer is reduced by approxi-
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FIG. 2. Plots of the (A) intensity and (B) electric field in the
HCP inferred from measurements of ionization of Rydberg
states with two time-delayed pulses. The error in the field am-
plitude is approximately 10% of the peak field. Note that the
intensity distribution in (A) is predominantly that of a unipolar
pulse, with a small secondary peak displaced by 11 ps from the
main feature. (B) clearly shows that the sign of the "reQection"
peak and the low amplitude "negative tail" have the opposite
polarity of the main peak.
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FIG. 3. Schematic of the experimental apparatus showing
the interaction region, Na oven, dye lasers, HCP generator, and
the transient attenuator.
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FIG. 4. Time-of-Right (TOF) electron spectrum generated by
field ionization of (A) the 18d state, and (B) the redistributed
population from the 18d state after its interaction with a HCP.
The double peak structure in {A) is due to the dynamics of the
field ionization process that causes the 18d state to ionize
predominantly along two different adiabatic paths. In (B) the
narrow peaks (from left to right) are due to the population in
the 18*p, 18 1 )2, 18*s, and 18d states with m (3. The broad
peak at later times is due to the population in the l, m )2 levels.
The high-l, m states ionize hydrogenically at a field approxi-
mately twice that of the low-l, m states. The high-m states are
populated through the precession of the electron's angular
momentum in the earth's magnetic field.

mately a factor of 10. This reduced transmission persists
over a nanosecond time scale. Therefore, by exciting the
"attenuating" wafer at the appropriate time, the ampli-
tude of the nonunipolar components of the pulse can be
significantly attenuated with respect to the main HCP.
Since the presence of the nonunipolar features alters the
ionization probability, the appropriate delay between the
laser pulses used to produce the HCP and gate can be ob-
tained by observing the ionization signal as a function of
delay between the two pulses [7].

The Rydberg atoms interact with the HCP between
two parallel capacitor plates that are separated by 1.5 cm.
The distribution of final Rydberg states is measured using
state-selective field ionization. After the HCP, a 5-us
high-voltage ramp (peak voltage (10 kV} ionizes any
Rydberg states in the interaction region. Each Rydberg
state ionizes when the electric field in the interaction re-
gion reaches a critical value, which depends on the zero-
field binding energy of the state. The electrons that are
produced are pushed through a 1-mm-diam hole in the
upper capacitor plate and are collected by a microchan-
nel plate detector. Electrons originating in di8'erent Ryd-
berg levels are ionized at di6'erent times during the ramp,
and therefore reach the detector at difterent times.
Hence, the electron time-of-flight (TOF) spectrum yields
the final Rydberg-state distribution.

Figure 4(a) shows a typical TOF spectrum when a sin-
gle Rydberg state is populated, and Fig. 4(b) shows the

distribution of final states created by a HCP. Note that
several new peaks have appeared in the TOF spectrum in
Fig. 4(b) compared to that in Fig. 4(a). Although it is
trivial to resolve states with the same angular momentum
and difFerent principal quantum numbers, the resolution
between angular-momentum states with a common prin-
cipal quantum number is less than perfect. Although the
resolution is typically much better than that shown in
Fig. 4(b), the eff'ect of imperfect resolution on our results
is non-negligible and will be discussed in detail later in
the paper. The narrow, closely spaced peaks on the left
in Fig. 4(b) are due predominantly to population in the
lowest three angular-momentum states l=0, 1, and 2.
The broad peak at later times in Fig. 4(b} is due to popu-
lation in the higher-angular-momentum states. During
the several microsecond high-voltage ramp, the orbital
angular-momentum vector of these states precesses in the
earth's magnetic field. Due to this precession, the projec-
tion of the orbital angular momentum on the electric-field
axis, m, is not constant and can be much greater than 2.
These high-m states ionize at a field that is approximately
a factor of 2 higher than that for the low-m levels.
Therefore, the earth's magnetic field allows us to easily
separate final states with l, m & 2 from those with
I, m ~2.

The peak field in the HCP is determined by measuring
the ionization probabihty for a given state as a function
of the HCP field. Recent ionization experiments utilizing
the transient attenuator described above have shown that
the measured ionization probabilities agree with those
predicted by classical and quantum calculations to within
the accuracy of our pulse energy detector [7]. Therefore,
daily comparisons of new ionization data with previously
calibrated data yield accurate and consistent peak field
values.

It is important that we mention some limitations of the
state-selective ionization technique used in the experi-
ments. The resolution and accuracy of our measurements
depend on the slew rate of the high-voltage ramp and on
the width of the time bins used to collect the signal for a
single Rydberg state. The lower the slew rate, the greater
the resolution between individual ionizing states. How-
ever, the slew rate is determined by the duration of the
field ramp, which is limited to a few microseconds due to
the transit time of the atoms beneath the extraction hole.
Therefore, we are unable to resolve each angular-
momentum state in the TQF spectrum. If many
angular-momentum states are populated, it is necessary
to reduce the width of each time bin in order to prevent
contamination from the signal due to population in other
states. Unfortunately, reducing the bin width can cause
some population in the state of interest to go undetected,
making relative state amplitude assignments dificult.

Typically, the maximum voltage in the ramp is adjust-
ed to be only slightly larger than necessary to ionize the
states of interest. As the voltage ramp rolls over near the
peak voltage, the slew rate is drastically reduced. There-
fore, significantly higher resolution can be obtained
without substantially increasing the delay between excita-
tion and detection of the Rydberg states. Unfortunately,
since for a given value of n * the I, m )2 states ionize at a
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field that is nearly a factor of 2 higher than that needed
to ionize the low-I levels, ionization of the low-I states
must take place in the center of the ramp and not near
the maximum if the I, m &2 states are to be detected.
Therefore, detection of the high-h, m states necessarily
implies decreased selectivity in the detection of the
lower-I states.

III. SINGLE-PULSE REDISTRIBUTION

Two different experiments are used to study the redis-
tribution process. In the first experiment, the population
in several Rydberg states is measured as a function of the
peak field in a single HCP. Measurements are made with
the transient "attenuator" in two difFerent configurations:
(i) allowing the entire pulse to enter the interaction re-
gion, and (ii) gating the pulse so that the Rydberg atoms
see only the main half-cycle component. The results re-
ported here are for population transfer from n *s or n *d
states to all allowed states n 'I.

The final-state distribution from an initial 18'd state is
plotted in Fig. 5 as a function of peak field in an unat-
tenuated HCP. Figure 5 also shows the population distri-
bution from the same initial state, using a "clean" pulse
with the negative tail and reAection pulse significantly at-
tenuated. Aside from small differences near the peak in
the p-state amplitude, the curves produced with a "clean"
pulse are essentially identical to those produced with the
full pulse. This observation holds for a transfer out of in-
itially populated s states as well. In general, the nonuni-
polar components of the pulse (hereafter referred to as
the "tail" of the pulse) do not significantly afFect the
redistribution process at these low fields. However, as
discussed previously, the pulse tail does contribute to ion-
ization, which becomes non-negligible for fields )7
kV/cm for the initial 18d state of Fig. 5.

Apparently, the effects of the pulse tail become
significant at intermediate fields lower than those needed
for ionization, but greater than that required for substan-
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FIG. 5. Population in the 18 d (solid curve) and 18*@
(dashed curve) states a function of the HCP field. The initial
state is 18 d. The bold curve shows the redistribution caused
by a "clean" pulse with the "negative tail" and reAection pulse
significantly attenuated. The light curve shows the redistribu-
tion from the full unattenuated pulse. Note that there is little
quantitative dift'erence in the curves for field values less than or
comparable to that which maximizes the p-state population.

tial redistribution. This observation can be understood in
terms of saturation of the transition amplitudes to the
different final states. Figure 5 shows that the population
transferred to the p state increases rapidly, saturates at a
level ) 30%%uo, and then decreases as the electric field is
monotonically increased. Lowest-order perturbation
theory predicts an increase in the p-state population,
which is proportional to the incident intensity. As Fig.
2(a) shows, the intensity during the main pulse is approxi-
mately ten times higher than the peak intensity in the
tail. Therefore, as long as the p-state population is well
below saturation, the effects of the tail will be small corn-
pared to those of the main HCP. However, once the p-
state population has saturated and actually decreases
with increasing field strength, the net population transfer
to the p state during the pulse tail can actually be greater
than that in the main pulse. Hence, one expects the
effects of the tail to be much more important in fields
where one or more transitions are being driven past satu-
ration (i.e., a Rabi phase of )m. ). In fact, small
differences in the final-state populations begin to appear
at fields comparable to those required to saturate the p-
state amplitude.

In the forthcoming sections, we will only consider field
strengths that are within a factor of 2 or so of the p-state
saturation field. Therefore, even though most of the mea-
surements are made with a clean pulse, the tail of the
pulse is not important in this low-field regime and it is
not necessary to attenuate it. We will no longer distin-
guish between data taken with "clean" and "unclean"
pulse s.

The traces shown in Fig. 5 were obtained using a volt-
age ramp whose amplitude was slightly larger than neces-
sary for ionization of the 18d state. Therefore, no infor-
mation regarding the high-I, I states was obtained. In
addition, relatively wide time bins were used to ensure
that all of the d- and p-state signals were collected. As a
consequence the curves contain some contributions from
other states, particularly at the high end of the Geld scale,
where many other states are excited.

In the next few paragraphs, we discuss and compare
the qualitative aspects of the d-state and s-state redistri-
bution processes. The Anal-state population from an ini-
tial 19*i state is shown in Fig. 6(a), while that from the
19*s level is displayed in Fig. 7(a). The qualitative as-
pects of these distributions are representative of similar
plots for all of the s and d states studied, 15 (n * & 25.
The strong qualitative differences between the s- and d-
state redistributions are evident. The responsibility for
these differences rests mainly on the nonzero quantum
defects of the s, p, and d states in Na.

First, consider the d-state redistribution of Fig. 6(a).
The d state rapidly depletes due to its interaction with
high-I and -p states. A clear minimum in the d-state pop-
ulation occurs very near to the field value that maximizes
the p-state signal. The high-3 curve rises rapidly due to
f-state population, saturates, and then slowly decreases.
In low fields, the d state is coupled to only p and f states
in the dipole approximation. In addition, the fact that
the bandwidth of a true HCP is peaked at zero frequency,
combined with the substantial decreases in the cross sec-
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tion for n changing transitions restricts low-field transi-
tions to the nearest f and p states only. In Na, the cross
sections for b, n *=0 transitions between d and f or d and

p states are nearly identical. For the range of n states
studied, the d to f transitions occur at a frequency of & 1

cm ' and the d to p transition frequencies are & 9 cm
Therefore, the =30 cm ' bandwidth of the HCP, which
is peaked near zero, causes the transition rate from d to p
to be slightly lower than that from d to f. Indeed we ob-
serve that population in the high-l states (including the f
level) grows faster than the p-state population.

At higher fields, the initial d state is depleted and pop-
ulation in the f and p states can be transferred back to
the initial d state, or to other levels. The p state is only
coupled to s and d states in the dipole approximation.
However, because the s-to-p transition frequency is ap-
proximately three times higher than the p to d frequency,
the dominant p-state transition is back to the d state. On
the other hand, the f-state couplings to the d and g states
are essentially the same due to the nearly identical cross
sections and & 1-cm transition frequencies. Hence, the
f-to-g coupling acts as a "leak" for population out of the

p d f-, -three-level system into the higher-l states. Lower
probability transitions at higher frequencies to states with
different n*, as well as multiphoton couplings to these
other levels prevent the high-/ states from trapping all of
the initial-state population. Ionization is negligible for
HCP fields &6 kV/cm for the n*=19 levels.

The redistribution process is dramatically different for
initially populated s states. The s levels are only coupled
to p states. However, as discussed above, the s-to-p tran-
sition rate is significantly smaller than the p-to-d rate due
to the larger s-to-p transition frequency, particularly for
the lower n* states. Therefore, compared to the d state,
the depopulation of the s state occurs much more slowly
with increasing field strength. In addition, the rapid p-
to-d transition rate limits the maximum p-state popula-
tion. Furthermore, population of the f and higher-l
states can only be achieved by the sequential or simul-
taneous absorption of at least three photons. Hence,
much higher fields are necessary to saturate the popula-
tion in the high-l states.

The curves in Figs. 6 and 7 are the result of several
different HCP field scans using different time bin widths
and peak ramp voltages. In both of the figures, the high-l
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FIG. 6. Population in diff'erent n *= 19 states as a function of
the HCP field for an initially populated 19d states; 19d (bold
solid curve), 191 )2 (solid curve), 10*p (dashed curve). (A)
shows the experimental results and (8) shows the results of the
quantum theory discussed in the text. In particular, note that
the d state is rapidly depleted via population of high-l and -p
states. At the highest fields shown, a substantial amount of pop-
ulation resides in the high-l states.

FIG. 7. Analogous to Fig. 6 for an initially populated 19*s
state; 19 s (bold solid curve), 19 l )2 (solid curve), 19 p (dashed
curve). Note that the s state depletes much more slowly than
the d states (see Fig. 6) due to its large frequency separation
from dipole allowed s-to-p transitions (see Fig. 1). There is only
qualitative agreement between experiment and theory, since the
field scales diff'er by a factor of 2.
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curve is produced using a voltage ramp with sufficient
amplitude to ionize the high-l, m states. The initial-state
and p-state curves are obtained using a lower peak ramp
voltage and narrow bin widths to reduce the amount of
signal from unwanted states. These narrow time bins re-
sult in improper relative normalization between the
initial-state and p-state curves. Therefore, the p-state
curves are normalized so that the maximum p-state signal
equals the average of the maximum p-state signal from
three different data runs with larger bin widths, which
more accurately determine the relative p amplitude. Fi-
nally, the field axis on the different scans are normalized
so that the field at which the initial state is depleted by
50% and the field at which the p state reaches its max-
imum value agrees with average field for these quantities
from four different data runs.

In Fig. 8(a), the peak fields required to reduce the ini-
tial n*d-state population to its minimum value and the
50% point are shown as a function of n *. In Fig. 8(b), we
plot the HCP field at which the probability for transfer-
ring population from an n*d level to the n*p state is
maximized vs n '. Analogous plots are shown for redis-
tribution from n *s in Figs. 8(c) and 8(d), with the excep-
tion that the s-state population does not exhibit any clear
local minimum. The Geld values are obtained from four
separate data runs and the errors are typically 15—20 %.

Figures 6(b), 7(b), and 8(a) —8(d) also show the results of
a quantum-mechanical calculation of the redistribution
process. The theoretical curves are the result of a numer-

0 0
0 0

E
O) -2

0

O
03

LLI

5-
I

'I 5 25

FIG. 8. Experimental (discrete points) and theoretical (con-
tinuous curves) field values required for population transfer for
initially populated s and d states as a function of n*. (A) Field
required to reduce the initial d-state population to 50% (trian-
gle, experiment; dashed curve, theory) and to minimize the d
state population (circle, experiment; solid curve, theory). (8)
Field required to maximize the population in the n *p state from
an initial n *d level (circle, experiment; solid curve, theory). (C)
Field required to reduce the initial s state to 50% (circle, experi-
ment; solid curve, theory). (D) Field required to maximize the
n*p-state population from the initial n*s state (circle, experi-
ment; solid curve, theory). The experimental error bars are ap-
proximately 20%. Note that there is agreement between experi-
ment and theory on the n dependence of the fields.

ical integration of the time-dependent Schrodinger equa-
tion, using a finite spherical basis set and the dipole ap-
proximation. The calculation assumes a Gaussian HCP
of 500-fs duration. The radial matrix elements are calcu-
lated using a standard Numerov integration algorithm [8]
and the quantum defects of the Na Rydberg states [9].
For the field strengths shown, up to 200 states are neces-
sary to describe the redistribution from an initial n*s or
n*d state. The results of these calculations are in agree-
ment with those of Reinhold, Shao, and Burgdorfer [5].

The results of the simulation for representative s and d
initial states are shown in Figs. 6(b) and 7(b), respective-
ly. There is some agreement with the experimental data.
In Fig. 7 the agreement is only qualitative since the field
scales for the experimental and theoretical curves differ
by a factor of 2. The largest discrepancy between experi-
ment and theory can be seen in the s-state curves. The s-
state data consistently show significantly less depletion
than predicted at any given field value. The difference
can be attributed (at least in part) to our inability to com-
pletely resolve the s-state signal from that of the higher-l
states.

The differences between the calculated and measured
fields are shown explicitly in Figs. 8(a) —8(d). It is impor-
tant to note that in some curves the data consistently falls
above the theoretical prediction, while in others it falls
below the expected values. This observation suggests
that the discrepancy between the measured and calculat-
ed redistribution probability is due to differences in the
spectral intensity distribution between the true HCP and
the Gaussian model pulse, not to an overall field calibra-
tion. In particular, s-state depletion relies on transitions
to p states at relatively high ( = 10 cm ') frequencies, and
the experimental 50% depletion requires a factor of 3
higher peak than predicted by theory. On the other
hand, d-state depletion can proceed primarily through
low-frequency ( ( I cm ') transitions to f states, and ex-
perimentally, 50% depletion requires fields that are com-
parable to or lower than those predicted. Therefore,
these results suggest that the power spectrum of the true
HCP is more sharply peaked at lower frequencies than
that due to a 500-fs Gaussian at these field strengths. Al-
though previous studies have observed negligible varia-
tion in the HCP duration with decreasing wafer bias volt-
age [3,10], it is possible that the bandwidth of the pulse
has a non-negligible bias voltage dependence at these low
voltages, which could be partially responsible for the
discrepancy.

The theoretical curves in the log plots in Figs. 8 are
nearly linear, suggesting fields that scale as powers of n *.
All of the curves have slopes ranging from approximately—2 to —4. This is the expected result from perturbation
theory. First, consider single-photon transitions. In this
case, the probability for transferring population from one
state to another is simply I' =I crF, where I depends on
the transition frequency and pulse bandwidth, o. is the
transition cross section, and E is the HCP field amplitude.
o. scales as n for l «n* and as n* for I =n for tran-
sitions between states n *l and n *l+1. Also, if the
change in transition frequency with increasing n * is small
compared to the pulse bandwidth, then I is nearly in-
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dependent of n*. Therefore, for a fixed transfer probabil-
ity, the requisite fields vary as n* for transitions be-
tween low-l states and as n* for transitions involving
high-1 states [11]. Inverse powers greater than 2 can be
caused by at least two different sources. The first is the
n* dependence of I . Variations in I with increasing n*
become significant if the transition frequencies fall out-
side of the HCP bandwidth. Since the pulse spectrum
has both low- and high-frequency limits (there can be no
dc component in the field), I' decreases rapidly if the
transition frequencies (i.e., the values of n *) get too large
or too small. The second source is multiphoton transi-
tions. If we consider transitions between states with
l «n* and if the intermediate transitions in the multi-
photon process all occur between states with the same
value of n*, then each radial matrix element scales as
n «2, and each energy detuning scales as n * [11].
Therefore, the transition probability can be written as
P=I"n* ' 'F, for a k photon process. The field re-
quired to transfer a given population fraction scales as
n* ' " ' ". So for k=1 and k »1, E will be propor-
tional to n and n*, respectively. If the transitions
are between states with l =n *, then the same arguments
above apply except for the different scaling of the radial
matrix elements. So for transitions between high-I states,
F is proportional to n and n for k=1 and
k » 1, respectively.

The d-state redistribution data in Figs. 8(a) and 8(b) are
in reasonable agreement with those predicted by theory.
The slopes of the s-state redistribution data in Figs. 8(c)
and 8(d) are also in fairly good agreement with theory.
The major source of error in the experimental data is the
imperfect resolution of the different final-state peaks in
the time-of-Qight spectrum. The data shown in Fig. 8 are
averages over severa1 data runs using different temporal
widths for the time bins used to integrate the signal in
each final-state peak. As mentioned previously, we esti-
mate the typical errors in the field values reported in Fig.
8 to be 15—20%.

The data and calculation both show a gradual decrease
in the maximum population transferred from d states to p
states with increasing n'. Conversely, the transfer of
population from s to p increases with increasing n*.
Both of these features can be attributed to increased s-to-

p coupling as the transition frequency moves toward the
peak of the HCP bandwidth. For n values in the low
twenties, 25% of s- or d-state population can be
transferred to the nearest p state. However, for n *=16,
the p state typically reaches a maximum population of
less than 10% for an initial s state and over 40% for an
initial d state.

IV. REDISTRIBUTION USING TWO
TIME DKLAYKD HCPs

The results of the single-pulse experiments show that
the population transfer process can be adequately de-
scribed using quantum mechanics and a model HCP.
Theoretically, the redistributed population is coherent,
and there is a well-defined phase difference between any
two states at any time during or after the HCP. After the

HCP, the wave function of the Rydberg electron can be
written as a superposition of different stationary energy
and angular-momentum states. The amplitude of each
eigenstate in the superposition contains the familiar
time-dependent phase factor e ' ', where E is the energy
of the eigenstate in atomic units. Therefore, the
spatial distribution of the final superposition state is
nonstationary.

The dynamic evolution of this nonstationary state is
extremely complex, and in general, it will be quite
different from that of radial or angular Rydberg wave
packets [12] or anti wave packets [6,13] that have been
produced using short laser pulses. The difference in the
dynamics of the states are linked to the differences in the
excitation mechanisms. Short laser pulses only change
that part of the Rydberg wave function that is near the
nucleus. Probability amplitude can be added to the small
radius part of the Rydberg potential via excitation from a
lower-lying state, or it can be removed from the core re-
gion via deexcitation or ionization. In addition, the
changes to the Rydberg wave function are symmetric
with respect to the positive and negative directions along
the laser polarization. On the other hand, HCPs can al-
ter the Rydberg wave function near the nucleus as well as
far from it. Furthermore, the unipolarity of the HCP au-
tomatically introduces an asymmetry in the Rydberg
wave function, as long as the pulse duration is shorter
than the Kepler period of the Rydberg orbit. Hence, a
true HCP can be extremely useful for creating new types
of dynamic states in atoms.

Of course, the description in the last paragraph hinges
on the assumption of a coherent redistribution process.
This assumption must be verified experimentally. There-
fore, we have performed an experiment that examines the
redistribution of Rydberg population using two temporal-
ly separated HCPs. The level of coherence in the popula-
tion transferred to each state is determined by looking for
a change in the transfer probability as a function of the
time delay between the two pulses.

The observed changes in the redistribution process as a
function of delay between two pulses can be described in
several different ways. For simplicity, consider a nonde-
generate two-level system which is subjected to two tem-
porally separated, phase-coherent electromagnetic pulses.
The following descriptions can be generalized to include
an arbitrary number of interacting states. The pulses
need not be identical. Assume that before the pulses ar-
rive, all population is in level

~
1 ) . The first pulse

transfers some population to state ~2). The amplitudes
of states ~1) and ~2) include time-dependent phase fac-
tors exp( iE, t) and exp( iE2t—), respective—ly There-.
fore, they acquire the phase at different rates due to their
different energies. The second pulse will transfer popula-
tion from ~1) to ~2) and from ~2) to ~1). The probabili-
ty amplitude in each state after the second pulse depends
on the relative phase between the two states during the
second pulse. This phase difference is proportional to the
time delay between the two pulses. In fact, the popula-
tion left in either state will exhibit a sinusoidal modula-
tion as a function of the delay. Hence, the transfer prob-
ability is analogous to the intensity at the output of an
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FIG. 9. Schematic of the two-pulse apparatus showing the
symmetric orientation of the HCP generators and the 50-pm
collection sht used to achieve adequate temporal resolution.
Note that no transient attenuators are used for the two-pulse ex-
periments.

optical interferometer as a function of the difference in
optical path length between the two legs of the inter-
ferometer. The two pulses act as beam splitters that split
and the recombine probability amplitudes [6,14].

Alternatively, we can consider the two pulses to be
components of a single field. The frequency spectrum of
the field will depend on the bandwidth of the two separat-
ed pulses as well as the separation between them. The
presence of the two pulses produces a modulation in the
frequency spectrum of the total field. As the delay be-
tween the two pulses is increased, the oscillations move
through the frequency spectrum, producing delay-
dependent maxima and minima in the field intensity at
the

I
1 ) to I2) resonance frequency.

A third, equivalent description can be formulated if we
consider the time-dependent distribution of charge on the
atom. Before the first pulse, the charge distribution is
stationary. After the pulse, the atom is left in a linear su-
perposition of I1) and I2). The spatial charge distribu-
tion of this superposition state will oscillate with a fre-
quency (E2 Ei) a.u. —During the second pulse, the in-
teraction of the field with oscillating charge distribution
will depend on the relative phase between the field and
the oscillation of the superposition state.

All three of the above descriptions rely critically on
phase coherence between the two pulses and between the
atom and the pulses. In recent laser experiments, two
phase-coherent time-delayed pulses have been produced
by splitting a laser pulse using a Michelson interferome-
ter [6]. However, phase coherence is never a problem
with a true HCP, and two time-delayed pulses will always
be coherent, even if the pulses originate from two
separate sources. The "phase" of the HCP is fixed by the
sign of the bias voltage on the GaAs wafer. In our exper-
iments, the two HCPs are created using two different
GaAs wafers that are illuminated by two time-delayed
laser pulses (see Fig. 9). Note that since the laser pulses

convey no optical phase information to the HCPs, the
jitter in the delay between the two pulses need only be
small compared to the O.S-ps duration of the HCP.
Therefore, the stability constraints are greatly relaxed
over laser experiments that require relative pulse jitter
much less than the femtosecond optical period [6].

The two HCPs enter the interaction region antiparallel
to each other and at right angles to the dye laser and
atomic beams, as shown in Fig. 9. This geometry gives a
temporal resolution for the relative pulse decay, which is
limited to the pulse transit time beneath the extraction
hole. Therefore, for the two-pulse experiments, electrons
are extracted through a 50-pm slit in the upper field
plate. This gives us a temporal resolution of (200 fs,
which is less than half of the HCP duration.

Figures 10(a) and 10(c) show the population in the
17'd and 17'p levels as a function of delay between two
pulses, each with a peak field of 700 V/cm. The initial
state for the scan is 17*d. The population in both states
shows strong periodic variations over nanosecond time
scales [Figs. 10(a) and 10(c) show only portions of the
complete scan]. Hence, at these peak fields, the coher-
ence of the redistribution process is clearly maintained.
The 17*d population in Fig. 10(a) shows modulations at
two different frequencies. A discrete Fourier transform
of the data displayed in Fig. 10(a) is shown in Fig. 10(b).
Two peaks corresponding to the single-photon transitions
between 17'd to 17*f and 17'd to 17"p can clearly be
seen. These are the two dominant transitions expected
from lowest-order perturbation theory. In addition, the
area under the d to fresonance -is -slightly larger than
that under the d-to-p peak, in agreement with the transi-
tion rate arguments presented previously.

The p-state population displayed in Fig. 10(c) shows a
strong rapid oscillation and a weaker broad modulation.
The Fourier transform of this scan, which is shown in
Fig. 10(d), confirms that the p state is modulated at the
same transition frequencies as the d state. However, the
amplitude and phase of the modulation are different. The
implicit assumption of insignificant initial-state depopula-
tion in lowest-order perturbation theory predicts that the
p-state population should oscillate at the d-to-p transition
frequency only. Therefore, the appearance of the small
d to-f transition peak -in Fig. 10(d) shows that lowest-
order perturbation theory has already broken down for
these states at fields of 700 V/cm. Ionization of the 17d
state is negligible until the peak HCP field is an order of
magnitude or more larger.

Figures 11(a)—11(d) show a numerical simulation of the
data displayed in Figs. 10(a)—10(d) for a peak HCP field
of 400 V/cm. The calculation involves the same numeri-
cal integration of the time-dependent Schrodinger equa-
tion described above, assuming a Gaussian HCP shape.
All angular-momentum states corresponding to at least
five different principal quantum numbers centered on the
initial state are used in the calculation. All of the experi-
mental and theoretical results presented here were ob-
tained with the two pulses polarized in opposite direc-
tions.

As is the case with single-pulse redistribution, the
theoretical results are in qualitative agreement with the
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field used in the experiment is 430 V/cm while 220 V/cm
was used in the calculation to achieve better qualitative
agreement with the data. The predominant transition
frequencies appear as peaks in the spectrum. The effect
of direct s-to-d transitions and p-to-d transitions in the p-
state population is apparent. However, the Fourier spec-
tra show that the 20*s to 20*p transition dominates, as
predicted by perturbation theory.

Analogous spectra are shown in Figs. 13(a) and 13(b) at
substantially higher peak fields of 1.8 kV/cm (experi-
ment) and 800 V/cm (theory). Strong transitions involv-
ing the absorption of one, two, and three photons are
visible. Note that the amplitude of the peaks correspond-
ing to higher-order transitions are comparable in height
to the single-photon features. Hence, perturbation
theory is no longer valid in this regime. The HCP field
required to produce a few percent of ionization from the
same initial state is & 6 kV/cm. Therefore, perturbative
analysis becomes invalid for field strengths much lower
than those necessary for ionization.

V. DISCUSSION

In general, the qualitative agreement between theory
and experiment for both the single- and double-pulse
redistributions rapidly disappears with increasing field
strength. Typically, the agreement holds for fields com-
parable to those needed to maximize the transfer of popu-
lation to the nearest p state. One possible explanation for
the lack of agreement in high fields is the decrease in
selectivity of our field ionization technique when a large
number of states are populated. Instead of detecting the
population in a single state, we actually measure the pop-
ulation in one state plus part of the population in several
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FICx. 12. Fourier transform of (A) experimental and (B)
theoretical interferograms for the transfer of population to the
20 p level by two oppositely polarized HCPs from an initially
populated 20*s state. One large and two smaller peaks can be
observed in both transform spectra. The arrows correspond to
transitions from (1) 20*p to 20d, (2) 20*s to 20d, and (3) 20*s to
20*p. The experimental HCP field is 430 V/cm, while the
theoretical Geld is 220 V/cm. Note in particular the appearance
of peak (2), which is the result of a two-photon transition that
does not directly involve the p state that is detected.

FIG. 13. (A) and (B) are analogous to Fig. 12 at peak fields of
1.8 kV/cm and 800 V/cm, respectively. Note the large number
of peaks in both the experimental and theoretical spectra.
Peaks corresponding to transitions involving the absorption of
at least one, two, and three photons are visible in both (A) and
(B). The number of heads on each arrow corresponds to the
minimum number of photons that must be absorbed for a given
transition. More peaks are visible in the theoretical spectra
than in the experimental one, including several higher-
frequency peaks at )30 cm '. From left to right, (1) the single
arrows label transitions 20d-20f, 20 p-20d, 19 p-19d, 20 s-
20 p, and 20 s-19 p; (2) the double arrows label transitions
20*p-20f, 20 s-20d, 20d-21 s, 20*s-19d, and 20 s-21 s; and (3)
the triple arrow labels the 20 s-20f transition. The large peak
amplitude ratio of the one-photon to two-photon transitions in
Figs. 12 is not seen in these figures. In fact, two and three-
photon transitions that do not directly involve the p state are
more important to the p-state redistribution than direct single-
photon processes from the s state. This is direct evidence that
perturbation theory does not adequately describe the redistribu-
tion for these states at these Geld strengths.



52 COHERENT POPULATION TRANSFER AMONG RYDBERG. . . 1381

other states. Unfortunately, we have no good quantita-
tive method for measuring how much of the signal we
detect comes from di6'erent unwanted states. Therefore,
a comparison with theory becomes difficult. Another
source of error is population transfer due to noise in the
HCP. Once the peak field strength is high enough to sat-
urate transitions, the relative importance of low-level
noise and the small nonunipolar components in the HCP
increases. Furthermore, the two-pulse experiments are
sensitive to relative amplitude jitter, especially in strong
fields where transitions are driven past saturation with a
single pulse. This relative amplitude noise is not a prob-
lem in configurations where a single pulse is split into two
using a Michelson interferometer. In that case there is
amplitude noise, but not relative jitter. Undoubtedly,
both the decrease in Gnal-state selectivity, pulse noise,
and deviations in the temporal pulse shape from the
Gaussian model are major contributors to the discrepan-
cy between theory and experiment at high Geld.

Our ability to theoretically predict (at least qualitative-
ly) the results of the coherent population transfer process,
as well as ionization with HCPs, indicates that the basic
interaction between Rydberg atoms and these pulses is
reasonably well understood. Therefore, these pulses may
now be used as tools for probing and creating dynamic
states in atoms. Due to the unique unipolar nature of
HCPs, they may be used to excite and probe time-

dependent asymmetries in atomic charge distributions as
well as asymmetries in momentum distributions. The
ability of these pulses to detect orientation dependences
in Rydberg states has already been established [2]. Fu-
ture experiments may be aimed at using these pulses to
excite transient dipole moments in atomic systems to
change the angular distribution of photoelectrons or to
modulate collision cross sections.

In summary, we have studied the coherent redistribu-
tion of population among Rydberg states in Na. The
redistribution process is very efficient, transferring essen-
tially all of the initial-state population to other bound
states. In particular, high-angular-momentum states are
easily populated from low-angular-momentum states in a
single HCP. The redistribution process has been studied
as a function of peak field for a single HCP and as a func-
tion of the relative time delay between two HCPs. The
latter technique allows us to observe the evolution from
perturbative to nonperturbative dynamics. Generally,
the results are in qualitative agreement with numerical
quantum-mechanical calculations.
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