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L-shell x-ray production and subshell ionization cross sections have been measured for 0.4—1.8-
MeV/amu carbon and nitrogen ions for selected heavy elements with 72 & Z~ ~ 90. The results yre com-
pared with the predictions of the ECPSSR theory [perturbed-stationary-state (PSS) theory with energy-
loss (E), Coulomb deflection (C), and relativistic (R) corrections] describing both direct ionization and
electron-capture processes and the semiclassical approximation (SCA} calculations for direct ionization.
For both theories significant deviations are found for L2-subshell ionization in the low-energy range.
The multiple ionization of outer shells was studied by comparing L x-ray intensity ratios measured for
heavy ions and protons. The ionization probabilities of the N4 subshell at zero impact parameter was ex-
tracted from these data. Measured ionization probabilities are compared with the predictions of the
SCA theory and the "geometrical model. " The inAuence of multiple ionization on the measured L-
subshell cross sections is discussed.

PACS number(s): 34.50.—s

I. INTRODUCTION

A growing interest in inner-shell ionization by light
ions, stimulated by both the development of x-ray analyt-
ical methods (e.g., the particle-induced x-ray emission)
and the need for a deeper understanding of the funda-
mental process of the interaction of ions with matter, has
resulted in many experimental and theoretical works in
the past two decades. The experiments, concerning K-,
L-, and M-shell ionization, were mostly limited to the
light projectile such as protons and helium ions [1—7].
Simultaneously with experimental studies, both classical
and quantum-mechanical models were developed for
describing direct ionization, which is the dominating
mechanism of vacancy production in asymmetric col-
lisions (Z| ((Z2), where Z, and Z2 are the projectile
and target atomic numbers, respectively. Generally, the
direct ionization can be described within the plane-wave
Born approximation (PWBA) [8] and the semiclassical
approximation (SCA) [9]. Both approaches were further
improved to include the hyperbolic trajectories for the in-
cident projectiles [10—12], the use of relativistic wave
functions [13—17) and the correction for the "binding-
polarization effect" [18—20]. The most advanced theory
based on PWBA, including the corrections listed above,
is known as the perturbed-stationary-state (PSS)
theory with energy-loss, Coulomb deflection, and
relativistic corrections (ECPSSR) of Brandt and
Lapicki [21]. State-of-the-art calculations based on the
SCA model have been described by Trautmann and co-

workers [22,23].
Theoretical models give a good description of the EC-

shell ionization in a broad range of projectile energies and
target atomic numbers for protons and helium ions. The
same is also true for L-shell ionization by protons. How-
ever, for heavier projectiles, the experimental data are
not in agreement with the first-order ionization theories,
particularly for the case of L-subshell ionization process-
es in the low-energy range. Serious discrepancies be-
tween experimental data and theoretical predictions were
already found for helium ions [24,25]. The principal
reason for such discrepancies is the fact that the theoreti-
cal approaches mentioned above are treating I subshells
independently, neglecting the coupling effects. The possi-
ble vacancy transfer between subshells during the col-
lision modifies the L-subshell ionization cross sections
[26—28]. The binding and polarization effects, which
cannot be described properly in first-order calculations,
are also expected to contribute to the observed discrepan-
cies for heavier ions, due to stronger perturbation of the
initial electronic wave function. In order to quantify
these effects more systematically, more experimental data
concerning L-subshell ionization by heavy ions are need-
ed, especially in the low-energy regime. The number of
experimental studies concerning L-shell ionization by
projectiles heavier than protons and helium ions is rather
limited. For instance, for carbon and nitrogen ions,
which are a subject of the present work, we have found
only a few publications. For carbon ions, Sarkadi and
Mukoyama [29] reported I-;-subshell ionization cross sec-
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tions for gold in the energy range 0.4—3.4 MeV, Malhi
and Gray [30] measured individual L x-ray cross sections
for Yb and Au at energies of 6—36 MeV, and Mehta
et al. [31] reported total L x-ray production cross sec-
tions for di6'erent elements from Cu to Pb in the energy
range 2.0—25.0 MeV. For nitrogen ions the situation is
similar. The most often studied element is Au, which was
investigated by Sarkadi and Mukoyama [29] in the ion
energy range 1.7—2. 8 MeV and by Palinkas et al. [32]
for ion energies of 3.0—18.2 MeV. The individual L x-
ray production cross sections for Au and Yb targets born-
barded by 7.0—42.0-MeV nitrogen ions were reported by
Malhi and Gray [30]. Bauer et al. [33] have measured
total L-shell x-ray production cross sections for Ag, Ta,
and Au targets for nitrogen ion energies 0.125—4.0
Me V/amu.

In the present work, we study L,-subshell ionization of
some heavy elements between Hf and Th by ' C + and
' N + ions in the energy range 0.4—1.8 MeV/amu. The
investigations cover the range of atomic number ratios
0.067 & Z, /Zz & 0.097 and the reduced velocities
0.095 &U, /U2 &0.250, where Ui and U2 denote the projec-
tile and target electron velocities, respectively. The possi-
ble inhuence of multiple ionization on the change of the
atomic parameters, used for calculation of L-subshell ion-
ization cross sections, is discussed.

The measured cross sections are compared with those
predicted by the ECPSSR theory, which describes both
direct-ionization (DI) and electron-capture (EC) process-
es. We also make a comparison with the SCA calcula-
tions of Trautmann and Kauer [23] but only for the DI
process. This is justified by the fact that for low charge
states of carbon and nitrogen ions (q =3+ ) the EC pro-
cess contributes less than 5% to the total ionization cross
section, as was estimated using the ECPSSR theory.

II. EXPERIMENTAL AND DATA ANALYSIS
PROCEDURE

A. L-subshell ionization cross sections

Ion beams of ' C + and ' N + were obtained from the
Tandem accelerator at the Institute of Physics of the Uni-
versity of Erlangen-Nurnberg. The measurements were
performed at incident energies ranging from 0.4 to 1.8
MeV/amu. Prior to entering the target chamber, the
beam was collimated to a diameter of 2 mm. Thin targets
(4—50 pg/cm ) of Hf, Ta, W, Os, Ir, Pt, Au, Bi, and Th
were irradiated with typical beam currents of about
10—20 nA, which were monitored by the charge collec-
tion on target and Faraday cups. The targets were
prepared by evaporating the elements in vacuum onto
10—20-pg/cm carbon backing foils. The targets were
mounted at an angle of 30 with respect to the beam
direction. X rays were detected by an ultralow-energy
Canberra HP Ge detector having a resolution of 150 eV
at 6.4 keV. The detector was placed outside the target
chamber, perpendicular to the beam axis. The x rays, be-
fore reaching the active volume of the detector, passed
through a 25-pm metallized Mylar chamber window, a
10-mm air gap, and a 25-pm beryllium detector window.
A. Mylar filter (10 or 15 pg/cm ) was applied occasionally

to attenuate strong M-shell x rays. The x-ray detector
efficiency was carefully calibrated in two ways. For ener-
gies above about 12 keV, calibrated (+3%) x- and y-ray
sources of ' Ba, ' Eu, and 'Am were used. The
efficiencies between 2 and 28 keV were obtained from
Ineasurements of EC x-ray yields for a set of thin calibrat-
ing targets (from S to Sn) bombarded by 3-MeV protons.
The "reference" K-shell ionization cross sections of Paul
and Muhr [4] were used for this purpose. Special care
was devoted to making an accurate determ. ination of the
detector efficiency close to the Ge K absorption edge,
where L x-rays of the elements under study occur. A
procedure suggested originally for Si (Li) detectors by Pa-
jek et al. [34] has been extended to HPGe detectors and
used to analyze the detector efficiency in our case. We
found that the observed increase of the detector efficiency
above the Ge-K absorption edge (see Fig. 1) could not be
explained by the detector model used [34]. In this situa-
tion the fitting was performed independently in two ener-

gy regions, namely, below and above the Ge-K absorption
edge, resulting in overall efficiency uncertainties of about
4%. We also note here that a similar eKciency curve for
the Canberra HPGe detector was reported by other au-
thors [35]. This indicates that the explanation of the ob-
served increase of efficiency for a higher plateau needs
further study.

Measured L x-ray spectra were analyzed using a non-
linear least-squares code ACTIv [36]. Individual Ll,
Lai 2, Lrl, Lp4 6, Lpi, Lpz 3p Lp5 7 9' L7 5& L7'ip L7 2 3 6 sp

and L y~ 4 x-ray lines were fitted using Gaussian peaks on
a polynomial background. Because Ly, and Ly» «
lines were further used to extract L&- and L2-subshell
ionization cross sections, special care was devoted to the
analysis of L, lines, which were not fully resolved by the
x-ray detector. Namely, we used single Gaussians for
fittin Ly&, L y&, and Ly44. peaks, while two Gaussians
were necessary to fit ihe Ly2368 line, especially for
heavier targets. This is partly connected with the natural
structure of the analyzed peak consisting of two pairs of
lines, namely, Ly2, Ly3, and Ly6, Ly8, being the transi-
tions to L, and L2 subshells, respectively. For example,
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FIG. 1. X-ray detector (HPGe) efticiency curve.
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for the Au target bombarded by 16.8-MeV nitrogen ions,
the relative intensities of these lines, assuming 100% for
the L y, x-ray line, were estimated to be about
I(Lys):I(Ly2): I(Ly6):I(Ly3)=0.8:8:9.4:10 [40]. The
energy difFerence between the extreme L y d L 1'f 2 an p 3 ines
was of the order of 100 eV. Due to the additional
broadening of Ly lines caused by the outer-shell multiple
ionization, it was not possible to resolve the structure of
the Ly2 3 6 g peak uniquely. Consequently, for the deter-
mination of LI-subshell ionization cross sections using
the L 1'h y2 3 6 g line, the complex nature of this line was tak-
en into account [see Eq. (3a)]. A typical L x-ray spec-
trum, measured for an Au target bombarded by 14-MeV
nitrogen ions, is shown in Fig. 2 together with the result
of L x-rays fitting.

For determination of the L x-ray production cross sec-
tions, the individual x-ray yields were normalized to the
number of projectiles scattered elastically into a Si sur-
face barrier detector, placed at 0=150 relative to threaive to t'e
beam axis. Assuming that the x rays emitted from the
targets have an isotropic distribution, the x-ray produc-
tion cross sections o „(E)were obtained from the data us-

ing the following expression:

X„o„(O,E)Qd
o„ E = F(E bE),

where X and N, &
are the numbers, corrected for dead

time, of detected x rays and projectiles scattered elastical-
ly into the detector solid angle Q respectively dd & ivey, an
c „&

iis the x-ray detector efficiency. The screened elas-
tic cross section cr,&(O, E) for heavy ions has been cal

F(E bE
ated following Huttel et al. [37]. The corre t' f te correc ion actor

) included in our formula takes into account
both x-ray absorption and the energy loss of ions in the
target. Assuming that the x-ray production cross section
o „(E)and the stopping power S(E) depend on the ener-

X ~ 1 —
—,'(a —P+px )

+ —,'[(a —P)(a —P—1)(2a—3P)px

2 —I

)2]
bE

px (2)

where x =E cosy cos5 IS (E).
Here, y and 5 are the angles between the normal to the

target and, respectively, the ion beam axis and the direc-
tion of the x-ray detector. An iterative procedure [38]
was applied to extract a from the measured x-ray produc-
tion cross sections. Practically, three iterations were
sufhcient to determine cx with an accuracy of less than
1%. The values of /3 were calculated using the heavy-ion
stopping powers of Ziegler, Biersack, and Littmark [39].
We have checked that the correction procedure described
above is accurate within 5% when the relative energy loss
of ions is less than 25%. For the thickest target investi-
gated, namely, 48 pg/cm Ta, the estimated energy loss
was about 230 keV for 5.6-MeV nitrogen ions. In this
case, the cross-section correction was about 11%.

The measured La, 2, Ly, , and Ly236 g x-ray produc-
tion cross sections were converted to the L-subshell ion-
ization cross sections using the following expressions.

Oi — 0
1 ~2, 3,6, 8

I
~6, 80 ~ r

Yl

1

I y col
(3a)

gy as E and E~, respectively, we have obtained the fol-
lowing approximate expression for the correction factor:

2

F(E,bE) = 1+—'(2+P) ——'(2+P)(3+P)
2 6
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B. Multiple ionization eÃects

All atomic parameters, used for obtaining the L-
subshell ionization cross sections, were calculated for a
single-vacancy configuration. However, for heavy ions
the probability of producing more than one vacancy dur-
ing a collision cannot be neglected. The effect of multiple
ionization is usually studied by analyzing the satellite x-
ray line structure measured with a high-resolution x-ray
spectrometer. To extract the information about multiple
vacancies from measurements with lower-resolution
detection, we use a method proposed by Berinde et al.
[42]. This method is based on the fact that relative inten-
sities of lines filling a vacancy in the same subshell are
inAuenced by the presence of additional vacancies in the
levels from where the lines originate. Thus these relative
intensities can give information about multiple ionization
including vacancies in the higher subshells. This hap-
pens, for instance, when the probabilities of ionizing the
corresponding initial states differ substantially from each
other. For L-shell ionization, to study the effect of simul-
taneous multiple ionization of the M and X shells, the ap-
propriate x-ray intensity ratios are I(Ll(L3 —M1))/
I(L~1 2(L3 —M4 &)) and I(Lrl(L2 M1))/I(Ly1(L2-—N4) ), respectively. To extract the I and ¹hell ion--
ization probabilities, these ratios have to be measured un-
der the same conditions both for heavy ions and, for in-
stance, protons, for which the multiple ionization effect is
not expected to play a role. Consequently, by comparing
I(Ll)/I(L, 2) and I(Lrl)/ I(Ly, ) ratios and assuming

pM «pM, the authors of Ref. [42] obtained the follow-

ing formulas for ionization probability per electron for
M4 ~ and X4 subshells, simultaneously with L-shell ion-
ization:

(I1 /I )H, = (1 pM ) '(I1 /I —)~, (4a)

r3
oL3 1

(f13 f12f23) L1 f23 L2
3 cx1 2

where the total (I', ) and individual (I ) radiative
i 'ri

rates were taken from Scofield [40]. For fiuorescence, co,.

and Coster-Kronig transition yields f; the va. lues from
Chen, Crasemann, and Mark [41] were adopted.

Final uncertainties of the measured ionization cross
sections were estimated as 6—20% for the L, subshell,
5 —12 % for the L 2 subshell, and 4—10 % for the L 3 sub-
shell. They were caused, mainly, by the 3—4% uncer-
tainty of eSciency calibration of the HPGe detector and
statistical uncertainties of x-ray yields, especially for the
weakest Ly2 3 6 8 line ( & 3%), used in the derivation of
L-shell ionization cross sections. An exception was the
thinnest Th target (3.5 pg/cm ), where this uncertainty
was up to 6%. The accuracy of the ion-beam energy is of
the order of 0.1%%uo. This introduces an additional sys-
tematic uncertainty of the measured cross sections of less
than 1% for the lowest energies studied.

(I„/Ir )H, =(1—
p1v ) '(I„/Ir )p, (4b)

1 PM

PN4
(5b)

where 220'1'(E) is the alignment parameter for heavy
ions and protons, respectively, and k corrects for the
transfer of vacancies from the L

&
and L2 subshells to the

L3 subshell [43]. From the SCA calculations we found
that pM =0.01 and p& =0.10, thus justifying Eq. (4b).

1 4

This means that using Eq. (5b), the value ofp& can easily

be obtained. Moreover, combining Eqs. (5a) and (Sb), one
finds

(I1/I, )HI

(I„/I, )H1

1 p~ 1 0 225kA211 (E)(I1/Ir )q

1 —
pM, , 1 —0.225kA~20(E)(I„/I )~

(6)

from which pM can be estimated when pN is known.
4, 5 4

In this way, both pM and pN can generally be derived
4, 5 4

from the measurements. For the proton energies studied,
the intensity ratios are expected to be defined by the ra-
tios of corresponding radiative widths, namely, I&/I

lt2
= I &/I and I„/I~ =1 „/1 r, which is due to neglect-

1,2 r1 n r1'
ing the multiple ionization and the alignment in this case.

In order to measure the simultaneous L-shell and M4 5-
or X4-subshell ionization probabilities, additional mea-
surernents were performed using thicker Au (250-
pg/cm ) and Bi (200-pg/cm) targets, to assure better
statistics for weak L lines. The measurements were per-
formed using both C and N ions and 3-MeV protons.
Low-energy M x-rays, induced in the targets, were at-
tenuated by a 200-pm Mylar absorber to keep dead-time
correction below 8%. We have found that for proton ex-
citation the intensity ratios for Lg and L y &

x-ray transi-
tions agree with Scofield's radiative widths [40] within
12% for Au and 5% for Bi. For the ratios of LI and
Le, z transitions, the agreement is within 3%.

III. RESULTS AND DISCUSSION

A. L-subshell ionization cross sections

The experimental L;-subshell ionization cross sections
for C and N ions for the investigated targets are summa-

where the subscripts HI and p stand for heavy ions and
protons, respectively. We point out, however, that the
assumption pM «pM is not strictly valid. For in-

1 4, 5

stance, the M-subshell ionization probabilities are compa-
rable when calculated with the SCA theory for an ion en-
ergy E=2 MeV/amu. Consequently, by including both
the ionization probability for the M& subshell and the
alignment in (4a) and (4b), the following formulas are ob-
tained:

1 —0.225k A '(E)
(I1/I )H1= (I1/I

1 —
pM 1 —0.225k' 20(E)

t

(Sa)
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rized in Tables I and II, respectively, where the average
total experimental uncertainties are also listed.

For L-subshell ionization of atoms with 72&Z2 &90
by carbon and nitrogen ions, we found only the cross sec-
tions for gold reported by other authors [29,30,32].
These data are compared with our results and with the
predictions of SCA and ECPSSR theories in Figs. 3 and
4. For carbon ions, the cross sections for I.2 and I.3 sub-
shells measured by Malhi and Gray [30] are about 30%%uo

smaller than ours. For the I.
&

subshell our results are
higher by up to 80%. Present results for N ions, shown
in Fig. 4, are in good agreement with the data of Palinkas
et al. [32] and recent data of Malhi and Gray [30].

The measured I.-subshell ionization cross sections are
compared with the predictions of the ECPSSR and SCA

theories. The ECPSSR theory, developed by Brandt and
Lapicki [20,21], describes both the direct-ionization and
the electron-capture processes within the PWBA and
Oppenheimer-Brinkman-Kramers-Nikolaev approxima-
tion, respectively. These approximations were further
corrected [20,21,44] in the ECPSSR theory for the fol-
lowing e6'ects: the binding-polarization phenomena
treated in a framework of the perturbed-stationary-state
formalism; the Coulomb deAection (C) of the projectile;
the relativistic (R) and, so-called, energy-loss (E) effects.
For the initial charge state of carbon and nitrogen ions
being q =3+ in the present experiment, the ECPSSR
theory predicts that the EC process contributes less than
4%%uo to the ionization cross sections.

The SCA calculations used in the present work were

TABLE I. L-subshell ionization cross sections (in barns} measured for C ions and the average experimental uncertainties. The
numbers in brackets represent factors of powers of 10.

Energy
(MeV)

4.8
6.0
7.2
9.6

12.0
14.4
16.8
19.2
21.6

LI

0.105 [+2]
0.208 [+2]
0.318 [+2]
0.727 [+2]
0.118 [+3]
0.148 [+3]
0.166 [+3]
0.378 [+3]
0.651 [+3]

Hf
0.229 [+2]
0.400 [+2]
0.764 [+2]
0.149 [+3]
0.222 [+3]
0.341 [+3]
0.383 [+3]
0.717 [+3]
0.832 [+3]

L3

0.474 [+2]
0.911 [+2]
0.201 [+3]
0.423 [+3]
0.727 [+3]
0.106 [+4]
0.121 [+4]
0.226 [+4]
0.297 [+4]

0.556 [+1]
0.120 [+2]
0.186 [+2]
0.407 [+2]
0.684 [+2]
0.989 [+2]
0.149 [+3]
0.232 [+3]
0.355 [+3]

L2

Ta
0.197 [+2]
0.382 [+2]
0.673 [+2]
0.128 [+3]
0.234 [+3]
0.388 [+3]
0.457 [+3]
0.612 [+3]
0.830 [+3]

L3

0.402 [+2]
0.899 [+2]
0.163 [+3]
0.362 [+3]
0.650 [+3]
0.113 [+4]
0.143 [+4]
0.195 [+4]
0.265 [+4]

L]

0.645 [+1]
0.971 [+1]
0.157 [+2]
0.283 [+2]
0.507 [+2]
0.787 [+2]
0.136 [+3]
0.170 [+3]
0.275 [+3]

W
0.150 [+2]
0.285 [+2]
0.480 [+2]
0.976 [+2]
0.165 [+3]
0.224 [+3]
0.373 [+3]
0.449 [+3]
0.598 [+3]

L3

0.407 [+2]
0.781 [+2]
0.145 [+3]
0.333 [+3]
0.600 [+3]
0.692 [+3]
0.138 [+4]
0.155 [+4]
0.230 [+4]

Uncer.
{%%uo)

8—12 7—8 6—7 5—6 4—5 6—9 5—7 4—5

Os Pt

4.8
6.0
7.2
9.6

12.0
14.4
16.8
19.2
21.6

Uncer.
(%)

0.546 [+1]
0.981 [+1]
0.157 [+2]
0.315 [+2]
0.512 [+2]
0.778 [+2]
0.114 [+3]
0.163 [+3]
0.290 [+3]

10-17

0.919 [+1]
0.199 [+2]
0.376 [+2]
0.762 [+2]
0.127 [+3]
0.194 [+3]
0.281 [+3]
0.362 [+3]
0.358 [+3]

8—11

0.232 [+2]
0.560 [+2]
0.106 [+3]
0.254 [+3]
0.463 [+3]
0.745 [+3]
0.106 [+4]
0.145 [+4]
0.211 [+4]

5-7

0.476 [+1]
0.919 [+1]
0.179 [+2]
0.296 [+2]
0.487 [+2]
0.599 [+2]
0.112 [+3]
0.135 [+3]
0.240 [+3]

8-17

0.878 [+1]
0.172 [+2]
0.317 [+2]
0.677 [+2]
0.112 [+3]
0.172 [+3]
0.242 [+3]
0.316 [+3]
0.410 [+3]

5-7

0.191 [+2]
0.472 [+2]
0.902 [+2]
0.219 [+3]
0.931 [+3]
0.619 [+3]
0.910 [+3]
0.123 [+4]
0.161 [+4]

4—5

0.773 [+2]
0.989 [+2]
0.149 [+3]
0.260 [+3]

8—10

0.147 [+3]
0.204 [+3]
0.266 [+3]
0.350 [+3]

5—7

0.503 [+3]
0.746 [+3]
0.988 [+3]
0.130 [+4]

4—5

0.545 [+1] 0.760 [+1] 0.140 [+2]
0.102 [+2] 0.140 [+2] 0.354 [+2]
0.140 [+2] 0.262 [+2] 0.713 [+2]
0.325 [+2] 0.580 [+2] 0.178 [+3]

Au Bi Th

4.8
6.0
7.2
9.6

12.0
14.4
16.8
19.2
21.6

Uncer
{%)

0.537 [+1]
0.102 [+2]
0.163 [+2]
0.315 [+2]
0.587 [+2]
0.770 [+2]
0.124 [+3]
0.187 [+3]
0.252 [+3]

8—10

0.665 [+1]
0.135 [+2]
0.241 [+2]
0.476 [+2]
0.882 [+2]
0.149 [+3]
0.188 [+3]
0.269 [+3]
0.320 [+3]

5—7

0.111 [+2]
0.291 [+2]
0.600 [+2]
0.144 [+3]
0.270 [+3]
0.525 [+3]
0.630 [+3]
0.891 [+3]
0.116 [+4]

4—6

0.270 [+1]
0.507 [+1]
0.103 [+2]
0.196 [+2]
0.295 [+2]
0.378 [+2]
0.511 [+2]
0.560 [+2]
0.885 [+2]

15-20

0.325 [+1]
0.703 [+1]
0.134 [+2]
0.293 [+2]
0.423 [+2]
0.649 [+2]
0.105 [+3]
0.134 [+3]
0.191 [+3]

7—8

0.635 [+1]
0.165 [+2]
0.362 [+2]
0.941 [+2]
0.154 [+3]
0.244 [+3]
0.410 [+3]
0.581 [+3]
0.773 [+3]

5—8

0.355 [+0]
0.155 [+1]
0.168 [+1]
0.539 [+1]
0.132 [+2]
0.104 [+2)
0.220 [+2]
0.309 [+2]
0.301 [+2]

15-20

0.714 [+0]
0.158 [+1]
0.416 [+1]
0.105 [+2]
0.187 [+2]
0.270 [+2]
0.390 [+2]
0.547 [+2]
0.842 [+2]

6—13

0.191 [+1]
0.514 [+1]
0.122 [+2]
0.332 [+2]
0.629 [+2]
0.981 [+2]
0.150 [+3]
0.233 [+3]
0.359 [+3]

5—10
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described by Trautmann and co-workers [22,23]. Briefly,
this approach assumes that the motions of the projectile
is along the classical hyperbolic trajectory, whereas the
atomic electron is described quantum mechanically using
the relativistic hydrogenlike wave functions. Here, the
binding effect is simulated by the "united-atom" limit.
Present SCA calculations predict only the direct ioniza-
tion but. , as was estimated above, a contribution due to
electron capture is negligible.

In Figures 5 and 6, the measured L,-subshell ionization
cross sections for C and N ions„respectively, normalized
to the ECPSSR predictions, are plotted against the scaled
velocity gl =2u, /uL OL . Here u, and ul are the projec-

j. i t

tile and electron velocities, respectively. The dimension-
less parameter 91 =n EL /AZJ is the scaled L;-subshell

1

binding energy, where EL is the observed electron hind-
i

ing energy, % is the Rydberg constant, n is the principal
quantum number, and ZL denotes the screened nuclear

I,

charge of the atom [45j in units of the electron charge.
The most striking discrepancy between theory and ex-

periment is found for the L2-subshell ionization by C and
N ions (see Figs. 5 and 6), where the experimental data
are strongly underestimated by the ECPSSR theory in
the low-energy region. At the lowest velocities (/=0. 25)
the disagreement reaches a factor of about 10, and then

TABLE II. L-subhsell ionization cross sections (in barns) measured for N ions and the average experimental uncertainties. The
numbers in brackets represent factors of powers of 10.

L2

Ta

L3 L3

5.6
7.0
8.4
9.8

11.2
12.6
14.0
16.8
19.6
22.4

Uncer.
(%)

0.875 [+ lj 0.217 [+2] 0.398 [+2]
0.171 [+2] 0.452 [+2] 0.984 [+2]
0.265 [+2] 0.731 [+2] 0.170 [+3]

0.306 [+3]
6—8

0.544 [+3]
5 —6

0.139 [+4]
4—5

0.530 [+2] 0.135 [+3] 0.352 [+3]
0.797 [+2] 0.186 [+3] 0.489 [+3]
0.103 [+3] 0.222 [+3] O. S94 [+3]
0.180 [+3] 0.315 [+3] 0.839 [+3]

0.666 [+ lj
0.141 [+2]
0.235 [+2]
0.330 [+2]
0.459 [+2]
0.607 [+2]
0.796 [+2]
0.129 [+3]
0.192 [+3]
0.265 [+3]

7—9

0.186 [+2]
0.379 [+2]
0.643 [+2]
0.851 [+2]
0.804 [+2]
0.141 [+3]
0.201 [+3]
0.279 [+3]
0.382 [+3]
0.485 [+3]

5—8

0.334 [+2]
0.825 [+2]
0.146 [+3]
0.210 [+3]
0.208 [+3]
0.377 [+3]
0.517 [+3]
0.732 [+3]
0.968 [+3]
0.118 [+4]

4—5

0.500 [+1]
0.994 [+1]
0.176 [+2]
0.215 [+2]
0.285 [+2]
0.462 [+2]
0.598 [+2]
0.968 [+2]
0.134 [+3]
0.202 [+3]

6—14

0.163 [+2]
0.323 [+2]
0.558 [+2]
0.789 [+2]
0.106 [+3]
0.147 [+3]
0.203 [+3]
0.240 [+3]
0.321 [+3]
0.422 [+3]

5—8

0.303 [+2]
0.674 [+2]
0.126 [+3]
0.200 [+3]
0.282 [+3]
0.389 [+3]
0.555 [+3]
0.604 [+3]
0.832 [+3]
0.111 [+4]

4—5

Os

5.6
7.0
8.4
9.8

11.2
12.6
14.0
1.6.8
19.6
22.4

Uncer.
(%)

0.491 [+ lj
0.966 [+1]
0.197 [+2]
0.296 [+2]
0.407 [+2]
0.576 [+2]
0.723 [+2]
0.941 [+2]
0.141 [+3]
0.214 [+3]

8 —10

0.123 [+2]
0.250 [+2]
0.401 [+2]
0.608 [+2]
0.850 [+2]
0.112 [+3]
0.143 [+3]
0.191 [+3]
0.260 [+3]
0.311 [+3]

6—8

0.208 [+2]
0.521 [+2]
0.933 [+2]
0.152 [-+3]
0.226 [+3]
0.311 [+3]
0.422 [+3]
0.511 [+3]
0.703 [+3]
0.862 [+3]

4—5

0.528 [+1]
0.104 [+2]
0.154 [+2]
0.204 [+2]
0.361 [+2]
0.437 [+2]
0.67S [+2]
0.656 [+2]
0.126 [+3]
0.199 [+3]

8—15

0.108 [+2]
0.218 [+2]
0.359 [+2]
0.532 [+2]
0.731 [+2]
0.926 [+2]
0.132 [+3]
0.178 [+3]
0.227 [+3]
0.291 [+3]

6—8

0.159 [+2]
0.417 [+2]
0.808 [+2]
0.132 [+3]
0.191 [+3]
0.256 [+3]
0.355 [+3]
0.484 [+3]
0.616 [+3]
0.718 [+3]

5 —6

0.560 [+1]
0.988 [+1]
0.177 [+2]
0.249 [+2]
0.344 [+2]
0.514 [+2]
0.719 [+2]
0.805 [+2]
0.129 [+3]

0.882 [+1]
0.177 [+2]
0.301 [+2]
0.443 [+2]
0.626 [+2]
0.783 [+2]
0.118 [+3]
0.154 [+3]
0.195 [+3]

0.126 [+2]
0.346 [+2]
0.691 [+2]
0.112 [+3]
0.166 [+3]
0.219 [+3]
0.320 [+3]
0.443 [+3]
0.532 [+3]

5 —9

Bi Th

5.6
7.0
8.4
9.8

11.2
12.6
14.0
16.8
19.6

Uncer.
(%)

0.415 [+1]
0.106 [+2]
0.172 [+2]
0.252 [+2]
0.300 [+2]
0.474 [+2]
0.559 [+2]
0.760 [+2]-
0.116 [+3]

13-18

0.905 [+1]
0.145 [+2]
0.247 [+2]
0.379 [+2]
0.517 [+2]
0.680 [+2]
0.910 [+2]
0.133 [+3]
0.179 [+3]

8—11

0.172 [+2]
0.262 [+2]
0.540 [+2]
0.936 [+2]
0.138 [+3]
0.189 [+3]
0.265 [+3]
0.375 [+3]
0.495 [+3]

7—10

0.234 [+1]
0.464 [+1]
0.747 [+1]
0.115 [+2]
0.167 [+2]
0.228 [+2]
0.309 [+2]
0.361 [+2]
0.483 [+2]

15—25

0.418 [+1]
0.844 [+1]
0.149 [+2]
0.216 [+2]
0.301 [+2]
0.444 [+2]
0.557 [+2]
0.763 [+2]
0.106 [+3]

9—12

0.572 [+1]
0.155 [+2]
0.334 [+2]
0.582 [+2]
0.843 [+2]
0.135 [+3]
0.173 [+3]
0.245 [+3]
0.333 [+3]

9—12

0.675 [+0]
0.815 [+0]
0.236 [+1]
0.521 [+1]
0.374 [+1]
0.648 [+1]
0.106 [+2]
0.117 [+2]
0.205 [+2]

15-30

0.105 [+1]
0.288 [+1]
0.558 [+1]
0.824 [+1]
0.127 [+2]
0.161 [+2]
0.222 [+2]
0.353 [+2]
O.SOO [+2]

6—12

0.158 [+1]
0.504 [+1]
0.114 [+2]
0.223 [+2]
0.376 [+2]
0.564 [+2]
0.727 [+2]
0.124 [+3]
0.167 [+3]

6—12
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I I I I I decreases gradually for higher velocities. Above /=0. 55
the theory describes the experimental data within experi-
mental uncertainties. The same tendency is observed for
the I.3 subshell, but here the discrepancies are not so
strong. The low-energy data are, on average, by a factor
of two higher than the theoretical predictions. For the
L, 3 subshell we found, however, that despite the good
agreement between experiment and theory for C ions,
substantial discrepancies by a factor of two are observed
for N ions. L, &-subshell ionization cross sections agree
within 40% with the ECPSSR theory for scaled velocities
below 0.55. Above this value, the data are systematically
higher than the theoretical predictions, up to a factor of
3. Similar general features are observed when comparing
the present data with the SCA theory (see Figs. 7 and 8)
despite an improved agreement for L, 2 and L, 3 subshells.
Here, the discrepancies between experiment and theory
for I.2 subshells are reduced to a factor of five for low en-
ergies. The SCA theory describes the measured 1.3-
subshell ionization cross sections better, but above /=0. 5
the data are systematically lower by about 20% for C
ions, and reach a factor of two for N ions. For the I.,
subshell in the low-energy range, the present data are sys-

FIG. 3. L-subshell ionization cross sections of Au bombard-
ed by carbon ions compared with the results of other authors
and with predictions of the ECPSSR and SCA theories.
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FIG. 4. L-subshell ionization cross sections of Au bornbard-
ed by nitrogen ions compared with the result of other authors
and with predictions of the ECPSSR and SCA theories.

SCALED VELOCITY

FIG. 5. Measured L-subshell ionization cross sections for
carbon ions normalized to the ECPSSR-theory predictions, as a
function of the scaled velocity gi . Symbols used are the follow-

ing: Hf, open circles; Ta, open squares; W, open triangles; C)s,
open crosses; Ir, full squares; Pt, black and white squares; Au,
black and white circles; Bi, full squares; and Th, full triangles.
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tematically 40% lower than the SCA predictions. As one
can see in Figs. 5 —8, the predictions of the SCA theory
are in better agreement with the measured data in the
low-energy regime. This arises from different approaches
used to describe the binding effect in the two theories. In
the SCA calculations this effect was simulated by the
united-atom (UA) limit, which is generally justified in
slow collisions ( g (( 1 ), for which the adiabatic distance
is smaller than the orbital radius. For the present data,
the scaled velocity assumes the values 0.2(g(0.8, so
the united-atom limit can be regarded only as an approxi-
mation to simplify the calculations. The binding correc-
tion used in the ECPSSR theory leads to an overestima-
tion of the effective binding energy in the low-energy lim-
it, exceeding even the UA value. This observation was
pointed out by Vigilante et al. I46], who introduced the
"saturation" of the binding correction into the ECPSSR
theory, resulting in a significant improvement of the
ECPSSR predictions for the L-shell ionization of
medium-Z elements by helium ions I46]. Following this
idea, we tried to explain the observed discrepancies at
low energies by saturation of the binding energy at its
UA value. We found, however, that contrary to the con-
clusion of Vigilante et al. I46], this modification does not
appreciably change the cross sections for L-shell ioniza-

tion for heavy elements by C and N ions. This surprising
result is explained by a weaker dependence of the reduced
binding energy 0 on Z2 for heavy elements, which does
not change the UA binding energy with respect to its SA
value as much as for the intermediate Z2. To discuss this
effect more quantitatively, the reduced electron binding
energy, according to the prescription used in the
ECPSSR theory for the united atom (/=0), is compared
with the experimental UA reduced binding energy for the
ZUA =Z, +Z2 atom in Fig. 9 versus the projectile atomic
number Z&. Here one finds that for gold atoms the bind-
ing corrections used in the ECPSSR theory in the UA
limit for L

&
and 12 subshells agree very well with the ex-

perimental united-atom binding energies. For the L3
subshell the ECPSSR binding correction overestimates
the experimental binding energies by about 5% for C and
N ions in the UA limit. However, since in the present ex-
periment g') 0.2, this ett'ect is expected to be even smaller
due to a diminishing role of the binding effect for higher
velocities.

The discussion above fully indicates the importance of
a proper description of the binding effect in the )ow-
energy regime. Further improvement of the calculations
would be possible by performing a fully time-dependent
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FIG. 6. Measured i,-subshell ionization cross sections for ni-
trogen ions normalized to the ECPSSR-theory predictions, as a
function of the scaled velocity gi . The symbols used to mark

different elements are the same as in Fig. 5.

FICr. 7. Measured I.-subshell ionization cross sections for
carbon ions normalized to the SCA-theory predictions, as a
function of the scaled velocity g'L . The symbols used to mark

difFerent elements are the same as in Fig. 5.
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FIG. 8. Measured L-subshell ionization cross sections for ni-

trogen ions normalized to the SCA theory predictions, as a
function of the scaled velocity gL . The symbols used to mark

1

dN'erent elements are the same as in Fig. 5.

binding correction in the SCA approach, as was done ear-
lier for the K shell [47].

At higher ion energies (g) 0.5) the theoretical predic-
tions overestimate the measured L3-subshell ionization
cross sections by about a factor of 2.5. A possible ex-
planation for this disagreement can be found in the inade-
quate description of the binding-polarization effects in
'tllc medium vcloclty 1aIlgc (g 1), wllclc thc polalIzatlon
is expected to be strongest. It should be emphasized„
however, that the polarizatio~ effect is not included in
the SCA calculations. We also note here that the ob-
served overestimation of present experimental results by
the theoretical predictions is consistent with the data re-
ported by other authors (see Fig. 4).

As was shown in Figs. 8 and 9, the SCA calculations
performed in the UA limit cannot eliminate the strong
underestimation of the experimental data by theory in the
low-energy range. One possible explanation for this
phenomenon is related to the couplings between L, sub-
shells. This effect was first studied by Sarkadi and
Mukoyama [26] in a simple two-step model treating ion-
ization and subshell couplings as two independent pro-
cesses. This approximation was further refined by the
same authors in a framework of a coupled-state model
[27,48,49]. The performance of the coupled-state model
for a description of L,-subshell ionization of heavy ele-
ments induced by helium ions was tested by Sarkadi and
Mukoyama [24]. They found that their model reduces
the discrepancies between the experimental L, 2-subshell
ionization cross sections and the predictions of the first-
order perturbation theory in the low-energy region by a
factor of four. Also, Palinkas et al. [32] showed that the
two-step model successfully describes the measured L;-
subshell ionization cross sections for Au bombarded by
nitrogen ions. The importance of coupling eA'ects for L—
shell ionization by ion impact has been studied in Refs.
[50,51] by performing coupled-channel calculations.

The data for the LI subshell (Figs. 5 —8) show, in gen-
eral, a much bigger spread of experimental points com-
pared to L2 and L, 3 subshells. The L, &-subshell ionization
cross sections are derived from the weakest Ly'„- 3 6 ~

x-
ray line, for which additionally a contribution of Ly6 8

transition from the L2 subshell has to be subtracted.
Consequently, Li-subshell ionization cross sections are
more sensitive to the atomic parameters used for the con-
version of the measured L x-ray cross sections into ion-
ization cross sections. The fluorescence yields of Chen,
Crasemann, and Mark [41] for the LI subshell are not in
agreement with the data of Krause [52]. Additionally,
both sets of m& are for the single-vacancy configuration,
and they can be further modihed due to the multiple ion-
ization of outer shells. This effect will be discussed in the
next section.

0 g5 I I I I I I

0
I I I~ I

5 10
ATOMIC NUMBER Z ~

I

15

FIG. 9. Ratio of the reduced binding energy OL, calculated

according to the ECPSSR-theory formalism in the UA limit
(/=0), to experimental UA binding energy.

8. Multiple ionization probabilities

The effect of multiple ionization of outer shells by
heavy ions was studied by comparing the L x-ray spectra
induced by protons with those measured for C and N ions
adopting the method described in Sec. IIB. Applying
this method to Lg and Ly& x-ray lines, we determined,
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using Eq. (6b), the probability per electron of simultane-
ous ionization of the L, shell and the X4 subshell. This
was done by assuming that the ionization probability for
the M, subshell is much smaller than the one for the X4
subshell, i.e., p~ &&p& . Derived ionization probability

4

versus reduced velocity U& /Uz is shown in Figs. 9 and 10
for C and N ions corresponding to Au and Bi targets, re-
spectively. Present results are in good agreement with
the data reported by Berinde et al. [42]. Qn the other
hand, Bhattacharya et al. [53] reported data lying by a
factor of three higher, which, due to a low x-ray energy
resolution and poor statistics for the Lg line in their ex-
periment were„ in our opinion, overestimated.

The measured ionization probabilities can be compared
with ionization probabilities at zero impact parameter,
pM (0) and p~~ (0), because of the much smaller L-shell ra-

I

dius compared with the dimensions of M and X shells.
Theoretical ionization probabilities pM (0) and pIY (0)

I

were calculated using the SCA theory and the "geometri-
cal model" (GM) of Sulik et al. [54]. The geometrical
model, based on the binary encounter approximation
BEA [55], makes use of the scaling variable

Z]
x =4 V&6( V),

where V=u, /uz is the reduced pro]ectde velocity (uz
denotes the atomic electron velocity) and G( V) is the
SEA scaling function. In calculations, we used the
Gerjuoy-Vriens-Garcia 6 ( V) function tabulated by
McGuire and Richard in Ref. [55]. The ionization prob-
abilities were calculated using the geometrical model for
two extreme cases, namely, for separated- and united-
atom limits. The SCA calculations were performed in the

UA limit using the relativistic hydrogenic wave func-
tions. Figures 10 and 11 show that the predictions of the
SCA theory for p v (0) agree with the measured data

within the experimental uncertainties. On the other
hand, the geometrical model predicts the ionization prob-
ability only within a factor of two. We have used SCA
calculations to check the correctness of our assumption
pM (0) «p& (0), which was used to obtain the experi-

1 4

mental values of ionization probabilities for the N4 sub-
shell. Indeed, we find that, according to the results of the
SCA, pM (0)=0.01 and pz (0)=0.10—0. 18 in the energy

range 1 —30 MeV. This implies that possible corrections
due to neglecting p~ (0) in Eq. (5b) are of the order of ex-

1

perimental uncertainties of ionization probabilities of
about 30%.

The average ionization probabilities for the M4 &
sub-

shell, h (0), can generally be derived from the mea-
4, 5

sured I(Ll)/I(LaI z) ratios, following the method de-
scribed in Sec. II 8 [see Eq. (5b)]. Since the ionization
probabilities for M& and M45 subshells are, however,
comparable, Eq. (5a) cannot be used in this case to ex-
tract p~ (0} probabilities, as was the case for p~ (0).

4, 5 4

For instance, the calculations of ionization probabilities
performed within the SCA model showed that p~ (0) and

pM (0) probabilities are higher than p~ (0) by about a
5 1

factor of 2. Similar estimates were obtained by using the
geometrical model. Moreover, the value of the
I(LI, )/1(LaI 2) ratio also depends on the alignment pa-
rameter 220(E), which one is not well known for heavy
ions. Since the absolute value of the ionization probabili-
ty for M4 5 subshells is about 0.02, which is comparable
to the magnitude of the correction for alignment [see Eq.
(6)], we have found that the ionization probability
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FIG. 10. N4-subshel1 ionization probability per electron a
zero impact parameter for Au bombarded by C and N ions vs
the reduced velocity V= el /U~. The experimental data are
compared with the SCA calculations and the geometrical model
predictions in separated-atom and united-atom limits.

FIG. 11. N4-subshell ionization probability per electron at
zero impact parameter for Bi bombarded by C and N ions vs the
reduced velocity V=V, /U2. The experimental data are com-
pared with the SCA calculations and the geometrical model pre-
dictions in separated-atom and united-atom limits.
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TABLE III. The average energy shifts of individual Ly x-ray
lines of Au and Bi bombarded by C and N ions due to the multi-
ple ionization eA'ect. Theoretical predictions estimated using
SCA calculations are shown in parentheses.
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FIG. 12. I(LI ) 1'I(La& 2) ratio measured at 90' relative to the
beam axis (open squares) for Au and Bi targets bornbarded by C
and N ions. Theoretical predictions of the SCA L3 alignment
calculations are shown.

p~ (0) cannot be derived with acceptable accuracy.
4, 5

Figure 12 shows that the measured I(Ll)/I(Lai 2) ratios
are fairly well described by the SCA calculations. Some
discrepancies observed at low energies were also reported
by Jitschin et al. [56] and Palinkas et al. [32], who suc-
ceeded in explaining them in terms of coupling effects
[49].

The efFect of multiple ionization of outer M and X
shells causes the energy shift of L x-ray lines. This effect
can thus be used to check independently the estimated
ionization probabilities for M and X shells. Using the
ionization probabilities pM (0) and pz (0) estimated from

t t

SCA calculations, we found that the expected x-ray ener-

gy shifts for L „La, 2, Lrt, and LP, lines are below 20
eV. These energy shifts are, however, of the order of ex-
perimental uncertainties of x-ray energies, which are
about 18 eV. Larger x-ray energy shifts were observed
for Ly x-ray lines. They were about 50 eV for Ly, and
in the range of 100—150 eV for Lyp 3 6 s and Ly~ ~ (see
Table III). Using the SCA calculation, we determined
the average x-ray energy shifts due to additional M- or
X-shell vacancies for Au by taking the average energy
shift per vacancy from Ref. [57]. In these estimates, the
contribution of the vacancies in the 0 shell was neglect-
ed, because of the absence of data for this shell. The
measured and calculated x-ray energy shifts for L lines
are summarized in Table III. For the Ly &

line the mea-
sured energy shifts agree with theoretical estimations. A
discrepancy observed for Ly 2 3 6 8 can be explained by
neglecting a contribution of the dominating L, -O„04
transitions due to a lack of data for the 0 shell. For the
same reason, we cannot estimate the theoretical energy
shifts for the Ly4 z. line. We observe that the measured
x-ray energy shifts scale with Z, , as expected from first-
order theories.

Using estimated ionization probabilities, we estimated
a possible change of the atomic parameters for Au and Bi
to be about 5% for relative individual radiative rates and
7% for the fluorescence yields. For this purpose, we
made use of a simplified formula of Lapicki et al. [58],
which assumes the same ionization probabilities per elec-
tron for all subshells that are outer with respect to a
given shell. We have estimated this probability as a mean
weighted value of the measured p~ (0) and pz (0) proba-

t

bilities. Finally, we found that the expected change of
the atomic parameters due to multiple ionization can
inAuence the ionization cross sections for the L, and L2
subshells in the range 10—12%. For the L3 subshell, this
effect is practically negligible.

IV. CQNCI. USIQNS

L-subshell ionization cross sections for selected heavy
elements from Hf to Th were measured for ' C and ' N
ion bombardment in the energy range Q. 4—1.8
MeV/amu. The results for L2-subshell ionization cross
sections are systematically underestimated by the predic-
tions of the ECPSSR and SCA theories up to a factor of
10 and 5, respectively. Qbserved discrepancies are ex-
pected to be related to the L-subshell coupling effects not
accounted for in the theories discussed above. For higher
energies (/=1) the theories overestimate the data up to a
factor of two, which is probably connected with the
binding-polarization effects not fully accounted for in the
calculations.

The ionization probabilities for the X4 subshell were
derived from the data. The results are compared with the
predictions of the SCA theory and of the geometrical
model. Possible changes of the atomic parameters used
in the derivation of the L-subshell ionization cross sec-
tions due to multiple ionization effects are discussed.
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