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Numerical computation of optimum values for nonlinear parameters in a Rayleigh-Ritz variational
trial function is considerably more difficult than numerical computation of optimum values for linear
parameters. Thus, an analytic understanding of the mechanisms that determine these optimum
values can be quite useful. Uniform asymptotic expansions can be used to explore these mechanisms
for the nonlinear parameter that sets the length scale for a basis set. These uniform asymptotic
expansions usually involve two or more different kinds of terms whose relative importance changes
as the nonlinear parameter changes, with two different terms being equally important at the point
where the nonlinear parameter has its optimum value. Interference effects between these different
terms are typical, and tend to become most pronounced near the optimum value. These different
kinds of terms arise from singularities of the wave function, from the neighborhood of the classical
turning point for the basis functions, and/or from saddle points. Comparisons of theory with
(numerical) experiment will be given for Rayleigh-Ritz calculations on three model problems that
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illustrate the kinds of terms listed above.

PACS number(s): 03.65.Ge, 31.15.Ar, 31.15.Pf, 02.70.—c

I. INTRODUCTION

The Rayleigh-Ritz variational method is widely used
for calculating bound state energies and wave functions.
The effectiveness of the method depends on the choice of
basis functions. A well chosen basis will yield both rapid
convergence and tractable matrix element integrals. It
follows that an understanding of the factors that influ-
ence the convergence behavior is an important part of
the practitioner’s toolkit.

The art of fitting simple analytic functions to the em-
pirically observed convergence behavior of Rayleigh-Ritz
calculations has been practiced for a long time. A theory
of rates of convergence that could be used to validate this
curve fitting — and to warn of its pitfalls — was slow in
coming. The most important early papers, by Kato [1],
Schwartz [2], Lakin [3], and Klahn and Morgan [4], are
discussed by Hill [5]. A readable introduction to these
ideas can be found in the work of Morgan [6]. Rates
of convergence of the partial-wave expansions of atomic
correlation energies have been discussed by Kutzelnigg
and Morgan [7]. The convergence behavior of Gaussian
basis sets has been discussed in papers by Klopper and
Kutzelnigg [8] and Kutzelnigg [9,10].

A typical Rayleigh-Ritz calculation uses a trial func-
tion that depends on a number of parameters. Optimum
values for the parameters that enter linearly can be ob-
tained by solving a matrix eigenvalue problem. Optimum
values of nonlinear parameters have to be obtained via
numerical minimization, which is much more expensive.
It can also be difficult because the numerical algorithms
used for the purpose can miss the global minimum and
get trapped in local minima. Analytic formulas that give
approximations to the optimum values of nonlinear pa-
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rameters can save this expense; analytic insight into the
minimization can help to locate the global minimum even
if the task of minimization must be completed numeri-
cally. Analytic results of this kind require asymptotic
expansions that are uniformly valid in the nonlinear pa-
rameter. Such expansions are more difficult to construct
than (nonuniform) expansions of the type used in a pre-
vious paper by the present author on rates of convergence
for the Rayleigh-Ritz variational method [5].

The notion of uniformity as it applies to asymptotic
expansions can be understood by considering as an ex-
ample the expansion coefficients ¢ (a) = (5,(;1)!1#), which
appear when a wave function |¢) is expanded in a set

of orthonormal basis vectors |§,(v°‘)) that depend on a pa-
rameter o, which could be the parameter that sets the
length scale for the basis set. Roughly speaking, a large
k asymptotic expansion of ¢ () is uniformly valid in
a parameter o for a in some domain D if the error of
the approximation obtained by truncating the series can
be made smaller than some prescribed error tolerance
by making k sufficiently large, with the same sufficiently
large k being adequate for all « in D. In the present
paper, a will be the parameter that sets the length scale
for the basis set and the domain D will have to be large
enough to include the optimum value of o. The notion
of uniformity can be made precise by writing the asymp-
totic expansion in the form

N
ek (@) =367 (@) +e(V,a). (1.1)

The terms cfc") (a) and the error € (N, a) are required to
have the properties
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1) (@) /e (a) | < 87 (a), (1.2)
le (W, a) /e (a) | < 68N (a), (1.3)
Jim 5 (a) =0, (1.4)
lim 6™ (a) =o0. (1.5)

k— oo

Formulas (1.2) and (1.4) say that each term of the ex-
pansion (1.1) is much smaller than the preceding term if
k is sufficiently large. Formulas (1.3) and (1.5) say that
the error € (V, &) is much smaller than the last term kept
if k is sufficiently large. The asymptotic expansion (1.1)
is said to be uniformly valid in « for a in some domain D
if error bounds 6,(:) (o) and 6,(:’N) (a) can be found that
are independent of a and satisfy (1.4) and (1.5) for all «
in D.

The present paper is the first step in an effort to gain
an analytic understanding of the minimization with re-
spect to nonlinear parameters. It extends and improves
on the methods developed in [5] for analyzing rates of
convergence for the Rayleigh-Ritz method. The analytic
mechanisms that determine the optimum value of the
nonlinear parameter that sets the length scale for a ba-
sis set are the principal focus. These mechanisms are
explored by choosing a basis e (a;2) of harmonic oscil-
lator functions, defined by

er (a; z) — 7r—1/42—k/2 (k!)—l/z

xa'/?Hy, (az) exp (—a?2%/2), (1.6)

whose length scale is set by the nonlinear parameter a.
The Hj in (1.6) are Hermite polynomials in standard
notation (see [11], pp. 192-196, or [12], pp. 249-255).
Variational trial functions of the form

K

PERE) () =" cxer (s 2)

k=0

(1.7)

are used to construct Rayleigh-Ritz variational approxi-
mations E®RK) (o) to the exact ground state energies
E of the Hamiltonians

@ - 1€ 1 ), (18)
2 dz?  cosh®(z)
1 d? 1
H® — _ 333 T o z € [0, 00), (1.9)
and

2
HE = _ % + 22 + Az*, z € (—o0,0). (1.10)

The Schrédinger equation for the Hamiltonian H (%) with
its cosh™2 potential is an exactly solvable potential well
model. The Hamiltonian H®) is the Hamiltonian for the
S states of the hydrogen atom when a factor of z from
the volume element is included in the wave function. The
Hamiltonian H () describes the anharmonic oscillator.
Uniform asymptotic expansions are used to calculate
analytic approximations to the error E(RR:K) (a) — E
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that are uniformly valid in « for K large; these analytic
approximations to ERRX) (o) — E are then minimized
with respect to a to obtain analytic approximations to
the optimum value of o as a function of K. These ana-
lytic approximations are compared with optimum values
of o determined by purely numerical methods. The an-
alytic approximations to optimum « are found to agree
with the numerical optimization to several digits even
for moderate values of K. The functional forms that fol-
low from the theory tend to be more complicated than
the simple forms usually used to fit empirically obs/ . ved
convergence behavior.

The three Hamiltonians (1.8)—(1.10) have been chosen
to illustrate several different kinds of terms that can con-
tribute to the large K asymptotic behavior of the error
E®RRK) (o) — E. For (1.8), the optimum value of « is
determined by a competition between contributions from
singularities of the wave function in the complex plane
and contributions from the neighborhood of the classical
turning points of the basis functions (1.6). The situa-
tion for (1.9) is similar, except that the singularities of
the wave function in the complex plane are replaced by
a singularity on the real axis. The situation for (1.10)
is rather different, because the wave function for (1.10)
has no singularities in the finite complex plane; in this
case the contributions to the asymptotic behavior of the
error come from a set of four saddle points in the com-
plex plane that can move to the real axis, coalesce, and
then move apart again as « increases. Although the cal-
culations have all been performed for the basis functions
(1.6), the author believes that the extension of the re-
sults to basis sets built from other classical orthogonal
polynomials should be straightforward.

The paper is organized as follows. The extended and
improved theory of rates of convergence for the Rayleigh-
Ritz method is outlined in Sec. II. Section III summa-
rizes needed properties of the basis functions (1.6). Sec-
tions IV, V, and VI discuss the Hamiltonians (1.8), (1.9),
and (1.10), respectively. Section VII indicates how sim-
ilar calculations can be carried out for basis sets built
from other classical orthogonal polynomials. A number
of computational details have been relegated to the Ap-
pendixes.

II. CONVERGENCE RATES FOR THE
RAYLEIGH-RITZ VARIATIONAL METHOD

This section will outline a method for analyzing con-
vergence rates for the Rayleigh-Ritz variational method,
which extends and improves the method developed in [5].
The method as presented here is valid for both ground
and excited states and can be used to calculate as many
terms as may be needed in the asymptotic expansion of
the error. The section begins by outlining the Rayleigh-
Ritz approximation. Best approximation in a Hilbert
space is discussed next. The rate of convergence for the
Rayleigh-Ritz approximation is then obtained by estab-
lishing the connection between the Rayleigh-Ritz approx-
imation and best approximation in a Hilbert space.

The Rayleigh-Ritz method looks for an approximation
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| BR:K)) to the exact wave function |¢) of the form

K
WJ(RR;K)) — Z E;eRR;K)lﬁk)s (2.1)
k=0

where the |;) are a set of linearly independent basis vec-
tors that are complete in a function space that contains
the desired exact wave function |¢). It will be convenient
to assume that the |£;) are orthonormal in the Hilbert
space L? of square integrable functions, so that

(€kl€e) = Ok.e-
The coefficients EiRR;K) in the approximation (2.1), and
the approximate energy eigenvalues E®RR:K) of 3 Hamil-
tonian H, are obtained by solving the matrix eigenvalue
problem

(2.2)

K
Z(lgkingl)EgRR;K) - E(RR;K)ESGRR;K),
£=0

(2.3)

which is obtained by looking for the stationary values of
the Rayleigh quotient

(3p RRE) | F | (RRSK)y /(o] (RRSK) |, (RRSK) y (2.4)

with respect to the coeflicients EiRR;K). If the eigenvalues
Ei of H for 0 < k < J are ordered so that E < Fy41,

and if the eigenvalues E,ERR;K) of the matrix eigenvalue

problem (2.3) are ordered so that E,ERR;K) < E‘,&R};;K)
for 0 < k < K, then the eigenvalues of (2.3) are up-

per bounds to the eigenvalues of H: E; < E~',(CRR;K) for
0 < k£ < min(J,K). Physicists and chemists usually
cite Hylleraas and Undheim [13] and MacDonald [14] for
this result, which actually goes back to an 1890 paper
of Poincaré, and was probably known to Lord Rayleigh.
Proofs plus a brief history may be found in the first two
chapters of Weinstein and Stenger [15].

A principal difficulty in the analysis of rates of
convergence for the Rayleigh-Ritz method 1is the
fact that the coefficient ESCRR;K) of |€) in the approxima-
tion (2.1) changes as K is increased. A way around this

difficulty uses an approximation |¢) ~ |1/~)(B i)y given by

K
BB = " &xlm),

k=0

(2.5)

for which the coefficients é, are independent of K, as
an initial approximation (which is corrected later) to the
approximation (2.1). The basis functions |7) in (2.5) are
linear combinations of the basis functions |£) in (2.1):

’

&) = Ukelme), (2.6)
k=0

[’

ey = S (U, Iéx)-

k=0

(2.7)
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It is convenient to incorporate the summation limits in
(2.6) and (2.7) in the coefficients and define Uy, and
(U —1) k. to be upper triangular matrices:
-1

Ure=(U"Y),, = 0 for k>2 (2.8)

The basis vectors |n;) are determined by the require-
ment that they be orthonormal in a Hilbert space whose
inner product is obtained from a suitably chosen self-
adjoint positive definite linear operator B. If |u) and
|v) are vectors in a linear space S, the quadratic form

{p|B|v) associated with B satisfies all of the axioms for
an inner product and can be used to construct the norm

I W) lls = /@B,

The linear space S equipped with the norm || |v) ||g is'a
pre-Hilbert space, which can be completed to a Hilbert
space with (u|B|v) as its inner product, which will be
called the B-Hilbert space. If B = I, where I is the
identity, the Hilbert space obtained is L2. If B = T +
(%I, where T is the kinetic energy operator and 32 is a
positive real number, the Hilbert space obtained is the
first Sobolev space H!. Other choices of the positive
definite operator B give rise to other Hilbert spaces. The
basis vectors |n) satisfy the orthonormality relation

(x| B|ne) = Ok,e-

(2.9)

(2.10)

The coefficients & in (2.5) are determined by minimiz-
ing the norm || |§9(BX)) ||p of the error |§y(BiK)) =
[4) — |4(BK)) to obtain the best approximation in the
B-Hilbert space. The result is

&k = (k| B|9)-

If the basis vectors |n;) are complete in the B-Hilbert
space, the error is given by

(2.11)

oo

6By = S~ ey lmk).

k=K+1

(2.12)

The matrix Uy that appears in (2.6) is obtained from
the Cholesky decomposition
min(k,£)

> Uilie

i=0

(€|Bl|&e) = By, = (2.13)

where the bar over Uj; denotes complex conjugation.
The Uj ¢ are calculated recursively from the formulas

1/2

k-1
Ukk = | Br,k — Z \Uj x| , (2.14)
j=0

k—1
Uke= | Bre— Y UjnUje /Uk,k, E<f (2.15)
j=0

It should be noted that the construction of the basis vec-
tors |ng) from (2.7), (2.14), and (2.15) guarantees that
they are complete in the function space that contains the
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desired exact wave function |¢) if the |{) are complete in
that function space, but does not guarantee that they are
complete in L? or in the B-Hilbert space. This causes no
difficulty, however, because only completeness in a func-
tion space that contains the desired exact wave function
|#), and whose notion of convergence implies the con-
vergence of the Rayleigh-Ritz method, is needed for our
analysis.

For later use we record the formulas for L2, which are
the B = I special cases of the formulas above. The best
approximation in L? is |¢) =~ |1/~1(L2"K)), where

K
W",(m;K)) = chlfk)- (2.16)

k=0

The ¢ are given for all k£ by
ck = (kl¥)- (2.17)

The error is
650y = N ehfén). (2.18)
k=K+1

The rate of convergence of the approximation (2.16) can
be analyzed by expressing the right-hand side of (2.17)
as an integral and using methods for the asymptotic ap-
proximation of integrals to obtain a large k asymptotic
approximation to cx. The expansion coefficients ¢ in the
B-Hilbert space are related to the expansion coeflicients

ce in L? via
oo
Cr = E Uk,gcl.
=k

Large k asymptotic approximations to the é can be con-
structed from (2.19) if asymptotic approximations to Uy ¢
and ¢ for k and £ large are known. It is straightforward
to show that the error vectors (2.12) and (2.18) are re-
lated by

(2.19)

K oo
‘5¢(L2;K)> _ |5,¢(B;K)) + Z Z Uk.ecelne).  (2.20)

k=04=K+1

An exact formula for the error ERRK) _ E in the
Rayleigh-Ritz approximation to the energy will now be

derived via partitioning. Define the projection operators
PK, 13”, and PL by

K
P = |&k) (&,

k=0

13” — W",(B;K)) (w”,(B;K)W](B;K)))_1 (J)(B;K)l’ (2.22)

(2.21)

P, =Px - B (2.23)

Then the matrix eigenvalue problem (2.3) can be written
in the partitioned form

Py (H - EI) B¢ %5 + Py (H — EI) P [§®F))
- (E(RR;K) —E) By [dRRE, (2.24)
Py (H ~ EI) By[$"%5)) + Py (H — EI) P |§®%5))

= (E<RR=K> - E) Py |pRROY - (2.25)

Solving Eq. (2.25) for P, |y RR:K)Y and inserting the re-
sult back in (2.24) yields

[P (H — EI) B
—Py (H - EI) P, A, P, (H — EI) B]|*%50)

= (Emn;x) _ E) By|p®RK)Y - (2.26)

where A, is the generalized inverse (inverse on the sub-
space that is the span of the range of P ) of P, (H —
E®RRK) 1 )P_L. The defining equations that specify A
uniquely are

Al [13_\_ (H - E(RR;K)I) 13_1_]
= [P (H-BE®®OL) | AL = Py, (227)
AP =PA =A,.

(2.28)

Define the ordinary inverse A (u) by

A = [Bu (&= BOO1) Pyt By ]

= A, +u"'B. (2.29)
Because A, = P LA (p) P, the generalized inverse A
in (2.26) can be replaced by the ordinary inverse A (u).
Taking the inner product of (2.26) on the left-hand side
with (p(BiK)| yields the error formula

B — = [@55] (H — B1) [§59) — @] (B — E1) P A (W) Py (H — BI) [HE90)] /(G EB5O0(5:50).

The relation

(2.30)
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ERRE) _ E — [(54/55)| (H — EI) |69P5)

4437
(H - BI) [p\B9)) = — (H - BI) |§¢B:9), (2.31)

which follows from (H — EI) |4) = |0), where |0) is the null vector, can be used to bring (2.30) to the form
—(69BH)| (H — BI) PLA () Pu (H — EI) |53 B50)] /(B0 5 (B:FO), (2.32)

The inverse A (u), which is needed for the evaluation of
the second term in the numerator of (2.32), can be ob-
tained from the generalized Cholesky decomposition

(&l [Po (B - BENIOL) Byt ] 162)

min(k,£)
> WkDj;;Wie, (2:33)

=0

= Bk,l =

which is needed because the matrix lg‘k,g defined by (2.33)
is not positive definite for excited states. The D; ;, which
can take on only the values +1, and the W}, are calcu-
lated recursively from the formulas

k—1
D =sgn | Bex— > Dji|Winl* |,

=0

(2.34)

k—1
Wik = | Dk | Be — D Dji| Wil ,
=0

k—1
Wi = |Dig | Bre— D WikD;iWie / Wik,

3=0

k<2 (2.36)

The function sgn, which appears in (2.34), is the sign
function: sgn (z) is +1 for z positive and —1 for = nega-
tive. The elements of the needed inverse A (p) are given
by

min(k,£)
Ave(w) = D (W), Dii(W ).

=0

(2.37)

Both Wi and (W), , are upper triangular matrices.

The computation of error estimates from the exact er-
ror formula (2.32) is easier if the positive definite operator
B is chosen so that the dominant contributions to the er-
ro1 come from the (§¢(B¥)| (H — EI)|64(BK)) term in
the numerator of (2.32). This will happen if the matrix
elements By, = (&x|B|&e) of the positive definite oper-
ator B are approximately equal to the matrix elements
Hy o — Ebip = (&|(H — EI)|&) for k and ¢ large. If
the matrix elements Ty ¢ of the kinetic energy are large
compared to the matrix elements Vi, of the potential

energy for k and ¢ large and FE is negative, an appro-
priate choice, which makes the B-Hilbert space the first
Sobolev space H!, is B = T + 32I with 32 = —E. The
error estimate for the first example is computed both
with this choice and with the choice B = I, for which
the B-Hilbert space is L2, so that the reader can see how
different choices effect the details of the computation. A
suitable B can sometimes be obtained by simply adding
a suitable operator S to H — EI, with S chosen such
that (1) B = H — EI + S is positive definite and (2)
the matrix elements S ¢ of S for k and £ large are small
compared to the matrix elements By ¢. This is done for
the third model problem (1.10), where E is positive and
the choice S = FEI, which yields B = H, is used.

The method described above relates the problem of
analyzing rates of convergence for the Rayleigh-Ritz
method, which makes the energy expectation value sta-
tionary, to the problem of best approximation in a par-
ticular Hilbert space, called the B-Hilbert space. The
Rayleigh-Ritz expansion coefficients, which change as the
size of the basis set increases, are approximated by the
coefficients that are obtained by minimizing the distance
between the exact and the approximate wave functions
in this Hilbert space. An explicit formula [Eq. (2.11)]
can be given for these Hilbert space coefficients, which
do not change as the size of the basis set increases. The
computations that must be performed to implement the
method are easiest if the matrix elements of the linear
operator B used to define the inner product in the B-
Hilbert space are approximately equal asymptotically to
the matrix elements of H — EI, where H is the Hamilto-
nian, F is the energy, and I is the identity operator.

III. PROPERTIES OF THE BASIS FUNCTIONS

The basis functions e (¢; z) are normalized so that

/ er (a;2) e (05 2) dz = O p.

— 0o

(3.1)

The kinetic energy matrix elements are obtained from
(3.1) above and

L (@) = Jat (= [k +2) (k4 )] enra (i 2)
+ (2k + 1) ex (a3 2)

—k(k—1)]"erz(a52)}.  (3:2)

It is convenient to make the definitions
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e§c+) (a;z) = n—3/4271/2 (k!)l/z al/? (—z)k Their relation to e (a; z) is [see [11], p. 117, Egs. (6) and
(9), or [12], p. 325, the first and the fourth equations]
XD _j_1 (—i21/2a2) ) (3.3)
() (e 2) = w—3/49=1/2 (E1\1/2 o1/2 (;)F
e, (o52) =m (Y7 at? (4) er (a;2) = e§c+) (0 2) + ei—) (a;2). (3.5)
XD _j_1 (i21/2az) , (3.4)
where the D_j_; are parabolic cylinder functions in stan- The functions ey (o; z), e§c+) (a; 2), and eI(e—) (; 2) are all

dard notation (see [11], pp. 115-132, or [12], pp. 323—  entire functions of z. The large z asymptotic behavior of
335). The functions e§c+) (a;2) and e,(c—) (a; z) satisfy  these functions is given by [see [11], p. 123, Egs. (2) and
the same second-order differential equation as eg (a;2).  (3), or [12], p. 332]

er (a;2) = w1/ 42k/2 (k!)—l/2 a*t1/ 22k exp (—a2z2/2) [1+0 (z—z)]
for |z| =& co with arg(z) unrestricted, (3.6)
eii) (a;2) = +ig—3/ 49~ (k+2)/2 (Ic!)l/2 a k1/2,-k=1 exp (a2z2/2) [1 + 0 (z_z)]

for |z| = co with arg(z) restricted to —m/4 < arg(z) < 57/4 for e§c+) (a; 2)

and to — 57/4 < arg (2) < w/4 for el (a;2). (3.7)

In order to implement the machinery of Sec. II for analyzing the convergence behavior of the Rayleigh-Ritz approx-
imation to the energy, it is necessary to perform a large k asymptotic evaluation of the inner product c; of the basis
function with the exact wave function. This will be done by writing this inner product as an integral, deforming the
contour of integration, and using appropriate large k asymptotic approximations to the basis functions e (a;2) and
the auxiliary functions e}ci) (a;z). A number of different large k expansions for these functions can be obtained from
results that are available in the literature; each has been established under a different set of restrictions on o and z.

The simplest of these expansions is [see [16], p. 689, Egs. (19.9.1) and (19.9.3)]

ef (@;2) = (2m) V2 (2k + 1) @/ ()" exp [i 2k + 1)/ az]

i0323 1 a?2? o828 i az o’z a®z°
+ - + oz oz oz -2
q:6(2k+1)1/2 (2k + 1) ( 4 72 ) (2k +1)%/2 ( 4 5 * 1296)+O(k )

(3.8)

Expansion (3.8) is valid for k large and z moderate (i.e., [17], which are valid in a larger domain:
z bounded as k tends to infinity).

Expansions valid in a larger domain in the complex
z plane can be obtained by trying to approximate the ex (a;2) = (277)—1/2 (2k + 1)—1/4 al/? (t2 _ 1)—1/4
functions e, and eiﬂ:) with the aid of “qualitatively ’
similar” functions. The simplest approximation of this
type is the Liouville-Green formula ¢—1/2 exp (i [ qdz)
for the approximate solution of the differential equation
F" + ¢%f = 0, which is familiar from the WKB method. t3 — 6t 2
The exponential function is the qualitatively similar func- x |1+ 24 (2k + 1) (¢2 — 1 3/2 +0 (k ) )
tion in this case. The formulas obtained with the aid )¢ —1)
of the Liouville-Green approximation and its systematic
extension to higher order yield the following expansions (3.9)

x exp [— (2k + 1) £ (t)]
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e (a;2) = i (2m) V2 (2k + 1)" /4
xal/? (82 — 1) "% exp [(2k + 1) € ()]

t3 — 6t

1-—
24 (2k + 1) (2 — 1)¥/?

X

+0 (k—2)} , (3.10)
where
£(t) = V2 —1—1in (t +/e— 1) , (3.11)
with
t=az/V2k+1. (3.12)

The expansion (3.9) is Eq. (4.3) of [17] with p =
V2k + 1; (3.10) is Eq. (4.3) of [17] with 4 = —iv/2k + 1
for e,(j) (a;2) and p = iv/2k + 1 for e,(c_) (a; 2). The do-
mains of validity of (3.9) and (3.10) are described in de-
tail in [17] [see Fig. 2 of [17] pictures (a) and (c)]. For
our purposes it is sufficient to note that (3.9) is uniformly
valid in t for k large if ¢ is in the right half of the complex
t plane and a finite distance away from a line that runs
from —1 to 1 along the real ¢ axis, that (3.10) applied to
e§c+) (a; 2) is uniformly valid in ¢ for k large if ¢ is in the
upper half of the complex t plane and a finite distance
away from the turning points at +1 and at —1, and that
(3.10) applied to ei—) (a5 2) is uniformly valid in ¢ for &k
large if ¢ is in the lower half of the complex ¢ plane and
a finite distance away from the turning points at +1 and
at —1 (the turning points are the points where the ¢ in
the Liouville-Green formula has a zero). The asymptotic
expansion (3.10) applied to eff) (a; z) differs from the
asymptotic expansion (3.10) applied to eg—) (a; 2z) only
in overall sign because the exponentially growing pieces
of e§e+) (a3 2z) and efc_) (a; z) must cancel when ef) (a; 2)
and e}c—) (c; z) are combined in (3.5) to obtain the expo-
nentially decaying e, (a; 2).

The Liouville-Green formula breaks down at the turn-
ing points for the basis functions, which lie at the points

2 =+ 2k +1)Y2a" Y, (3.13)

which are the images of the points ¢ = +1 under the
change of variables (3.12). The breakdown occurs be-

cause the behavior of the functions e, and e;:t) changes
from oscillatory to exponential as one moves along the
real axis through a turning point. The simplest qualita-
tively similar function that exhibits such a change is the
Airy function. For this reason the asymptotic expansions
that remain valid at the turning points are based on Airy
functions instead of exponential functions. The following
expansions in Airy functions [17] are valid in a domain
that includes the neighborhood of the turning point ¢t =1
where (3.9) and (3.10) break down:
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¢ 1/4
ex (a32) = 2V/2 (2K + 1)/ ol/2 (tz 1)

x[Ai (o) + (2k +1)"*° By (€) AY' (yo)
+0 (k7?)], (3.14)

eii) (e;2) = 2Y/2 (2k + 1)_1/12 al/?

C 1/4
X €eXp (:t’Lﬂ'/3) (t—z—_—l)

x[Ai (y2) + (2k + 1) 7*/% exp (F27i/3)

xBo () AY (y£) + 0 (k72)],  (3.15)

where
¢=[3e)*?, (3.16)
vo = (2k +1)*°¢, (3.17)
y+ = exp (F27i/3) yo, (3.18)

and
12 t3 — 6t 5

Bo (€) ¢ 4@ 1) + g (t)] . (3.19)

Individual terms on the right-hand side of (3.19) are sin-
gular at ¢t = 1. However, the expansion of this right-hand
side about ¢ = 1 shows that the singular terms cancel.
The function Bg (¢) is actually an analytic function of ¢
in the neighborhood of t = 1, with the expansion

9 s T us_1)40 [(t-1)7]

Bo(©) =~ 25 450
(3.20)

about ¢t = 1. The expansion (3.14) is Eq. (8.11) of [17]
with g = 2k +1; (3.15) is Eq. (8.11) of [17] with
pu = —iv2k+1 for e§c+) (a;2) and p = iv2k+1 for
el (a; z). The domains of validity of (3.14) and (3.15)
are also described in detail in [17] [see Fig. 7 of [17] pic-
tures (a) and (c)]. For our purposes it is sufficient to
note that (3.14) and (3.15) are uniformly valid in ¢ for k
large if ¢ is in the right half of the complex ¢ plane and
otherwise unrestricted.

The expansions listed above form a hierarchy in which
the description of ever more complicated behavior is
made possible by using functions of increasing complex-
ity. Expansions (3.9) and (3.10) can be obtained from
(3.14) and (3.15) by using asymptotic expansions for the
Airy function and its derivative. Similarly (3.8) can be
obtained from (3.10) by making a small ¢t expansion. The
large k expansions of (3.6) and (3.7) obtained by using
the Stirling approximation to the factorial agree with the
large z expansions of (3.9) and (3.10). These interre-
lated expansions provide the descriptions of the functions
er (a; 2), esf) (a5 2), and ei_) (a;z) in terms of simpler
functions that will be needed in Secs. IV, V, and VI for
the construction of large k asymptotic expansions of the
expansion coefficients ¢ that are uniformly valid in a.
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One of the contributions to the large k asymptotic be-
havior of the ¢ in the examples of Secs. IV and V comes
from the neighborhood of the classical turning points
(3.13) for the basis functions ey, (a; ). The needed turn-
ing point contributions are

(0)
Tk
cgrp’ﬂ = [l— egj) (a;2) ¢ (2) dz

(0)
k

+/’5 65;) (a;2) ¢ (2) dz

—i00

+ /: er (a; 2) Y (2) dz, (3.21)
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—=(®
(TP,—) _
Ck =
— o0

+z200
+/ © eSf) (a;2) 9 (2) dz
—af

er (a;2) Y (2) dz

+ /—'°° efc—) (a;2) 9 (2) d=. (3.22)

—=(®

An asymptotic expansion of the turning point contribu-

gcTPy+) can be obtained by expanding the wave func-

(0)
ko

replacing ey (a;z) and eii) (a;2) by the Airy function
asymptotic approximations (3.14) and (3.15) and inte-
grating term by term. The result is

tion ¢

tion % (z) in Taylor series about the turning point z

TP = a2 2k 4 )7y (a) + ha @ (a) (26 + 1)

+ [—ia_zd)(z) (mg))) + 7—120_61/)(6) (a:}co))] (2k + 1)_1 + [%a‘l't/)(l) (msco))

—1—1501_51/)(5) (mio)) + Tgsa—%/)(g) (wi"))] (2k + 1)—3/2 ) (k_z)},

where 39 (-TS))) is the value of the jth derivative of ¢ at z

(0)

(3.23)

. The derivation of (3.23) assumes that the exponential

decay of the Airy function in the asymptotic approximations (3.14) and (3.15) cuts off the integrals fast enough so

that only the neighborhood of the turning point :cfco)

makes a significant contribution to the integrals. It is valid if

the wave function v varies slowly in this neighborhood. A similar calculation yields

) = (—1)* a2 2k + ) g (<o) + FaT® (=al”) 2k +1) 72

+ [—ia;zwm (—mio)) + Lo %) (—mio))] (2k+1)"" 4 [ia_lw(l) (~:cfc0))

— Lo 5y® (_mio)) + thsa (_5520))] 2k +1)"**40 (k_2)}

for the contribution from the neighborhood of the turning

point —a:g)). Formula (3.24) can be derived from (3.23)

with the aid of the reflection 2 — —z, which interchanges
(TP,+) (TP,-)
cy, and c;, .

IV. THE cosh 2 POTENTIAL

The Hamiltonian (1.8) is one of the small number of ex-
amples for which the Schrédinger equation can be solved
exactly (see [18], pp. 69-70, Problem 4). This Hamil-
tonian has been chosen as the first example because it
illustrates particularly clearly the way in which the opti-
mum value of a can be determined by a competition be-
tween contributions from singularities of the wave func-
tion and contributions from the neighborhoods of the
classical turning points of the basis functions. The exact
ground state energy Ey and wave function ¢ (z) for this
Hamiltonian are

E():—

=

(4.1)

(3.24)

and

1
V2 cosh (z) '
The rate of convergence of Rayleigh-Ritz approximations

to the ground state energy (4.1) will be analyzed for a
variational trial function of the form

¥ (z) = (4.2)

K
AR (2) = 3 g F ey, (a52).

(4.3)
k=0
The exact expansion coeflicients ¢ to which the éiRR;K)
converge as K — oo are given by
oo
cp = / ez (a5 z) Y () de. (4.4)
— o0

The k — oo asymptotic behavior of c; will be extracted
by using (3.5) to rewrite (4.4) in the form
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cn = e 4 @ 4 O 4 ), (4.5)
where
—2(®
(1) 2k
¢’ = ez (o z) ¥ (z) de, (4.6)
O
@ _ [
¢’ = © ezk (a; ) ¢ () de, (4.7)
“®2k
2l
o = [ D (@) v (@) do, (4.8)
T2k
c;ﬂ‘l) — /(0) ez (a;z) ¢ (z) dz (4.9)

The integration contours are deformed as shown in Fig.

1. Because e%) (a5 z) decays exponentially to zero as z
moves off to infinity in the upper half of the complex z
plane, it is convenient to deform the integration contour
in (4.7) into the upper half plane. Similarly, the exponen-
tial decay of e;;) (a; z) as z tends to infinity in the lower
half plane makes it convenient to deform the integration
contour in (4.8) into the lower half plane. The integration
(2) ;

contour for ¢;’ is pulled into the upper half plane to ob-

tain a piece from —mgk) to +ioco, plus a loop that starts

at +i00, runs around the poles of ¥ on the imaginary
axis, and goes back to +ioco, plus a piece from +ioco to

(0) (3) 4

x5, . The integration contour for ¢, is pulled into the

(

lower half plane to obtain a piece from —ka) to —ioo,
plus a loop that starts at —ioo, runs around the poles of
1 on the imaginary axis, and goes back to —ioo, plus a

J
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FIG. 1. Integration contours for the cosh™2 potential.

. . 0 .
piece from —ioco to wgk). These contour deformations are

justified by Cauchy’s theorem, the exponential falloff of

the egt) (a;z), and the fact that the only singularities of
the integrand are the poles of ¢ at the zeros of cosh (z)
on the imaginary axis. The contributions from the loops
around the poles of ¢ on the imaginary axis are combined
to give the term cismg), which comes from the singular-
ities of the wave function. The contributions from the

contours that run from —:7:2(,)c to 700 are combined with
cil) to give a turning point contribution cgp’_) of the

form (3.22). The contributions from the contours that

(0 )

run from +ioco to z,, are combined with cgl) to give a

turning point contrlbutlon c;’iP,+) of the form (3.21).
The singularities contribution c,(:mg) is dominated by

the poles nearest the real axis (at +in/2) for k large; com-

puting the residue at these poles and using the asymp-

totic approximation (3.8) yields

c,(:ing) =2 (1roz)1/2 (4k + 1)“1/‘1 (—1)’c exp [—— sma(4k + 1)1/2}

{1 — L (ra)® (4k +1)7Y2 = L (na)? [1 — 5L (ra) ] (4k + 1)~}

—ira [1 — 35 (7ra) + 5555 (@) ] (4k + 1)—3/2 +0 (kﬁz)}.

We denote the sum of the turning point contributions 02’,1;

P,+)

(4.10)

(TP

and cyp (TP)

) by ¢, and evaluate it with the aid of

(3.23), (3.24), and the approximation ¥ (£z) ~ v/2 exp (Fz). The result is

CI(eTP) — 93/2,-1/2 (4k + 1)—1/4 exp [_

2 1

— [%a_ — ﬁa—fs] (4k + 1)*1 - [%a_l

a1t (4k + 1)1/2] {1-la=3(4k+1)71/?

_5 + 12196 ] (4k + 1)_3/2 + o (k_

)} (4.11)

A large K asymptotic approximation to E®R:K) _ E can be obtained from (2.32). The result has the form

ERR;K)

(_1)K+1 E".gtoss)

(—l)K+1 that appears in the cross term arises because the c;

—FE = E’Si“g) + E’?P) + (~

where E’;ing) is the singularities contribution from (4.10), EQ‘P)

is the cross term between the singularities and turning point contributions.

1)K+ picross) (4.12)

is the turning point contribution from (4.11), and
The alternating sign

(sing) in (4.10)

alternate in sign due to the factor (——1)k

while the cchP) are all positive. This alternating sign in the cross term is an interference effect between the singularities
and the turning point contributions. The explicit formulas for these three contributions are
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ES™® = 42 (4K + 5) exp [—m (4K + 5)1/2] {1 + [2 (ra)™t = 4 (m)s] (4K +5)" /2

+ [(27r“2 +1) a2 +7— L (ra)? + 15 (1a)® — ;%c (2, 30+ %)] (4K +5)7' +0 (K‘3/2) } (4.13)

EZP = dexp[~2a71 (4K +5)*] {1 - L7 (4K +5)7 + a0 (4K +5) "+ 0 (K7 |,

Ef,;mss) = 25/27120q exp [~ (%ﬂ’a + a”l) (4K + 5)1/2} {1 - [%a_s + (7ra)3] (4K + 5)_1/2 +0 (K_l)} .

The function ¢ (2, %a + %), which appears in (4.13), is
the Hurwitz zeta function, also known as the generalized
zeta function, in standard notation (see [12], pp. 22-25,
or [19], pp. 24-27). The derivation of (4.12)-(4.15) from
(2.32) can be carried out by using either the best ap-

proximation ]1/;(L25K)) in L? or the best approximation

|1/;(H1‘K)) in H' for [¢()). The derivation is easiest

if |HK)) is used, because [p(H iKY is closer to the

Rayleigh-Ritz approximation |¢)(BR:K)Y than ¢(L2;K) .
g

Computational details and a comparison of these two

(4.14)

(4.15)

ways of deriving (4.12)—(4.15) can be found in Appendix
A below. Table I compares the exact value of the er-
ror 6Er = E®RK) _ B obtained by performing the
Rayleigh-Ritz calculation with the asymptotic approxi-
mation for three different values of o, namely, a = 0.5,
a = 0.8, and o = 0.11. The asymptotic approximation
0E4 to 0Ep is given by the right-hand side of (4.12),
with the terms given by (4.13)—(4.15). The table lists
the relative error 62E/§Er = (6Er — 0E,) /SEg for

a = 0.5, where E}?ng) is the dominant contribution, for

TABLE 1. The exact error §Er and the relative error (§Er — §E4) /SEr = 6°E/SERr in the
approximation § E4 to § Er for the cosh™2 potential.

a=0.5 a=0.8 a=0.11
K 6ERr §’E/SEr  S0Er 8’E/6Er = SEr 5’E/6Er
0 82x1072 —1.5x10"! 9.9x107%® —1.5x10"! 4.6x1072 —3.9x1072
1 39x1072 —5.7x107% 9.3x107%® —4.1x107% 1.9x10°? 9.3x1073
2 1.9x1072 —52x1072 88x10"* —3.1x107? 4.8x10"® —3.7x1073
3 1.0x1072 —-3.9x107%2 75x107%* —2.3x107%2 2.3x107%® —3.8x1073
4 5.7x107% —3.3x107%2 1.3x107% —1.5x107% 8.6x10"* —3.7x10"%
5 3.4x107% —2.7x107% 1.0x107* —1.4x107%2 4.4x10"* —3.8x1073
6 2.1x107% —2.3x1072 2.4x107% —9.2x107% 2.1x10"* —3.0x1073
7  1.3x107% —2.0x1072 19x107%° —9.7x10”% 1.1x107* —2.9x1073
8 8.6x107%* —1.8x1072 53x107® —6.5x10"% 5.9x107° —2.3x1073
9 57x107% —1.6x1072 4.1x107° —7.2x107%® 3.4x10"° —2.1x1073
10 3.8x107%* —1.4x107%2 1.3x107% —4.9x107® 1.9x107%® —1.8x1073
20 1.3x107% —7.1x107® 4.6x107° —2.1x107® 2.0x1077 -—6.8x10"*
30 8.4x1077 —4.7x107® 5.0x107!'! —1.3x107® 5.8x107° —3.7x10"*%
40 8.0x107% —3.5%x107% 1.0x107'%? —8.9x10"% 2.8x107'° -—24x107*
50 9.7x107° —2.9x1073% 3.1x107'* —6.7x10"* 1.9x10"'' —1.7x10"*
60 1.4x107° —2.4x107% 1.3x107'® —54x107* 1.7x10"'* —1.3x10"*
70 2.3x1071° —2.1x107® 6.8x107!7 —4.5x10"* 1.8x107'® —1.0x107*¢
80 4.4x107' _—1.8x107% 4.4x107'® _—3.8%x107* 2.3x10"!* —8.2x10°°
90 9.1x107*? _—1.6x107% 3.3x107'°® —-3.3x10"* 3.2x10"'° —6.9x10°°%
91 7.8x107!2 _—1.6x107% 2.7x107'® —3.7x107* 2.7x10"'® —6.8x10°°
92 6.7x107'% _—1.6x107% 2.0x107'° —3.2x107% 2.2x107'® —6.7x10°°
93 5.7x107'? —1.6x107% 1.7x107'° —3.6x10"* 1.8x107'® —6.5x10°°
94 4.9x107'? —15%x107® 1.2x107'® —3.1x107% 1.5x107'%® —6.4x10"°
95 4.2x107'2 _—15x107% 1.0x107'® —3.5x107% 1.3x10"'® —6.3x10°°
96 3.6x107'%2 _—15x107% 7.4x107%° —3.1x107% 1.1x10"'® —6.2x107%
97 3.1x107'2 _—15%x10"% 6.2x1072° —3.4x10"* 88x107!'® _—6.1x10"°
98 2.7x107'%? _15x107% 4.5%x107%° —3.0x10"% 7.3x107'® —6.0x10"°
99 2.3x107'? —15x107% 3.8x107%° —3.3x107% 6.1x107'® —59x10°°
100 2.0x107'%? —1.4x107% 2.8x107%° —29x107* 5.1x10"'® —59x10°°
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a = 0.11, where E;;rp)

for a = 0.8, where the terms

is the dominant contribution, and
B and B
parable, with £} (cross) which contains the interference ef-
fect, making a smaller but still noticeable contribution.
The asymptotic approximation follows the error surpris-
ingly well; even for K as small as 10, the relative error
in the asymptotic approximations d E4 to d Eg is 1.5% or
less.

The asymptotic approximation (4.12)—(4.15) for the er-
ror can be optimized with respect to the nonlinear pa-
rameter a to obtain an asymptotic approximation to the
value aopt (K) that yields the best approximation to the
energy for a given value of K. The lowest-order result is

opt (K) = (%)1/2 +0 [k~ (K)] .

This (2/7)}/? leading term in the large K expansion
aopt (K) makes the exponential factors exp[—ma(4N +
5)1/2] in (4.13), exp[— 2a"154K + 5)}/2] in (4.14), and
exp[—(3 7ra+a_1)(4K+ 5)1/2] in (4.15) equal. Carrying
the expansion to higher order yields

1/2
aopt (K) = (%) {1—}-2&&3
+ (-1 B8 (K) [2m (4K +5)] /2

+0 (K—z)},

where ﬂ((,:;)t (K) and the aﬁ?t (K), which have a weak log-
arithmic dependence on K, are given by

o . 4K + 5
opt (K) - % lIl ( 21 k]
(2) 192 4K + 5 4K + 5

a®, (K) =1 ( )+ (5—), (419)

are com-

(4.16)

) [27 (4K + 5)]7¢/2

(4.17)

(4.18)

opt 2

SEY) (K) = 2r (-1)%F* — 1 1n? (4K )

+

5E(2)

opt

Table II exhibits exact values of a,pt (K) obtained by
numerical optimization of the Rayleigh-Ritz calculation
with respect to a and compares them with asymptotic
approximations. The quantities tabulated in Table II are
defined as follows. da;/a is the exact value of agpt (K)
minus the asymptotic approximation to agpt (K) given

P 4K +5
(K) == (—1)%H [—i-mz( o ) +ln(
i 4K+5 EERRYE &3
128 6 2w

) +1+ $n% 4 Lot —4(2m)"Y2¢ [2,(271')_1/2 + %} )
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(3) . 2 (4K +5 4K +5
opt (K) 3 ln ( o + (2 - %7('2) In Dy
+3n2 —4(2m)%¢ [2, (2m) "% 4 %] ,
(4.20)
(3) 4K + 5
Bops (K) = [n ( o —2]. (4.21)

The ag,)t(K)(4K + 5)~1/2 first correction makes both
EE") and EJ®) have the value 2%/27~1/2(4K +
5)1/2 exp{—[2m (4K +5)]*/2} to leading order for K large.
It is interesting to note that the interference effect be-
tween the singularities and turning point contributions
[the alternating sign (—1)K+1] does not show up until
the (4K + 5)_3/2 term in the expansion; this happens
because 8E~§§r°ss) /O is smaller than Bésmg) /0a and
BEQP)/BQ by a factor of (4K + 5) at a = a,pt(K).
The error in the energy when a has its optimum value
can be obtained by using (4.17)—(4.21) in (4.12)—(4.15).
The result is

QA=Qopt

=8 (41{;: 5) e exp {— 27 (4K + 5)]1/2}

1+ Z SEL), (K)[2n (4K +5)]7Y/?
+0 (N“3/2)} , (4.22)
(€) K+1
where the §E ; (K), which contain both the (—1)

interference effect and a weak logarithmic dependence on
K, are given by

-
)(% oF

w2, (4.23)

Wl»—d

}
(559

(4.24)

|

by (4.17)—(4.21) divided by the exact value of aopt (K).
Jaz/a is the exact value of opt (K) minus the asymp-
totic approximation to aopt (K) obtained by numeri-
cal minimization of the energy error expressions (4.12)-
(4.15) divided by the exact value of aopt (K). 6°E1/8ERr
is the exact error in the energy when a = aopt (K) minus
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the asymptotic approximation to this exact error given
by (4.22)-(4.24) divided by the exact error. §2E,/§Eg is
the exact error in the energy when o = ayp¢ (K) minus
the asymptotic approximation to this exact error when
the asymptotic approximation to aept (K) obtained by
numerical minimization of the energy error expressions
(4.12)—(4.15) divided by the exact error. It is readily ap-
parent that the errors are smaller when the asymptotic
approximation to aept (K) is obtained by numerical min-
imization of the energy error expressions (which is, of
course, much cheaper than numerical optimization of the
Rayleigh-Ritz calculation). The asymptotic approxima-
tion to apt (K) is remarkably good; even for K as small
as 2, the relative error in the asymptotic approximation
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given by Egs. (4.17)—(4.21) is 0.22% or less.

A careful examination of the exact values of aopt (K)
given in the table shows that the values for K = 2k
agree with the values for K = 2k + 1 to at least ten
digits. The author believes that this agreement, which
holds to all digits shown for K < 9, is exact and that the
disagreements beyond the tenth digit for 50 < K < 59
are due to roundoff error in the numerical computations.
A corresponding result holds for the energy error (not
shown). Asymptotic methods such as those used in the
present paper are not capable of proving exact results of
this kind. However, the energy formula (4.12)—(4.15) can
be used to show that

E®RK+1) _ BRRK) _ _16exp {— [27 (4K + 5)]1/2} ( [1 + (—1)"“]

1| 1, 2/4K +5 4K + 5
x{1+§|:-zln (——27r +In e — 4w — In?

x [2m (4K + 5)]‘1/2} +0(K™Y) )

(4.25)

TABLE II. The optimum value of a, the relative errors da1/a and daz/a defined following Eq.
(4.24) of the text, and the relative errors in the corresponding approximations to the energy error

for the cosh™2 potential.

K Optimum « dai/a daz/a 0°E,/6Er  6°E./6Er
0 0.837252057937493 —2.9x1072 —3.3x107%® —4.3x107! —-1.3x107!
1  0.837252057937493 3.4x107% —3.4x107%® —4.6x1072 —3.8x107?
2 0.852757998311315 —2.2x107% —1.1x107® —5.5x10"2 —2.1x1072
3 0.852757998311315 2.2x107% —-8.3x107* -—3.0x1072 —2.2x1072
4 0.855289705119636 —5.5x10"* —4.9x107*% —-2.3x107? —-85x1073
5  0.855289705119636 1.3x107% —3.6x10"%* —2.0x1072 —1.3x107?
6 0.855298109168369 —2.3x10"% —2.7x107* —1.3x10"2 —4.7x1073
7  0.855298109168369 8.7x107* —2.1x107* —1.5x1072 —9.0x1073
8  0.854566874022389 —1.3x10"%* —1.8x107*%* —9.0x107% —3.0x1073
9  0.854566874022389 6.2x107% —1.4x10"%* -1.2x1072 —6.6x1073
10 0.853598272060356 —8.9x107° —1.2x10"% —-6.7x107%® —2.1x1073
20 0.848754323532457 —3.6x107° —3.9x107% —2.8x107%® —7.3x107*
30 0.845032059260072 —2.3x107% —1.9x107% —1.7x107® —4.1x107*
40 0.842181310169980 —1.7x107° —1.2x107% —1.2x107%® —2.7x107*
50 0.839911866923864 —1.3x107%> —7.8x107°® —88x10"* —2.0x10"*
51 0.839911866913568 4.0x107% —7.4%107% —2.0x107%® —6.4x107*
52 0.839510617429043 —1.2x107° —7.3x107% —8.4x10™* —1.9x107*
53  0.839510617417692 3.7x107°% —-7.0x107% —1.9x107%® —6.1x107*
54  0.839124247255317 —1.2x10"%® —6.8x107% —8.0x10~* —1.9x107*
55 0.839124247264764 35%x107% —6.5%x107% —1.9x107® —5.8x107*
56  0.838751814909509 —1.1x107° —6.4x107% —7.7x10"*% —1.8x107*
57 0.838751814874956 3.3x107% —6.1x107% —1.8x10"% —5.5x107*
58 0.838392460232471 —1.1x10"° —6.0x107% —7.3x107*% —1.7x107*
59 0.838392460232468 3.1x107% —5.8x10"°% —1.7x10"® —5.2x10"*
60 0.838045395960026 —1.1x10"° —5.7x107% —7.0x10"* —1.6x10"*
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Since the factor 1+ (—1)%+! is zero for K = 2k, (4.25) is
consistent with the empirical observation that the values
for K = 2k agree with the values for K = 2k + 1, but
does not prove that this agreement holds exactly. This
even-odd alternation has also been observed by Klopper
and Kutzelnigg [8] and can be seen in their Figs. 1-3.

The behavior in the neighborhood of a = agpt(K) is
obtained by Taylor expanding about o = aopt(K); the
result is

ERRK) _p_ {E(RR;K) - E}
a=aept (K)
x{1 4 C [ — aopt (K))?

+0([or — aopt (K)I )}, (4.26)

where

C = ir? (4K +5) [1 +o (K‘l/z)] . (4.27)
Formulas (4.26) and (4.27) show that, for K large, the
minimum of E®RK) _F 55 5 function of « is very broad
on the scale set by E (because E({‘R;K) —FE is very small),
but is sharp on the scale set by E(REK) _ F jtself.

V. THE HYDROGEN ATOM

The Hamiltonian (1.9) for the S states of the hydrogen
atom (when a factor of z from the volume element is
included in the wave function) has been chosen as the
second example because of the physical importance of
the Coulomb potential. The well known exact energies
E,, and wave functions v, (z) for this Hamiltonian are

1

En = - —2? (5.1)

and
Yn (2) = 2052z exp (—z/n) Lﬁ,l_)l (2z/n), (5.2)
where n is the principal quantum number. The Lfll_)l

that appears in (5.2) is a generalized Laguerre polyno-
mial as defined in the Bateman project (see [11], pp.
188-192) and in Magnus, Oberhettinger, and Soni (see
[12], pp. 239-249). This generalized Laguerre polyno-
mial differs from the “associated Laguerre function” for
which the symbol LZ is often used in the physics liter-
ature. The relation between the two is [LZ(z)]physics =

(=1)"*+en!L{®_(z). We have chosen to use this defini-
tion, which is standard in the mathematics literature, in
order to facilitate the use of other relevant results from
the mathematics literature. The rate of convergence of
Rayleigh-Ritz approximations to the energies (5.1) will
be analyzed for a variational trial function of the form

K
(z) = ZE,(CRR;K)\/EeZk.,,l (o).
k=0
The factor v/2 on the right-hand side of (5.3) appears be-
cause z is now restricted to [0,00) while the basis func-
tions ezkt1 (@ ) are normalized for (—oo, 00). The exact

. . . ~(RR;K
expansion coefficients ¢ to which the c(R ) converge

(RR;K)

Yn (5.3)

as K — oo are given by

k= \/2,/000 ez2k+1 (a; ) ¥n (z) da. (5.4)

The k — oo asymptotic behavior of ¢, will be extracted
by using (3.5) to rewrite (5.4) in the form
cr = cfcl) + cf) + CS), (5.5)

where

o) = V2 / eihi (052) Yo () dz,  (5.6)
\/_/ i eg;+1 (a; ) ¥ () dz, (5.7)
‘/—/ ez2k+1 (a5 ) Y, (z) dez. (5.8)

2k+1

The integration contours are deformed as shown in Fig.

2. Because egﬁ_l (a; z) decays exponentially to zero as z
moves off to infinity in the upper half of the complex z
plane, it is convenient to deform the integration contour
in (5.6) into the upper half plane. Similarly, the expo-

nential decay of eéz_)H (a; z) as z tends to infinity in the
lower half plane makes it convenient to deform the inte-
gration contour in (5.7) into the lower half plane. The
integration contour for cfcl) is pulled into the upper half
plane to obtain a piece from 0 to +i00, plus a piece from
+i00 to :L'g,? +1- The integration contour for cfcz) is pulled
into the lower half plane to obtain a piece from 0 to —z00,
plus a piece from —ioo to wgl)c)-+-1‘ These contour deforma-
tions are justified by Cauchy’s theorem, the exponential

falloff of the el}), (c; z), and the fact that the integrand
has no singularities in the finite complex plane. The con-
tributions from the pieces which run from 0 to +ico are

combined to give the term cgccusp), which comes from the

cusp of the wave function at the origin. The contribu-
tions from the contours that run from +ioco to :cg,? 41 are

combined with cs) to give a turning point contribution

c{™ of the form (3.21). The cusp contribution cieusr)

use €2k41
use eff}

20
(-) 2k+1
use €x41

e

FIG. 2. Integration contours for the Coulomb potential.
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can be evaluated with the aid of the asymptotic expan-

sion (3.8). The result is

cg:us;,) _ 87r_1/2n—:s/2a—5/2 (_1)k (4k + 3)——7/4
x[1-2(1+2n"2) a2 (4k+3)""

+0 (k72)].

(5.9)

The turning point contribution can be evaluated with the
aid of (3.23). The result is

A o (42,

+2a7%® (2l

~[fa"@ (=

)(4k+3)‘1/2

() _
gk)+1) - 7_120‘ 6¢1(16) (z

x (4k+3)7 +0 (Kk~/7)},

(0)

i) |

(5.10)

where the superscript () is used to denote differentiation:

¥§) () = (%)J@n (z). (5.11)

The desired large K asymptotic approximation to
ERRK) _ E, is obtained from (2.32). The result has
the form

ERRE) _ g = B 4 BITP 4 (1)K B,
(5.12)

where E{"P) is the cusp contribution from (5.9), EZ™
is the turning point contribution from (5.10), and
(-1)%+ E’&cmss) is the cross term between the cusp
and turning point contributions. The alternating sign
(—1)K+1 that appears in the cross term arises because
the cgccusP) alternate in sign due to the factor (—l)k in
(5.9) while the cgcTP) are all positive. This alternating
sign in the cross term is an interference effect between
the cusp and the turning point contributions. The ex-
plicit formulas for these three contributions are

TABLE III. The exact error Er and the relative error (Er — 0E4) /6ER = 52E/5ER in the
approximation d E4 to  Eg for the ground state of the Coulomb potential.

a=1.1 a=1.7 a=2.3
K SEr 0’E/6Er 6Er 0’E/6Er 8Er 3’E/6Er
0 1.7x107! 4.6x107! 7.5%x107! 8.5x107! 1.9 1.0
1 1.3x1071 2.1x107Y 4.7x107? 6.7x107' 1.1 9.1x107!
2 4.0x1072 1.4x107* 2.2x107? 5.1x10"! 6.4x107? 8.1x107!
3  3.6x1072 5.0x1072 1.6x10°*! 3.9x107Y 4.7x107? 7.1x107!
4 15x1072 4.7x107? 9.8x1072  3.0x107! 3.2x107! 6.1x1071
5 1.5x1072 6.2x107% 7.6x1072 2.3x10"! 2.5x107! 5.3x107!
6 7.9x1073 1.6x1072 5.0x1072 1.7x1071 1.9x107! 4.6x1071
7  7.8x107% —5.4x107% 4.0x1072 1.3x107! 1.5x107% 4.0x107*
8 4.9x1073 3.7x107% 2.7x107% 9.7x102% 1.2x107! 3.4x107!
9 4.9x1073 —8.0x107% 2.3x10°? 7.3x1072 9.7x1072  3.0x107!
10 3.5x107® —1.9%x107% 1.6x10°? 5.3x10"%2 7.8x107%2 2.5x107!
20 1.4x107% —-5.3x107% 2.0x10"% —5.3x10"% 1.5x1072 5.1x1072
30 8.1x107* —4.0x107% 4.6x107% —5.1x10"% 4.2x1073 1.8x1073
40 5.4x107* —3.2x107% 2.0x107* —2.3x107% 1.4x10™%® -—9.5x10~3
50 4.0x107* —2.6x107% 1.2x107% —1.2x107% 5.1x10"* —1.1x10"2
60 3.1x107* —2.2x107% 8.7x107%® —8.7x10"* 2.1x10"* -8.9x10~3
70 2.5x107* —1.9x107% 6.9x107% —7.2x10"%* 1.0x10"* —6.7x1073
80 2.0x107% —1.7x107% 5.7x107% —6.4x10"% 5.4x107° —4.6x10~3
90 1.7x107% —1.5x107% 4.8x107%° —5.7x10"% 3.3x10™° —2.9x10°3
91 1.7x107* —1.5x107% 4.7x107%® —5.8x10"% 3.3x10"%® —-3.1x1073
92 1.7x107%* —1.5x107% 4.6x107%® —5.6x10"* 3.0x1075 —2.7x10"3
93 1.6x107* —1.5x1073 4.5x107% —5.7x10"%* 3.0x10"° —2.8x1073
94 1.6x107* —1.5x1073 4.5x107% —5.5x10"* 2.8x10"° —2.4x1073
95 1.6x107* —1.4x107% 4.4x107% —5.6x10"* 2.8x10"° -2.6x10"3
96 1.6x107* —1.4x107% 4.3x107% —5.4x10"* 2.6x10~%® -—2.2x10"3
97 1.5x107* —1.4x107% 4.3x107% —5.4x10"* 2.6x10~° -—2.3x10°3
98 1.5x107* —1.4x107% 4.2x107%® —5.3x10"% 2.4x10~° -—2.0x10"3
99 1.5x107% —1.4x10"% 4.1x107° —53x10"%* 24x1075 —2.1x1073
100 1.5x107* —1.4x10"% 4.1x107° —5.2x10"% 2.3x10~® —1.8x1073
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B = 1851 (na) % (4K +7)"3/? {1 —3(ma) " (4K +7)" Y% - [ga-z + (na)“z] 4K +7) '+ 0 (K"a/z)} :

BIP =

oo
3o
2(0)
2K +3

—na [1 + 3na (4K + 7)"1/2] /00
{0 (e

_ 0 0 0 0 o
“%20‘ 4 [¢£lo) ($§Iz+3) ‘175»5) (zé}u) - ¢£»1) (xé}u) ¢£L4) (‘”gk)’u) + ¢£;2) (wézhs) ¢$m3) (93

+4 [ (na) 62 (afi) s

(0)
2K+3

(0)
TaK+3

[¢£10) (,7;)]2 dz — ta™! {¢£,0) (“"2%%’3) p{?) (m(z(}z’+3

$-1¢$l°) (z) ¢¥n (z) dz

) =3 [o0

)]+ 269 (285) 62 (2850s)

) - a—1¢5;1) (mg(}z’+3) + (na)_—ld’g.o) ($g2+3)]

<t (a1s) f a8 + )7 0 Lo [90 (of,)]° ),

(25)] x4 1)

(0)
2K+3

TABLE IV. The exact error §Er and the relative error (6Er — 6E4) /6Er = 6°E/6ER in the
approximation § E4 to § Egr for the first excited state of the Coulomb potential.

a=20.5 a = 0.75 a=1.0

K  JEr 6°’E/6Er SERr $’E/6Er J0Er S5*E/6ER

1 1.1x107? 7.9%x107Y 4.0x107? 1.0 9.5%x107? 1.0

2 9.1x107? 6.1x10~' 3.1x107? 9.8x10”' 7.0x1071 1.1

3  3.5x1072 4.2%x107' 1.6x107? 8.9x107! 4.2x107? 1.0

4 3.1x1072 3.0x107! 1.3x107? 8.0x107! 3.3x107? 1.0

5 1.5%x1072 2.1x107t 7.8x1072  6.9x10"! 2.3x107! 9.9%x107?!
6 1.4x107° 1.4x107! 6.6x1072 6.0x107Y 1.9x107? 9.4x107 1!
7 82x107%  1.1x107! 4.4x1072  5.0x107! 1.5x107!  8.9x107!
8 8.0x1073 6.0x107% 3.8x1072  4.3x107!' 1.2x107! 8.3x1071
9 5.1x107%  55x107%2 2.7x107%  3.5x107! 9.7x10"%  7.7x107!
10 5.1x107%  23x107% 2.3x107%2 2.9x107' 8.4x1072  7.2x107!
20 1.6x107% —-1.8x10"%2 3.4x1073 1.5%107% 1.9x1072 2.6x107!
30 9.4x107%* —1.8x1072 8.4x107* —1.8x107% 5.9x107%  6.2x1072
40 6.4x107* —1.5x1072% 3.2x107% —-1.3x107% 2.1x107%® —9.1x107%
50 4.8x107%* —1.3x107? 1.8x107* —8.2x107® 8.4x107% —-2.9x1072
60 3.7x107% —1.2x107? 1.3x107* —6.0x10"% 3.6x107* —3.0x1072
70 3.0x107%* —1.0x10"2 9.7x107° —5.0x10"% 1.7x107* -—2.5x1072
80 2.5x107%* —9.1x107% 7.9%x107%° —4.3x1073 9.1x107% —1.8x1072
90 2.1x107% —8.2x107® 6.6x107° —3.8x107% 5.4x107°® —1.2x1072
91 2.1x107% —8.2x107% 6.5%x107° —3.7x107® 5.0x107° —1.1x1072
92 2.1x107% —8.1x107% 6.4x107% —3.7x107® 4.9x107° —1.1x1072
93 2.0x10™* —8.0x10"% 6.3x107° —3.6x107% 4.6x107°% —-1.0x1072
94 2.0x107% —7.9%x107% 6.2x107° —3.6x107% 4.6x107° —1.0x1072
95 2.0x107% —7.9x107% 6.1x107° —3.6x107% 4.2x107°% —-9.4x1073
96 1.9x10™* —7.8x1073 6.1x107° —3.6x107% 4.2x107° -9.6x107°
97 1.9%x107*%* —7.7x107% 59x107%® —3.5x107%® 3.9x107°% —8.5x1073
98 1.9x107* —7.6x10"% 59x107° —3.5x107%® 3.9x107° -—8.8x1073
99 1.9x10™* —7.6x10"% 5.8x107% —3.4x10"% 3.6x107° —7.8x107%
100 1.8x107*% —7.5x107% 5.7x107% —-3.4x107® 3.6x107° —8.0x107%

)l

(5.13)

(5.14)
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r(cross 2a 1z - K - y
B >=4(7) (na) ™ (1) (4K + 1) 360 (2R )

+ (10720 (a85h1s) =t (5) = () 4 (+50)|

et

x (4K +7)7Y2 10 [K—lqsg?) (mg‘}}+3)] } (5.15)
[
where Tables III and IV compare the exact values of the
g\ error §Ep = E®RRK) _ E obtained by performing the
¢Slj) (x) = (_) [(na)”l 1/,1(10) (z) — a_l'(/;,(,l) (:c)] Rayleigh-Ritz calculation with the asymptotic approxi-
dz mation 6 E4 to § Er given by the right-hand side of (5.12)
d\?’ 321 when the terms are given by (5.13)—(5.15). The tables
= (E) [—2n7" %a list the relative error 62E/SEg = (0Er — 6E4) /6ER for
three different values of a for the ground and the first
x exp (—z/n) Lﬁzo) (2z/n)] . (5.16) excited states. The relation of the values of a for which

TABLE V. The optimum value of «, the relative error da/c in the asymptotic approximation to
optimum «, the exact energy error § Er, and the relative error (§Er — 6E4) /0Er = 6°E/6ER in
the approximation § E4 to 6 Er when a has its optimum value for the Coulomb potential ground

state.

K Optimum «a da/a 6ERr 8*E/SEr

0  0.752252778063675 7.55868184216124x 102

1 0.752252778063675 7.55868184216124x1072

2 0.896347159407260 1.0x1072%  2.73603230438885x10~ 2 1.3x107?!
3 0.896347159407260 3.4x107%  2.73603230438885x10~ 2 1.2%x1072
4 0.987049713223452 —4.0x10"%  1.33923293865637x10~2 3.7x1072
5  0.987049713223452 —3.3x107% 1.33923293865637x10°2 —4.5x1073
6 1.05777265075453 —3.4x107%  7.70858429223468x102 1.3x1072
7 1.05777265075453 —2.4x107%  7.70858429223468x107% —7.3x1073
8 1.11766782540575 —2.3x1073  4.91074973109288x103 4.8x1073
9 1.11766782540575 —1.5x1073  4.91074973109288x107% —7.5x1073
10 1.17053329225231 —1.5x10"%  3.35386955983412x103 1.0x1073
20 1.37759400674291 2.3x107% 8.81057671750606x10™* —2.4x1073
30 1.53481298788369 3.1x107* 3.69588376089098x10"* —2.2x1073
40  1.66565123809335 3.7x10”*%  1.93654849090432x10"* —1.9x1073
50  1.77949989362499 3.8x10”*% 1.15646688461433x10"% —1.6x1073
60 1.88126421247228 3.7x107% 7.52877574735171x107% —1.4x1073
70 1.97388709435364 3.6x107% 5.21129367805738x107° —1.3x1073
80 2.05929577974590 3.4%x10™* 3.77638940367880%x107° —1.2x1073
90  2.13883191608814 3.2x10~% 2.83573402211951x10°° —1.1x10"3
91 2.13883191608814 3.5x107%  2.83573402211951x10™° —1.2x1073
92  2.15412524298853 3.2x107%  2.68749528892947x107° —1.1x1073
93  2.15412524298854 3.5x107%  2.68749528892947x107° —1.2x1073
94  2.16923000202692 3.2x107%  2.54977199604414x107° —1.0x1073
95 2.16923000202691 3.5x107%  2.54977199604414%x107° —1.2x1073
96 2.18415234251192 3.2x107%  2.42162860538889%x107° —1.0x1073
97 2.18415234251194 3.4x107* 2.42162860538889x107° —1.2x1073
98 2.19889809378137 3.1x107*  2.30222908966460x10° —1.0x1073
99  2.19889809378137 3.4x107%  2.30222908966460%x107° —1.2x1073

100  2.21347278783437 3.1x107%  2.19082467767284x107° —1.0x1073




51 DEPENDENCE OF THE RATE OF CONVERGENCE OF THE. . .

the error is tabulated in Tables III and IV to the opti-
mum value of a for specific values of K can be deter-
mined from Tables V and VI. A comparison of Tables III
and IV shows that the asymptotic approximation (5.12)-
(5.16) is not as good for the first excited state as it is for
the ground state. The corresponding results for the sec-
ond and the third excited states (not shown) exhibit a
further deterioration in the accuracy of the asymptotic
approximation (5.12)—(5.16). This deterioration is to be
expected. Excited states are more spread out than the
ground state and « is smaller, which implies that the
asymptotic expansion (3.8), which was used in the deriva-

tion of the asymptotic approximation (5.9) to CS:USP), is

less accurate. This could presumably be fixed by using
instead the more complicated expansion (3.10). Further-
more, excited states wiggle more, which implies that the
asymptotic approximation (5.10) to cgrp)’ which was ob-
tained from (3.23), is less accurate. A more sophisticated
asymptotic analysis could presumably be worked out to
cope with this difficulty also. However, such extensions
go well beyond the intended purpose of the present paper
and have therefore not been attempted.

The asymptotic approximation (5.12)—(5.16) for the er-
ror can be optimized with respect to the nonlinear pa-
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rameter o to obtain an asymptotic approximation to the
value aqpt (K) that yields the best approximation to the
energy for a given value of K. To lowest order for large
K, awpt (K) = o9 (K), where

opt

24K +7)?

(0)
aopt (K) - ny(o) ) (517)
with y(®) the largest root of
2
Lo (y(o)) 2n?

(0) n —
exp | — = . 5.18
p(~ )[ y© rak+n O

The result (5.17) and (5.18) is obtained by keeping only
the leading terms in E‘};us") and E}EP) and neglecting

(—1)F+? Eg‘fmss). Since the root y(® must be computed
via numerical methods, no attempt has been made to
compute higher-order analytic formulas for aept (K); the
higher-order results are obtained via a direct numerical
minimization of (5.12)—(5.15). The results of this direct
numerical minimization for the ground and first excited
states are presented in Tables V and VI. This minimiza-
tion failed for 0 < K < 1 for the ground state and failed

TABLE VI. The optimum value of a, the relative error da/a in the asymptotic approximation
to optimum o, the exact energy error §Eg, and the relative error (§Er — §E4) /6Er = §°E/6Er
in the approximation § E4 to §Er when a has its optimum value for the Coulomb potential first

excited state.

K Optimum o da/a 0FERr JZE/JER

1 0.282860033712878 3.75395287706990x 1072

2 0.282860033712878 3.75395287706990% 102

3 0.359994434593618 1.89258369817236x 1072

4  0.359994434593618 1.89258369817236x10 2

5  0.408317667711692 1.11417200479054 %1072

6  0.408317667711692 1.11417200479054x1072

7 0.444213305336506 2.6x102  7.21529231314512x1073 1.3x107!
8 0.444213305336506 2.3x1072  7.21529231314512x1073 6.5x1072

9  0.473359830848861 6.9x10%  4.98768980888883x107 2 5.3x1072
10  0.473359830848861 1.3x1073  4.98768980888883x1073 2.1x1072
20 0.575683110461752 —1.7x1073 1.34834750295180x107% —1.3x1072
30 0.647916071569366 —1.3x10~° 5.70621173466940x10™* —1.2x1072
40  0.706725966058271 6.3x10~% 2.99878623258467x10"% —1.0x10"?
50  0.757437341468158 8.9x10™%  1.79215758234553x10"*% —8.5x1073
60  0.802564820295123 9.8x10™% 1.16647730162865x10~* —7.2x1073
70  0.843539526203126 1.0x107% 8.06886175723896x107° —6.2x1073
80  0.881270313303385 1.0x107% 5.84206286912019x10°5 —5.5x1073
90  0.916377769483651 9.9x10™% 4.38264338171239x107° —4.9x1073
91  0.923125996979864 9.2x10™%  4.15271552432062x107° —4.5x1073
92  0.923125996979864 9.8x10™%  4.15271552432062x107° —4.8x1073
93  0.929790437979584 9.1x10~% 3.93912001388599x107° —4.4x1073
94  0.929790437979584 9.8x10”™% 3.93912001388599x10°° —4.7x1073
95  0.936373877424941 9.1x10™*% 3.74040378296727x107° —4.3x1073
96  0.936373877424941 9.7x10™%  3.74040378296727x107°5 —4.6x1073
97  0.942878951401551 9.1x10~% 3.55526818272669x10°° —4.2x1073
98  0.942878951401551 9.7x10™*  3.55526818272669x107° —4.6x107°
99  0.949308158024396 9.0x10™% 3.38254999623107x107° —4.2x1073
100 0.949308158024396 9.6x10™%  3.38254999623107x107° —4.5x1073
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for 1 < K < 6 for the first excited state; for this reason no
relative errors are listed for these values of K. This failure
for small values of K occurs because (5.12)—(5.15) are a
large K asymptotic approximation that breaks down for
small K and does not even have a minimum, when the
approximation is carried to three terms. The breakdown
can be cured by taking only one term. The one-term
results are, of course, less accurate than those shown in
Tables V and VI.

Klopper and Kutzelnigg [8] have conjectured that the
error in the energy decreases like K ~2 for large K when
the variational calculation is optimized with respect to
a. Equations (5.12)—(5.18) are not consistent with this
conjecture, which was based on empirical curve fitting
over a limited range of K.

VI. THE * ANHARMONIC OSCILLATOR

The anharmonic oscillator Hamiltonian (1.10) has been
chosen as the third example because its bound state wave
functions are entire. Thus there are no wave function
singularity contributions to compete with basis function
turning point contributions in this case. The formulas
(3.23) and (3.24) for basis function turning point contri-
butions fail for this example, which illustrates a different
mechanism for the determination of optimum «.

Although the Schrédinger equation for the anharmonic
oscillator cannot be solved exactly in terms of known,
well-studied functions, its eigenvalues can be calculated
to high accuracy. For the ground state with A =1,

E =1.3923516415302918556575079... . (6.1)

The value of E given in (6.1) was obtained by using varia-
tional methods [20] to calculate rigorous upper and lower
bounds to E that agree to the number of digits shown.
The rate of convergence of Rayleigh-Ritz approximations
to the ground state energy (6.1) will be analyzed for a
variational trial function of the form

K
= Z PR e (a5 ) .

H(RR:K) (x) (6.2)
k=0
The exact expansion coefficients c; to which the E;eRR;K)
converge as K — oo are given by
Cr = / ear (o) P (z) dz. (6.3)

The information about the wave function ¥ (z) that is
needed to construct a large k asymptotic approximation
to the integral (6.3) can be obtained from asymptotic
expansions of ¥ (2) that are valid for large complex z; the
details are in Eqs. (C1)-(C9) of Appendix C. Equation
(3.5) is used to obtain

on = + e, (6.4)

where
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Cii) — /; eg:}:) (a; z) 1!) (Z) dz. (65)

The wave function P (z) decreases like
exp (— 3AY/2|z|> — 1X71/2|z|) for large real z, which is
enough to make the integrals (6.5) convergent at infinity
despite the exponential growth of the esc:) (a; 2z) that is
apparent from (3.7). Large k asymptotic approximations
to the integrals (6.5) can be obtained via the saddle point
method.

The saddle point method (see [21], pp. 440-443; [22],
Chap. 7; or [23], pp. 84-116) of approximating an inte-
gral begins by writing the integral in the form

I= /g (2) exp [w (2)] d=. (6.6)
Saddle points occur at the zeros of w (z). It is assumed
that w (z) and g (z) are analytic functions of z, that the
integration contour passes through one or more saddle
points, and that most of the contribution to the integral
comes from neighborhoods of the saddle points. Suppose
that zo is a saddle point that is a simple zero of w (z).
The saddle point method, also known as the method of
steepest descent, obtains an approximation to the con-
tribution from the neighborhood of a saddle point 2y by
evaluating g (z) at zo and Taylor expanding w (z) about
the saddle point:

w(z) ~w(z0) + Jw” (20) (2 — 20)°. (6.7)
The saddle point formula
I~ = (z0)explw ()] (68)
A exp (Lim) w” (zo)g %o} €xp (w20 ’

is obtained by inserting these approximations into (6.6),
extending the path of integration to infinity on either side
of the saddle point, and integrating. The approximation
(6.8) can be expected to be accurate if |w'(29)] is large,
which is the condition for the integrand to have a sharp
peak at the saddle point. Contributions to the integral
from well separated saddle points can be computed sepa-
rately and added. Rigorous justification, and analyses of
a number of interesting cases in which the simple saddle
point method described above breaks down, can be found
in [22], Chaps. 7 and 9, and [23], pp. 84-116 and Chap.
VII.

The saddle points for the integral (6.5) are at the points
*+ 24 and £z, where

24 = gas ( + %), (©9)
= -2-:\1175 (q1 — 0?5), (6.10)

with
g1 =+t =1+ qo, (6.11)
s=a"2%/at—1—q, (6.12)
go=+1+4 a2 (2k +1). (6.13)

The saddle points z; and z_ coalesce for k = k., where
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1 ab — 202

: = (6.14)

For k < k¢, z4 and z_ are real with z_ < z,. For k > k.,
24 and z_ are complex conjugates. The integration con-
tours for the integrals (6.5) are deformed to follow paths
of steepest descent through the saddle points as shown in
Figs. 3 and 4. Essentially all of the contribution to the
integrals for large k comes from the neighborhoods of the
saddle points. The formulas for the ordinary saddle point
method break down as the saddle points approach each
other. The more complicated formulas for asymptotic ex-
pansions of integrals with two nearby saddle points must
then be used (see [22], pp. 369-379, or [23], pp. 366—372).
Since these more complicated formulas reduce to the or-
dinary saddle point formulas when the saddle points are
not close to each other, there is no need to use the or-
dinary saddle point formulas at all; the formulas for two
nearby saddle points will provide the needed large k ex-
pansion that is uniformly valid in . The result has the

Hy)

form

ck = 2miexp (p) [aoAi (v?) + @141 (v?)] [1+ O (k71)].
(6.15)

The parameters p and v and the coeflicients ag and a,
are given by Egs. (C21)-(C27), (C32), and (C33) of
Appendix C. The formula (6.15) for two nearby sad-
dle points is obtained by transforming the integrand for
the desired integral (approximately) into the integrand
of Airy’s integral; this is why the Airy function Ai and
its derivative Ai’ appear in (6.15). The idea is similar
to that used in the ordinary saddle point method, where
the integrand for the desired integral is approximated by
a Gaussian.

The ground state energy of the oscillator Hamiltonian
H() is 1 when A = 0 and increases as \ increases. There-
fore H(¢) is a positive definite operator. The matrix ele-
ments of H(°) are

oo d2
/ ear (a; ) [(— e + 22 + /\m4) €2 (a;z)] dz

Ixa*[(2¢ + 4) (2 + 3) (26 + 2) (20 + 1)]"/? Sy e42
+[ixa* (40 +3) + a2 -

1a?] [(2¢+2) (26 + 1)]"? Sk e

+[3ra (802 +4£+1) + (a2 + 10®) (4£+1)] bk,e

+ [Fha™t(4-1) + 172 -
+1aam4[26(20 — 1) (2¢ — 2) (2€ — 3)]" S e

Hence it is convenient to make the choice B = H) for
the positive definite operator B, which is used to con-
struct the B-Hilbert space in the general theory devel-
oped in Sec. II. The requirement that the matrix ele-
ments By, of B be approximately equal to the matrix

elements H, ,Ecg — Edy, ¢ for k and £ large is then obviously
satisfied. The error in the Rayleigh-Ritz calculation is
then given approximately by the first term in the numer-

use egk

1a?] [20(2¢ — 1)]"? 8k0-1
(6.16)

[
ator of (2.32)

ERRK) _ B (59 BE)| (H — EI) |5¢(BK))

- 3 P

k=K+1

(6.17)

The sum over k in (6.17) converges rapidly as a conse-

Z_ 24

use e [ N /
l * use el use el w
—Zz. —Z_
* use eg;) use eg;)
e N

FIG. 3. Integration contours for the anharmonic oscillator
when k < k..

FIG. 4. Integration contours for the anharmonic oscillator
when k& > k..
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TABLE VII. The exact error §Er and the relative error (§Er — §E4) /6ER = 62E/6ER in the
approximation d E4 to  Er for the anharmonic oscillator ground state.

a=1.0 a=2.0 a=3.0
K 6FEr §*’E/6Er  0Egr 0’E/6Er  6Er 8’E/SEr
0 36x107! —1.1x10"? 7.8x107! 4.7x10"! 3.2 8.3x107 !
1 2.0x1072 4.8%x1072 1.3x107? 5.1x1072 1.2 6.8x107 !
2 2.7x107® —3.8x107! 1.5x107% —4.7x107% 5.7x107! 4.3x107*
3 2.6x107% —2.4x107! 89x107* —5.7x10"%2 2.7x10°? 2.4x1071
4 10x107% —1.3x10"! 19%x107° —6.4x10"%2 1.3x107? 1.2x107!
5 21x107*% —5.1x10"? 3.3x107% —1.8x10"%2 5.7x1072 5.6x1072
6 2.3x107° 1.8x107%2 3.2x107% —3.1x107%2 2.4x1072 2.4x1072
7 39%x107% —1.4x107! 7.5x107'°® —5.0%x10"% 9.6x1073 9.4x1073
8 3.8x107% —1.4x10"! 26x107'' —1.1x10"%2 3.6x107% 2.7x1073
9 23x107% —8.9x107% 3.4x107'2 _—3.3x1072 1.3x107%® —4.7x107*
10 8.0x1077 —5.2x107%2 2.3x107** 1.2x107% 4.3x107* —2.1x1073
11 1.8x1077 —1.8x107% 1.2x107'* —2.6x10"% 1.4x107% —3.1x1073
12 2.3x1078 1.2x1072 5.2x107Y7 —1.0x10"% 4.1x107° —3.8x1073
13 55x107° —9.2x107% 4.8x107'7 —2.2x10"%? 1.2x107% —4.3x1073
14 5.5x107° —9.6x1072 2.3x10™'° —1.2x10"%2 3.2x10"%® —4.7x1073
15 3.7x107° —6.6x1072 2.2x107!® —2.0x107% 8.3x1077 —5.0x10"3
16 1.6x107° —4.3x1072 1.6x107%' —2.2x107% 2.0x1077 —5.2x1073
17 4.9x1071° —22x107% 1.1x1072! _—2.0x10"2 4.8x107%® —5.3x1073
18 9.6x107 ! 7.2x107*% 1.8x1072® —99x10™* 1.1x10"%® —5.4x1073
19 1.5x107* —-9.1x107% 5.7x1072%* —2.0x10"2 2.3x107° —5.5x10"3
20 8.1x107'%2 —8.1x107%2 25x1072° —55x10"% 4.7x107° _—55x10"3
21 7.7x107'%2 —6.5%x1072 2.5x1072% —2.3x107% 9.2x107!'' —55x10"%
22 4.9x107*? —4.7x107%2 3.2x107% -9.4x10"%® 1.7x107'' —55x10"2
23 2.2x107'2 _—3.1x107%2 6.9x107%° —2.8x10"2 3.0x107'? —55x10"2
24 7.0x1071® —1.7x1072 3.3x107%° —1.3x10"% 5.2x107'® _—55x10"2

TABLE VIII. The optimum value of «, the relative error da; /o in the asymptotic approximation
to optimum «, the exact energy error ER, and the relative error (§Er — §E4) /0Er = 6°E/S§ER in
the approximation § E4 to d Er when a has its optimum value for the anharmonic oscillator ground

state.

K Optimum « da/a 6Er 6’E/SERr

0  1.29294233500847 1.6x1072 1.09716442402927x1072  —2.4x10"*
1 1.55817459174733 3.4x1073% 4.82503172746064x10~*% —1.1x107!
2 1.71862312909596 1.4x10°° 3.38631249912197x1075 —6.7x1072
3 1.57714593232280 1.4x107% 2.60189681146471x10~°% —7.5x10"2
4 1.70670645005687 7.3x10™* 1.33517756262170x10~7  —5.4x10"2
5  1.80836293245295 4.4x107% 8.57004518662618x107° —4.2x1072
6  1.89219980394674 3.0x10~% 6.40347751665497x107'° —3.4x1072
7 1.80766391482629 3.1x10”* 3.87351871813567x10"'! —3.6x10"2
8  1.88374660430946 2.2x10™% 2.41714403978924x10° 2 —3.0x10"?
9  1.95004181438340 1.6x10™* 1.69012176051751x10”'% —2.6x10~2
10 2.00883309590816 1.2x10™% 1.29345957264323x10™'* —2.3x1072
11  2.06168891078903 9.9x107° 1.06545539864153x10° % —2.0x10~2
12 2.00233192434442 1.0x10~* 4.859841517497x10°17 —2.1x10~?
13 2.05246975581368 8.3x107° 3.53462977274x107 % _—1.9x10"2
14 2.09841072018140 6.8x107° 2.7410652496x107° —1.7x1072
15 2.14082155033793 5.7x10°° 2.246129143x1072° _1.6x10"2
16  2.18022179759981 4.8x10~° 1.93093405x1072!  _—1.4x10"2
17 2.13382604863630 5.0x107% 7.680461x1072% _—1.5%x10"2
18 2.17183819567434 4.3x107° 6.00718x1072% _1.4x10"?
19  2.20749144840388 3.7x107° 4.9101x10°%% —1.3x10°2
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quence of the rapid decrease of the ¢ with increasing k.
Therefore no attempt has been made to deduce asymp-
totic formulas for the Uy, that appear in (2.19). The
Uk,¢ are obtained via numerical Cholesky decomposition
of B = H(°) with the aid of (2.14) and (2.15). Numerical
values of the é; are then obtained by using these numeri-
cally determined U}, » and the asymptotic approximations
to the ¢ in (2.19). Numerical values of the sum over k in
(6.17) can then be computed. The error as predicted by
(6.17) is compared with the exact error in Table VII for

=l,a=1,for \=1,a=2,and for A =1, = 3. Ta-
ble VIII compares the estimates for optimum a obtained
by numerical minimization of (6.17) with exact values of
optimum a.

Table VII shows that the error estimates obtained from
(6.17) are good to 2% or better for K > 3 and that
these error estimates improve as a increases. Table VIII
shows that the approximation to optimum « obtained
by numerical minimization of the error estimate (6.17)
is good to better than 0.1% for K > 3. The values of
the exact energy error § Ep given in both tables show the
rapid convergence of the Rayleigh-Ritz method for this
example, which is reflected in the rapid convergence of
the sum over k in (6.17).

VII. OTHER BASIS SETS

The asymptotic analysis of the expansion coeflicients
for the basis set is the first step in deriving the con-
vergence behavior of a Rayleigh-Ritz calculation via the
methods developed in Sec. II. This section outlines two
methods of performing this asymptotic analysis that the
author has found useful and illustrates them with an ex-
ample. The section begins by extending the method used
above for Hermite polynomial basis sets to Jacobi and
generalized Laguerre polynomial basis sets. A generat-
ing function method is considered next. The same La-
guerre polynomial expansion is used as an example for
both methods. Either method will work for all of the
classical orthogonal polynomials (Gegenbauer, Legendre,
and Chebyshev polynomials are special cases of Jacobi
polynomials; spherical harmonics can be assembled from
Gegenbauer polynomials).

The asymptotic analysis of the expansion coefficients
for Hermite polynomial basis sets was carried out by us-
ing Egs. (3.3)—(3.5) to rewrite the integrals (4.4), (5.4),
and (6.3) for the expansion coefficients ¢, as contour inte-
grals. Large k asymptotic approximations to these con-
tour integrals were then constructed by deforming the
contour and using standard methods for the asymptotic
analysis of integrals [22-24]. Asymptotic approximations
to the Hermite basis functions and the parabolic cylinder
functions were needed to implement this program. The
needed asymptotic formulas for these special functions
were available in the literature; no attempt was made
to derive them. Similar formulas can be found for other
special functions; the tools used are the Liouville-Green
approximation ¢~'/2 exp (+i [ qdz) to the solution of the
differential equation f 4+ ¢2f = 0, which is familiar from
the WKB method and can be used to derive (3.9)—(3.12),

4453

and its generalization, which is needed to derive (3.14)-
(3.20). The generalization can be traced back to papers
by Langer [25] in 1931 and 1932; a very readable paper
of Miller and Good [26] explains the basic idea. A con-
venient formulation of this generalization has been given
by Olver, whose book includes some historical notes (see
[24], p. 433).

The extension of the approach used above for Hermite
polynomials to Jacobi and generalized Laguerre polyno-
mials starts with the expansions

(@) =3P (1= 2)*? (1+2)”* PP (a),

k=0

(7.1)

O () = i b exp (—2/2) 2** LM (z).  (7.2)
k=0

The standard orthogonality argument yields the formulas

J;a, Jia, Jia,,
of ) = [P [T, (7.3)
i) _ (B jp(hie) (7.4)
for the coefficients, where
¥ . 1 2
h;ﬂ jo8) _ /1 [P;Ea’m (m)] (1 _m)a (1 +$)ﬂ dex
22PN (k+a+ )T (k+B+1) (7.5)
T (k+a+B+1)kT(k+a+B+1) e
1
I}g];mﬁ) — / f(J) (z) PISayﬂ) (z) (1 — z)oe/z
-1
x (1+ z)?/? da, (7.6)
oo 2
m = [ [0] (@) exp (o) da
0
F'k+a+1)
=y (7.7)

15 = /(,m fP @) L (2) 2/ exp (~2/2) de. (78)

The analogs of Egs. (3.3)-(3.5), which can be used to
rewrite (7.6) and (7.8) as integrals of a jump across a
branch cut, are

1 -2)* (1+2)? PP (2)

__1_. e B AeB) (.
_ﬂill_{l’(l)[(a? te — 1) (z —ie + 1) Q7 (z — ie)

— (@ +ie—1)*(z+ie+1)? QP (z +4ie)], (7.9)
z% exp (—) L;:x) (x)

_T(k+a+1)
N 2mi
— (mei")aU(k+a+ l,a + l,xei")] .

(we—i")a U (k +a+1l,a+1, a:e_i")
(7.10)

Formula (7.9) is valid for z real in —1 < z < 1. The
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function Q;:"ﬁ) (z) that appears in (7.9) is the second
(irregular) solution of the differential equation for Jacobi
polynomials. The function (z — 1)* (z + 1)? Q;ca’ﬁ) (2) is
analytic in the complex z plane cut along [—1,+1].
can be conveniently defined by its relation to the hyper-
geometric function:

(z—1)*(z+1° Q™ (2)
_T(a+k+1)
T'(a+pB+2k+2)(z

2
X o Fy (k+1,a+k+1;a+,3+2k+2;_1_z)_

(7.11)

[(B+k+1)20tP+k
_ 1)k+1

Formula (7.10) is valid for z real and positive. The func-
tion U (a,c, z) that appears in (7.9) is the second (irreg-
ular) solution of the differential equation for Laguerre
polynomials. It is analytic in the complex z plane cut
along [—o00, 0]; it has a branch point at 0 and a combina-
tion of a branch point and an essential singularity at oo.
It can be conveniently defined by the integral represen-
tation

U ((l, c, Z) — FzT) Aw exp(—zt) ta—l (1 +t)c—a—1 dt.
(7.12)

The contour integrals for I(J *P) and I(L ) that can
be obtained from these are

I(J a8) _ 1 / [(1 _ Z)—a/z 1+ Z)—ﬂ/z £ (z)]
Cs

XQ;"J’) (2) (z=1)*(z+1)? dz,  (7.13)
‘e T (k -+ +1 —a —im\ &
A P @] )

xU (k+a+1,a+1,2¢7"") exp (2/2) dz
+/ f® () L;ﬂa) (z) /% exp (—x/2) da.

(7.14)

The contours Cy and Cp, are sketched in Figs. 5 and 6.
The derivation of (7.13) and (7.14) from (7.6) and (7.8)-
(7.10) assumes that (1 — 2714 2) 7P (2) is
an analytic function of z within and on C; and that
272/2f(L) (2) is an analytic function of z within and on
Cy.

The convergence of expansions of analytic functions
in Jacobi, Laguerre, and Hermite series is discussed
in Chap. IX of the work of Szegdé [27]. The
convergence of the Jacobi series (7.1) is similar to
the convergence of Taylor and Laurent series, except
that ellipses take the place of circles. Szegé shows
that for (1 — z)“m/2 1+ z)ﬁﬁ/2 f) (2) analytic within
the ellipse Re(z) = 1(R+ R ')cos(d), Im(z) =
1 (R—R1)sin(8), 0 < 6 < 2w, R > 1, the series (7.1)
converges to f(J) (z) for z inside the ellipse. If R has the

the ellipse

o)
e
1

FIG. 5. contour Cj; and the

z (R + R_l) cos (0),

ellipse
Im (2)

Integration
of analyticity Re(z) =
=3 (R - R_l) sin (6), 0 < 8 < 2w, R > 1 for Jacobi polyno-
mial expansions.

largest value for which (1 —2)"*/2(1+ 2)7P/2 f() (2)
is analytic inside the ellipse, then the dominant part
of the large k behavior of the expansion coefficients
cfcj;a’ﬁ) in (7.1) is R7*. This is the analog of the well
known fact that Taylor series coefficients decrease like
R~* where R is the radius of convergence. For example,
if the singularity that limits the size of the ellipse lies

at z = 2, the coefficients cfe";a’ﬂ) decrease like R~* with

= |24+ V22 — 1| = 2 + v/3 = 3.732. A more detailed

description of the asymptotic behavior of the ciJ;a,B) can

be obtained by the methods used above for Hermite series
and below for a Laguerre series example. The situation
for Laguerre and Hermite series is similar, except that
the ellipse is replaced by a parabola with its focus at the
origin for Laguerre series and by a strip symmetrically
placed about the real axis for Hermite series.

As an example, consider the expansion of the function

f® (2) = (& + )" exp ()

in a Laguerre series of the form (7.2) with a = 0. This
example has been chosen because it has a branch point at
—c, together with the exponential falloff that is typical of

(7.15)

use (ze"™)* U (k+ a+ 1,a+1,ze7)

l use z7L{* (z)
~
7 o
/
o !

use (ze"’)a Uk+a+1l,a+ l,ze‘")

FIG. 6. Integration contour Cy for generalized Laguerre
polynomial expansions.
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bound state wave functions when the interaction vanishes
at infinity. When v < %, the integrand of the contour
integral over C decays exponentially as 2 —+ —oo, the
point zo can be chosen to lie at the saddle point z, =
4 (k+ 3) ¢, where (, is given by (7.19) below, and the
contour C}, can be replaced by the contours shown in Fig.
7. When vy > %, the integrand of the contour integral over
C, decays exponentially as z — oo, the point o can be
chosen to lie at +00, and the contour Cf, can be replaced
by the contours shown in Fig. 8.
For k large, the asymptotic approximation

Ulk+1,1,-4(k+3)(]

~ 2—1/2,1/2 (k!)"l (k + %)-1/2 (—C)—1/4 1- C)_1/4

cexp (=24 3) {¢+ (-0 -0

a0+ -0} ) (.16)

can be used for U. The approximation (7.16), which is
valid for k large and ¢ not too close to the origin or to
the turning point at ( = 1, can be obtained by construct-
ing the Liouville-Green approximation to the solution of
Whittaker’s equation and using the connection between
the function U and the Whittaker functions. Asymp-
totic expansions of confluent hypergeometric and Whit-
taker functions are discussed by Erdélyi and Swanson
(28], Skovgarrd [29], and Olver (see [24], pp. 412-413,
Examples 7.3 and 7.4; pp. 446-447, Example 4.6). The
approximation (7.16), and a change of variables from z to

¢=3(k+ %)_1 z, brings the integral over Cr, in (7.14)
to the saddle point form [ g (¢)exp [-2 (k + 1) A ({)] d¢
with

g(C) — _22u+1 (277)_1/2i (k + %)(2114—1)/2
(OO e iR+ 1)
(7.17)
h(C) =2v¢+ (=O)Y? (1= ¢)Y?

+1n [(—4)1/2 +(1- 4)1/2] . (7.18)

/
use (—2)*U(k+a+1,a+1,—2)
e

use z°L{ (z)

o)
_J

—c 25

_/

FIG. 7. Integration contours for the example when v < %
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4 ”

use (—2)*U (k+a+1,a+1,—2)

25 —c

L

FIG. 8. Integration contours for the example when v > %

The integrand has a saddle point at the zero of A’ ((),
which lies at

Co=(1-2y)"".

Application of the saddle point formula (6.8) with w =

-2 (k + %) h yields a contribution cgel) to the expansion

coefficient C;L;O) = I,(CL;O)

o=l oo ()

1-27v\*
_ » .
x(1+27) 140k Y)], 7<?

[21“ (v -l—i);c{)s (m/)] {4724_ 1]” ( v ;: k )

x (27“1)k 1+0(k™)], v> 43

(7.19)

, which is given by

(7.20)

o

i1 (7.21)

There is an additional contribution to the asymptotics
from the neighborhood of the branch point at ( =

—% (k+ %)_lc. For k large, the integrand decreases
so rapidly as ( moves away from the branch point
that only the neighborhood of the branch point mat-
ters. Small ( approximations and the change of vari-

ables (-—C)l/2 =2 (k+ %)_1/2 e/l (k+ —;—)“1 s bring
Jg()exp[—2(k+ 1) w(¢)] d¢ to the form

%ﬂ—1/2i0(2u+1)/4 (k + %)—(2v+3)/4

X exp {'yc -2 [(k + %) c] 1/2} / (—8)” exp (—s) ds.

(7.22)

The integral over s in (7.22) is a loop integral that
can be recognized as Hankel’s integral representation for
—2mi/T (—v). Inserting this in (7.22) yields, for the con-
tribution from the branch point, the result
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2y w/2ev Tt 1\]—(2v+3)/4
o =T e+ )]
X exp {fyc -2[(k+3) c]l/z} [1 +0 (k_l/z)] .

(7.23)

The procedure that led to (7.23) can be justified via an
appeal to Barnes’s lemma, which is better known as Wat-
son’s lemma for loop integrals (the theorem in asymptotic
analysis that is known as Watson’s lemma is usually at-
tributed to Watson [30]. However, Wyman and Wong
[31] have pointed out that Watson’s lemma can be re-
garded as a special case of an earlier theorem of Barnes
[32] (see also [22-24]).

The result (7.23) for the branch point contribution is
correct only if (k + 1) ¢ is large; thus the result for ¢ =0
cannot be obtained by taking the ¢ — 0 limit of (7.23).
This restriction arises from a breakdown of the asymp-
totic formula (7.16) for U when (k + 1) ¢ is small. It can
be cured by using a more complex asymptotic formula
for U that remains valid as { — 0. This formula, which
can be obtained from results given by Olver (see [24], pp.
446-447, Example 4.6), is

Ulk+1,1,-4(k+3)(]

~2()7TH =0T -
xexp -2 (k+ ) €] /Ko [ (b + 1) 7],
(7.24)

&7 =3 {(-0"* -0
+In[(=0)Y*+ -0}

The function K, that appears in (7.24) is a modified
Bessel function of the third kind in standard notation
(see [11], p. 5; [12], pp. 66—67; or [16], pp. 374-375). The
form that replaces (7.22) when (7.24) is used is

c (v+1)/2
n (—) exp (yc)
k+3

(7.25)

x/(—s)”Ko [4 (k+1) (-c)‘/z] ds, (7.26)
=3[k + D) e+ (k1)) (7.27)

The integration over s can be performed with the aid of
the integral representation

K, (Zzl/z) = %z_"/z/ exp (—zt —t7')t7¥ 1dt
0
(7.28)

for the modified Bessel function of the third kind [see
[11], p. 82, Eq. (23), or [12], p. 85]. Equation (7.28) is
used for Ko, the orders of integration are interchanged,

the integration over s is performed, and (7.28) is used
again to recognize that the remaining integral over t is a
K, 1. The result is

. 5 e\ D/
¢’ = -
k [ (—v) \k+ 3

Ky 41 [2 (k+1) c} [1+o0 (k)] (129

The large z approximation K, 11(2)
~ m1/2(22)~1/2 exp(—2) can be used to show that (7.29)
reduces to (7.23) when (k + %)c is large. The asymptotic

behavior of the expansion coefficient CLL;O) = I,(CL;O) is
given by the sum of the saddle point and branch point
contributions:

B0 = (B0 _ ) 4 (@) (7.30)

If kK — oo with « held fixed, the contribution cg) be-

comes negligible compared to c;cz) for sufficiently large k.
However, for any fixed large k, there is always a value
of v for which cg) and cf) have comparable magnitude.
Thus both terms must be kept if the approximation is
to be uniformly valid in 4. For v < %, keeping the
two terms comparable as k gets large requires letting ~y
get small. For v > %, keeping the two terms compara-
ble as k gets large requires letting v get large. There
is a difficulty in this case: when ~ gets large, the sad-
dle point [at (1 — 4y2)~1] gets close to the branch point
[at —%(k+ 3)'c], the asymptotic analysis breaks down,
and the more complicated approximation appropriate to
a saddle point near an amplitude critical point (see [22],
pp. 380-387) must be used. Since this section is intended
to be illustrative rather than exhaustive, the resolution
of this difficulty will be left as an exercise for the reader.

The asymptotic behavior of expansion coefficients can
also be derived from a generating function. Although all
of the classical orthogonal polynomials have generating
functions, the method will be developed in detail only
for the Laguerre polynomials, which have the generating
function

(1 —w) % 'exp (— l'izw) = ZLS:‘) () wk. (7.31)
k=0

Introduce a generating function g(Xi®) (w) for the expan-
. . (Liax) _ .
sion coefficients c, via

oo
gF®) (w) = Z ciL;a)wk. (7.32)
k=0
Equation (7.31) can be used to show that
(L) () = (1 — w)—o! gia) [ (LH W) 7.3
g8 (w) = (1wt G | L] (7.

where G(L®) is the Laplace transform

G(L;a) (/\) — /°° (L'a/2f(L) ($) exp (—)\1,‘) dz. (734)
0
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The asymptotic analysis of the expansion coefficient
c,(cL;a) begins with the Cauchy integral for cff’;a), which
is

e 1

( o (7.35)

/ wk1g(Lie) (w) dw.
c

The contour C, which is a small circle that runs coun-
terclockwise around the origin, is deformed to give inte-
grals that can be evaluated via standard methods for the
asymptotic evaluation of integrals. The function f(X) of
Eq. (7.15) will again be used as an example. In this case,

§ (w) = ¥ (=) U 1,4 2, ),
(1+27)e+(1—-27)cw
2(1 —w) )

(7.36)

t(w) =

(7.37)

The special case of U that appears in (7.36) has the
properties

U(l,vy+2,t) =T(w+ 1)t texp(t) — w+1)""
X1 (1,1/+2,t), (738)

K
ULv+2,t) =Y (-1)*(-v), 7%+ 0 (t7%2)
k=0

for t - 00 in — 37 <argt < 3. (7.39)

The convergent representation (7.38) of this U shows that
it is analytic except for a branch point at ¢ = 0 and a
combination of a branch point and an essential singular-
ity at t = oo. It follows that the generating function
g%% (w) has a branch point on the negative real axis at

w = (2y —1)"* (27 + 1), which is on the negative real

axis for v < % and on the positive real axis for v > 1.

It has a combination of a branch point and an essential
singularity on the positive real axis at w = 1. The asso-
ciated branch cuts are shown in Figs. 9 and 10. Consider
first the case v < %— depicted in Fig. 9. The contour C
is deformed into the sum of the two contours C; and C,

Cy C C,
N N N
o) Jon., Lo
e N \Z
2y +1 1
2y —1

FIG. 9. The generating function method for the example
when v < %
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c Cs
N N
o ( o)
\J 7
1 2y +1
2y -1

FIG. 10. The generating function method for the example
when v > %

that run clockwise around the branch cuts. The expan-
sion coefficient is then given by (7.30) with

; 1 ke . .
CSCJ) = 2—7('1./ w™k 1g(L"“‘) (w) dw, 7=1,2. (7.40)

J

The asymptotic behavior of cs) can be extracted in
straightforward fashion via the method of Darboux (see
[24], pp. 309-315,321, or [23], pp. 116-122). The result is

again (7.20). The contribution cf) requires a somewhat
different strategy. The first step writes it as an integral
along the real axis from +1 to +oco of the jump across the
branch cut, which comes from the term I' (v + 1)¢t~¥~!
exp (t) in the representation (7.38) of U. Evaluating the
jump yields

@_ 1 T
cy —F(—V)/O drz [1+(

—)a]

N

xexp[— (3 —7)c— (k+1)In(1+=z) — cz™!].
(7.41)

The integrand in (7.41) has a saddle point at z =

[¢/ (k+ 1)]1/2. The asymptotics can be extracted via the
saddle point method. The result is (7.23) with k + 1 re-
placed by k + 1; the difference due to this replacement is
of the same order as the terms that have been neglected.
The requirement that (k + 1) ¢ be large must again be
imposed. This requirement arises here because the sad-
dle point approximation to (7.41) breaks down when the
saddle point gets too close to the branch point at z = 0,
which arises from the factor ¥ in the integrand. This
breakdown can be cured relatively easily in this case by
using small z approximations in the integrand of (7.41)
to obtain

(2., 1
% T T ()

/ dzz’exp[yc — (k+1)z — cz™'].
0
(7.42)

The integral in (7.42) can be evaluated exactly by using
(7.28) with t = ¢!z and the fact that K_,_; = K,41;
the result is the approximation
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@ 5 N
c =
k P(—v) \k+1

<Ky i1 [2 (k + 1)0] [1 +0 (k‘1/2)] )

(7.43)

Equation (7.43) is consistent with (7.29); the difference
between the two is of the same order as the O (k~'/2)
error term.

The analysis for the case v > % can be carried out by
replacing the contour around the origin by the contour
C3 shown in Fig. 10. If the singularities at 1 and at
(2y — 1)n1 (2 + 1) are well separated, the evaluation of
the contribution c,(f) from the saddle point goes through
as before and the contribution cg) from the singularity
at (2y — 1) (2y + 1) is negligible. However, as the two
singularities approach each other, it becomes necessary
to cope with an amplitude critical point near a saddle
point, which is the difficulty that arose in the previous
method.

The application of the generating function method to
the example (7.15) exploited the fact that the Laplace
transform (7.34) could be evaluated explicitly in terms
of known, well-studied functions. Such explicit evalua-
tion is not necessary, however, since the Laplace trans-
form (7.34) is an integral representation for G(Fi®); in-
tegral representations normally provide the easiest start-
ing point for determining the location of the singulari-
ties of a function and calculating expansions about those
singularities. For the example (7.15), the singularity at
w = (2v — 1)—1 (2y + 1), which corresponds to A = —v,
arises because this is the point at which the integral
(7.34) no longer converges at infinity. The expansion
about the singularity at w = 1, which corresponds to
A = 00, can be obtained by using Watson’s lemma [22-24]
to deduce the large A expansion of (7.34).

The generating function method outlined above has
a very nice feature: if the singularity in the complex
w plane that dominates the asymptotics is known, the
analysis can be inverted to obtain a “convergence accel-
eration function” that builds in this singularity and has
no other singularities in the finite complex w plane. The
difference between the original f()(z) and this conver-
gence acceleration function will have an expansion of the
form (7.2), which converges faster than the expansion of
fY(z). Examples can be found in the work of Forrey
and Hill [33].

The contributions cg) and cg) exhibit two typical fea-
tures. The most rapidly varying part, which is the factor

(1 —27)/(1 +27)]* in cfcl) and the factor exp{—2[c(k +
%)]1/2} in cgf), is determined by the location of the asso-
ciated singularity. The next most important part, which
is k¥ for cg) and (k + )~ +3)/4 for cg), is determined
by the nature of the singularity (i.e., by the value of v).
Additional terms in the expansions of the contributiois
cg) 562) can be obtained by either of the two meth-
ods.

The results obtained for the example (7.15) can be ex-
tended in several ways. An expansion for the case in
which the basis depends on a scale factor 8 can be ob-

and ¢
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tained by replacing = by Bz, ¢ by B¢, and v by /5.
Asymptotic formulas for a case in which the function
being expanded has several well-separated branch point
singularities can be obtained by adding up contributions
of the form c}cz) for each branch point; this is an example
of the general principle that contributions to the asymp-
totics from well-separated singularities can be computed
separately and added. A result for a logarithmic branch
point can be obtained by taking a derivative with respect
to the parameter v.
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APPENDIX A: DETAILS
FOR THE cosh™2 POTENTIAL

This appendix outlines the derivation of the error for-
mula (4.12)—(4.15) for the cosh™? potential from (2.32).
Two different derivations are given. The first uses best
approximation in H!, the second best approximation in
L2. Details that are common to both methods are pre-
sented first.

The computations begin with the kinetic and potential
energy matrix elements, which are defined by

Too=} [ [Fen@ia)] [fenten] @ (an

& 1
Viye=— / ear (0 2) meu (a; 2) dz. (A2)

The kinetic energy matrix elements T} ¢ are given explic-
itly by

Ty = la? {- [(2€ + 2) (2 + 1)]*2 8 041

+ (48 + 1) Ok g — [2€(2¢ — 1)]Y/? ék,e_l} .
(A3)

There does not appear to be any simple formula for
the potential energy matrix elements Vj ,; the values
of the Vi, that are used in the variational calculation
are obtained via Stenger’s numerical integration method
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[34-36]. However, the Vi, do have the following simple _1 /2 _ 1/2
asymptotic formula: One = 3 [(4k +1) (4£+1) ] ’ (A5)
20 f(6) = 45 sinh™(6) {0 cosh (9) [6 + sinh? (8)]

Vie=— ( 1) [(4k + 1) (4€ + 1)]7Y/* —3sinh () [2 + sinh? (8)]} . (A6)

The asymptotic formula (A4) can be derived as follows.

[ ] Because V;, , is symmetric under interchange of k and ¢,
sinh (0k e) it is sufficient to consider the case k < £. The deriva-
. tion begins by using (2.3) for the factor ey, (a;2) in the

7”1) f (Ore) integrand. The factor es; (o 2) is left as is. The con-

[(4k + 1) (4£ + 1)]1/2 tour is deformed into the upper half plane for the term

that contains egj) (a;2z) and into the lower half plane

1 for the term that contains egz) (a;2z). The potential
[m] } (A4)  cosh™2 (2) has second-order poles on the imaginary axis
at z = %77 (2m + 1) 77, where m is an integer; calculating

where the contributions from these poles yields

: > d ) 1 (= :
Vi,e = mX:: Im {eZk 31 (2m+1) m] e;';) [ a; 3 (2m +1) m] + ez [a; —3(2m+ 1)7rz] egl) [o;— 3 (2m +1) m] } .
(A7)

If Ok,¢ is not too small, the sum over m in (A7) can be evaluated by using the relation (3.3) and the asymptotic
formula (3.8) to approximate the integrand; this works because the summand in (A7) is very small by the time the
asymptotic formula (3.8) breaks down. The sum over m can then be evaluated with the aid of the summation formula

S (m+ e l—c(m+ )] = (- 2) S explc(m+ )]

m=0 m=0

- (‘ %)q 2sinhl(c/2)' (48)

If Ok, is small, the sum over m in (A7) varies slowly and can be evaluated with the aid of the Euler-Maclaurin sum
formula, which is

Z f(m)= / f(z) dz+ L1f (M) + 2f(N)jLX: B2n [f(zn D (N) — f@n-1) (M)]. (A9)
The B, m (A9) are Bernoulh numbers; the first few are B, = , By = — %, Bg = %2, Bg = 30, By = 6—56,
By = 2730, and By = 5. The Euler-Maclaurin sum formula requires only a knowledge of the summand in (A7)

for £ = 0, which can be obtained from (3.8). A resummation with the aid of the generating function formula for the
Bernoulli numbers, which is

oo

z 2"
%  _N'BZ, A10
exp (z) — 1 Z n! (A10)

n=0
again yields (A4)."

The Euler-Maclaurin sum formula can be used to deduce summation formulas such as

i (4k + 1)1/2 exp [—c (4k + 1)1/2]
k=K+1

1+(Z+1)

_ _ 2] ) 1 (£+1)/2
= exp [—c (4K +5) ]{20(4K+5) +[2 oo

] (4K + 5)%/?

N [g 4 %} (4K +5)ED/2 _ [é _ (iiléi‘lﬂii)] (4K +5)¢/7 4 0 [K(-9/1] } (A11)
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Summation formulas for sums with alternating signs can
be obtained via summation by parts. Define the finite
difference operator A; in the usual way by

A0 =FfG+D)-F0),

where f (j) is an arbitrary function of the integer variable
J. The summation by parts formula, which is a finite-
difference analog of the well-known integration by parts
formula, is

(A12)

S h()A9() =g(n+ D h(n+1)—g(m)h(m)

-3 9 +1)A5h(3),

j=m

(A13)

where g (j) and h (j) are arbitrary functions of the integer
variable j. The choice g(j) = —3(—1)’ implies that
Ajg (j) = (=1) and yields the formula

Z (1) h(j) =5 (1) h(n+1)+} (~1)" h(m)

15" (-1 Ak ().

j=m

Repeated summation by parts with the aid of (A14), fol-
lowed by an evaluation of the finite differences via Taylor
series expansions, yields summation formulas such as

oo

ST (-1)F 4k + 1) exp [—c (4k + 1)1/2]
k=K+1

=1 (4K +5)? (-1)% P exp [—c (4K + 5)1/2]

X[l +c (4K +5)7*/?

—£(4K +5)"' + O(K~%/?)). (A15)

The constant ¢ that appears in (A11) and (A1l5) must
be positive. The summation formula (A15) can also be
obtained by applying the Euler-Maclaurin sum formula
to the odd k and even k terms separately.

The evaluation of the error when the best approxima-
tion in H' is used for |4(BK)) in (2.32) begins with the
construction of asymptotic formulas for the elements Uy ,
of the upper triangular matrix that appears in (2.19). Be-
cause the kinetic energy matrix (A3) is tridiagonal, only
Uk, and Ug k41 are nonzero and the Cholesky decompo-
sition formulas (2.14) and (2.15) simplify to

Uk,k+1 = Tk+1/Uk ks (A16)

Uk = [(Tk,k +8%) — (Tk—l,k/Uk—1,k—1)2] i .
' (A17)

(A14)
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A large k asymptotic expansion of U i can be obtained
by looking for a series solution to (A17) of the form

Ui ~ (4k + 1) ug (ak +1) 7%
£=0

(A18)

Ambiguities that arise from multiple roots when solving
for the coefficients u;, can be resolved and the correct root
selected by comparison of the asymptotic results with
numerical Cholesky decomposition. In the present case
this happens only for u,; it is necessary to choose between
+%ﬁ and — %,8. The asymptotic expansion of Uy, t+1 can
be obtained by inserting the asymptotic expansion of Uy,
in (A16). The results are

Uk = 3v2a (4k +1)'% + 18]
+1v2a! (a® + 267) (4k +1)7Y/2
~118| (4k +1)7" — 2 V227 (a? + 26°)°
x (4k+1)7*? 1 0 (k7?), (A19)

Ukk+1 = — %\/Ea (4k + 1)1/2 + %Im
—1v2a7t (302 +267) (4k + 1) /2
+118] (4k + 1) + Lv2a7% (302 + 26%)°
x (4k+1)"*? 1 0 (k7?). (A20)

Asymptotic formulas for the elements (U 'l)k , of the
upper triangular matrix inverse to Uy are needed for
the computation of asymptotic formulas for the potential
energy matrix elements (7x|V|n,) and the Gram matrix
elements (n|n,). Mathematical induction on m can be
used to show that

m m—1
) H Uk—m+n,k—m+n+1
1]

Uk—m+n,k—m+n

(-1
k—mk Uk,k (A21)

The expression (A21) is valid whenever the kinetic energy

matrix is tridiagonal so that only U and Ugxy; are

nonzero. It can be evaluated asymptotically by writing
m—1

(__1)771, H Uk—m+n,k——m+n+1

Uk—m+n,k——m+'n

n=0

m—1
= exp [Z In (— Uk—minb—mtnt1 )} . (A22)

n—0 Uk—m+n,k—m+n

An asymptotic expansion of the logarithm on the right-
hand side of (A22) that is valid for K —m+n large can be
worked out by expanding the logarithm in inverse pow-
ers of (4k —4m + 4n + 1)1/2 with the aid of (A19) and
(A20). The sum from n = 0 to n = m — 1 can then
be performed with the aid of the Euler-Maclaurin sum
formula. In this way it can be shown that
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(U, =2%%a7 1 [(4€+1) (4k + 1))V exp {a2/28] [(4k + 1)/ - (4¢+1)/?] }

x {1 + 2 (a2218)) " [(ak + 172 — (a4 1) a2 (4 +1) /2 40 (k‘l)} . (A23)

The desired asymptotic formulas for matrix elements with respect to the |7) can be calculated from (2.2), (2.7),
(A4), (A23), and analogs of the sum formulas (A11) and (A15). The results are

(k|me) = \I//;| [(4k + 1) (4€ + 1)) % exp [—a-121/2|ﬂg| (ak+ 1) = (4 +1)"?|| 1+ 0 (k72/2) + 0 (e1/7)],
(A24)

(e V |ne) = — % (—1)%+ [(4k + 1) (4€ + 1)] %/ [Qﬁg%‘;ﬁ] [1 +0 (k‘l/z) +0 (z—l/z)] . (A25)

The singularity and turning point contributions to é can be calculated from é, = U rcr + Uk,k+1Ck+1. The results
are

&58) — (27)V/2 03/2 (4k + 1)V/4 (—1)* exp [— Lra(4k +1)'/?]

x{1 - ira 1 + & (me)’] 4k + )T+ [§ + & (r0)” + g5 (ne)’

+ a5 (10)° + 27V/2x6] + @267 (4k + 1)+ 0 (k72/7) ], (A26)
&™) = 20712 (14 2/218]) (4k + 1)V exp [—a”? (4k + 1) /7]

x{1- (a7t + L) @+ 1) + [~ 1+ 1 (1+27718]) a7

+la™t+ La®(4k+1)" + 0O (k—3/2)} . (A27)

The various contributions to (51/1(H1;K )JH — EI |61/J(H1;K)>, which is the first term in the numerator of the error

formula (2.32), can now be calculated. The easiest are the contributions to <5¢(H1;K)|T + ﬁ2I|61/;(H1?K)), which are
just 352 41 |ék|* as a consequence of (2.8) and (2.11). Performing the sum over k with the aid of (A11) and (A15)
yields

i |é,(:i"g)]2 = o? (4K + 5) exp [—wa (4K + 5)1/2] {1 + [2 (ra)™t — & (7ra)3] (4K +5)7/2
k=K+1

+H2 (10) 2 = & (1) + 15 (me)® +2V/2|) + 227267 (4K +5) "+ 0 (K™¥/2) ], (A28)

o 2
3SR = (1 + 21/2|ﬂ|) exp [—2a—1 (4K + 5)1/2]
k=K+1

X {1 —la 34K +5)77 4 [(—1 + 21/2|ﬂ|) a %+ ;—sa“ﬁ] (4K +5)7'+0 (K‘a/z)} ,  (A29)

Z {éising)éiTP) + échP)éising)] — 93/2,1/2,, (1 + 21/2|ﬂl) (_1)K+1 exp [_ (%ﬂa + a—1) (4K + 5)1/2]
k=K+1
{1 - [% 2+ L (1ra)3] (4K +5)7*+0 (K_l)} ) (A30)

The contributions to (sz(H‘;K)l&ﬁ(Hl ) are

P ;ﬂl ;Jr 1 sine) oleing) (1) 1y Iﬁl \/_ exp [_m (4K + 5)1/2] [1 +o (K_l/z)] , (A31)
i i &P (mlne) = g (1 +2v/ 2lﬂl) exp [~2a—1 (4K +5)Y 2] [1 +0 (K—1/2)] , (A32)

k=K+1£=K+1
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oo

=(si ~ =(TP) A(sin
Z [CS ng)chP) +C§e )cg g)] (me|me)
k=K+14=K+1

_ 27[31/7? (=1)5* exp [_ (ira+a-?) (4K+5)1/2] [1+0 (K_l/z)]- (A33)

The contributions to (5¢(HI?K)|V|5¢(H‘:K)) are

i i éising)égsing) (me|V|ne) = — %g (2,3a+ 1) exp [—Wa (4K + 5)1/2] [1 +0 (K—l/z)] , (A34)
k=K+1£=K+1

S Z(TP) o(TP) _ 4 2 B B ) i
k=K+1z=;+1Ck & mlVine) = — — (1+2"218])” (4K +5) exp [-2a7* (4K +5)*] [1+ 0 (K772)],
(A35)

oo oo
ST [T 4 G0 (i = 2522 (14 22001) € (2 3) ()5 (4K 4 5)
k=K+1£=K+1

X exp [—- (3ra+o7 1) (4K + 5)1/2] [1 +0 (K”l/z)] . (A36)

The function ¢ (2, —;-a + %) that appears in (A34) is the Hurwitz zeta function, also known as the generalized zeta
function, in standard notation (see [12], pp. 22-25, or [19], pp. 24-27). The result (4.12)—(4.15) for the error E(RR:K) _
E can now be assembled by adding up the contributions to (§3# ¥)| (H — EI) |6¢(H1;K)) from (A28)-(A30) and
(A34), which are used with 3 = 271/2. The approximation (1/;(3;1()]11;(351()) ~ 1 is used for the denominator in (2.32).
The methods used below to derive the result (4.12)—(4.15) via best approximation in L? can be used to show that the
second term in the numerator of (2.32) does not contribute to the order to which the calculation has been carried.
Formulas (A31)-(A33), (A35), and (A36) have been evaluated to one term to show that they do not contribute.

The evaluation of the error E(RRiK) _ E when the best approximation in L? is used for |1/~)(B;K)) in the error

formula (2.32) begins with the evaluation of the first term of the numerator, which is (69 (L*:K)| (H—-EI) [M)(LZ;K)).
Evaluation of the needed sums with the aid of (A11) and (A15) yields, for the kinetic energy contributions,

oo e o]
Z E}csmg)Tk,zcgsmg) = a? (4K + 5) exp [—ﬂa (4K + 5)1/2]
k=K+1£=K+1

x {14 [2(re) ™ + tra — & (r)®] (4K +5)7?
+ [2 (ra) 2 = L (ra)? — & (ra)* + 15 (wa)s] (4K +5)7'+0 (K—s/z)} ,
(A37)
oo oo
> Y A ee™ = a(4K +5)  exp [~2071 (4K +5)/7]
k=K+1£f=K+1
x[14 (@™ - o) (@K +5)7 = (1 + 1a7% + Ja7* - Ka ") (4K +5) "
— (3ot + 2o - Ba™t - Ko7 + tha ) (4K +5) 2+ 0 (K7?)],
(A38)

oo oo

Z [ESing)Tk,thTP) +6§CTP)Tk’£c$sing):|
k=K+1{=K+1

= (27r)1/2 o? (-1)¥ T (4K + 5)1/2 exp [— (3ma+a™ ') (4K + 5)1/2]

a™t —

x {1 - [%a_a —2a714 L (7ra)3] (4K +5) Y2 4 [La=® — 1

~ (37 + 15) (ma)” + ggog (r)°] (4K +5) " + 0 (K°%) ], (A39)
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for the potential energy contributions

oo oo

Z ey, o) _ _ %C (2,1 + 1) exp [_Wa (4K + 5)1/2] [1 40 (K"l/z)] ’

k=K+14=K+1

i i & Vi el = — f; (4K +5) " exp [~2a7 (4K +5)/*] [1+0 (K7/7) ],

k=K r1{=K+1

oo oo
Z Z [Eismg)vkvlchP) + EiTP)Vk,lcgsmg)]
k=K+1£(=K+1
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(A40)

(A41)

= —25/2773/2a(¢ (2, La + 1) (=1)" T (4K +5) "% exp [- (ira+a™) (4K + 5)1/2] [1 +0 (K‘l/z)] . (A42)

and for the normalization contributions

Z lcfesmg)[z = 2exp [—wa (4K + 5)1/2] [1 +0 (K'l/Z)] , (A43)

k=K+1
oo

3 1™ = 2exp [—2a—1 (4K + 5)1/2] [1 + (2071 = 2a7?) (4K +5)7/?

k=K-+1
+(a 2= 22"+ La"®) 4K +5)7 '+ 0 (K“3/2)] , (A44)

oo ) )

Z [Eismg)ciTP) + E;gTP)cgcsmg)]
k=K+1

= 2%/2x/2 (~1)KF (4K +5) 7 exp [~ (dra + oY) (4K +5)%] [1+0 (K7/7)]. (as5)

The first numerator term (69(%" )| (H — EI) |95 Ky
in (2.32) can now be assembled by adding up the contri-
butions from (A37)-(A45). Formulas (A43)-(A45) can
be used to show that the denominator (J(inK)l't/;(Lz?K))
in (2.32) can be approximated by 1. A comparison of
the dominant contributions to the first numerator term,
which come from (A37)-(A39), with (4.12)—(4.15) shows
that the contributions to the error E(RR:K) — E do not
all come from the first numerator term in (2.32) when
best approximation in L? is used; the second numerator
term in (2.32) must also be evaluated in this case.

The evaluation of the second numerator term in (2.32)
requires an asymptotic evaluation of the inverse A (u),
which is introduced in (2.29). This evaluation begins
with the asymptotic evaluation of the upper triangular
il

— (6T | (H — EI) PL A (p) By (H — EI) |59 F5))

matrix Wy from the generalized Cholesky decomposi-
tion formulas (2.33)—(2.37). Because the kinetic energy
matrix element T , dominates for k and £ large, this eval-
uation is similar to the evaluation of Uy given above.
The result is

Wie = Uk + (4k + 1)—1/2 2_1/201_1Vk,g for k< 4.
(A46)

In applications of (A46), Uy, is replaced by the asymp-
totic expansion recorded in (A19) and (A20) and Vi is
replaced by the asymptotic expansion (A4). It can be
shown with the aid of (A16), (A21), and (A46) that the
second num-rator term in (2.32) is given with sufficient
accuracy by the approximation

K
~ —|Uk,k+1ck+1)? |1 — (4K + 5)7H/2 91/ Z Vk .k (Uﬁl)k,K

K (9]
~Uk,kx+1 Z Z (U_l)k,x Vi,e (CK+1¢e + Cecx+1) -

k=0£¢=K+1

k=0

(A47)
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The evaluation of the various contributions to (A47) is straightforward. The pieces that contribute to the order to
which the calculations have been carried are

(sing) ‘2 —

Uk, k+1CKk 41 a? (4K + 5) exp [—7ra (4K + 5)1/2]

x {ima (4K +5)7* = [r+ & (ra)'] (4K +5) + 0 (K2}, (A48)
]UK,K+1cgle2 =a(4K + 5)1/2 exp [——Za‘l (4K + 5)1/2]
x{1- (227 + a7 (4K +5)7/* — (1- Ja7? — Za™* - La ™)
x (4K +5)7 = (3o = a7 + Lo + Ja7" + L0 °) (4K +5) "7+ 0 (K—z)} ., (A49)
sin TP _(TP sin,
sl [e2D R + cfTE)elen)]
= (27r)1/2 o? (-1)** (4K + 5)1/2 exp [— (3ra+o 1) (4K + 5)1/2]
X {1 - [%a_a +227 M+ (7ra)3] (4K +5)7 2 4 [a®+la* + I+ hn® —1
+ (357 — £5) (m2)’ + g5 (1)°] (4K +5) 7 + 0 (K~*/2) }, (A50)
K
— (4K +5)722 2N ik (UTY), g = — (4K +5) 7227 20 Wi e (U)o [1 +0 (K_l/z)]
k=0
= 4(na)"t (4K +5) %2 [1 +0 (K-I/Z)], (A51)

(TP)

Vit (CK+1C(TP) +z —(TP) TP)

CK+1

Uk, k+1 Z Z

k=0{=K+1

=871 (4K + 5) " exp [—

Uk, k+1 Z Z

k=0£¢=K+1

Vke( (smg) (TP) +e —(smg) (T}:% + e

2071 (4K + 5)1/2] [1 +0 (K‘l/z)] , (A52)

_(TP) (s1ng)

_(TP) (snng))
CK+1

= 2°/2r73/%a( (2, Ja + 1) (-1 (4K +5) P exp [~ (3ma + a7?) (4K +5)/7] [1+0(5k72)]. (as3)

Evaluation of the first numerator term in (2.32) from
(A37)-(A45) and the second numerator term from
(A47)-(A53) shows that best approximation in L? again
yields the result (4.12)—(4.15) for the error E(RR:K) _ B
The pieces that combine to yield the contributions that
come from (A28)-(A30) when best approximation in H'!
is used can be identified with the aid of the identity

(e ] oo
= 1 2 2
E E CkTrece + 5 E lex|* — Uk, k+1¢K 11|
k=K+1£¢=K+1 =K+1
oo

= > lal? (A54)

k=K+1

which can be derived from (2.10),
(2.20).

(2.12), (2.18), and

APPENDIX B: DETAILS
FOR THE HYDROGEN ATOM

The computations begin with the kinetic and potential
energy matrix elements, which are defined by

*rld d
Tr.e =/(; I:E;ezk—i—l (a;z)] [Eeﬂ—f—l (a;z)] dz, (B1)

o 1
Vi = —Zf ez2k+1 (@ 2) ;eu+1 (a5 2) dz. (B2)
0
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The kinetic energy matrix elements T}, ¢ are given explic-
itly by

Tre = 2o { = [(2+3) (2€ + 2)]/* 8041

+ (48 + 3) 60 — [2¢ + 1 (26)]"/? 5k,e_1} . (B3)

There does not appear to be any simple formula for
the potential energy matrix elements Vi ,. However, an
asymptotic formula for V4 is given in [1], Eq. (5.43). It
is

Vie = —am ™1 (=1)% (ke) ™14
x{2In (VE+V2) - ¥ (k- €+ 1)

+0 [1/ min (k, £)]}. (B4)
The evaluation of the error when the best approximation
in H! is used as a trial function begins with the con-
struction of asymptotic formulas for the elements Uy ¢ of
the upper triangular matrix that appears in (2.19). Since
Tk, is tridiagonal, the computation parallels that done

4465

for the cosh™2 potential; the result is

Urk = 1v2a (4k +3)% + 11|
+1v2at (a® +267) (4k + 3) 712
18] (4k +3) 7" — LvV2a73 (a® + 287)°
x (4k +3)"%2 4 0 (k7?), (B5)

Urpsr = — 3V2a (4k +3)"/7 + 8]
~ 1V2a71 (3a? + 267) (4k +3)7/?
+116 (4k +3) 7" + £v2a7% (302 + 26%)°
x (4k +3)7*? 10 (k7?). (B6)
The derivation of the asymptotic formulas for the ele-

ments (U‘l) e Of the upper triangular matrix inverse to
Uk,¢, which are needed for the computation of asymp-
totic formulas for the potential energy matrix elements
(mk|V|ne) and the Gram matrix elements (ng|ne), also
parallels that done for the cosh™? potential; the result is

J

v

pe = 2% [(4€+ 3) (4k + 3)] TV exp {a—lzl/"’[m [(4k +3)2 — (ar+ 3)1/2] }

g {1 + 7 (a7 27208) " [(ak +3)7V7 — (a0 43) 7] — 212 2)p] (40 +3) V2 4 O (k“)} (B7)

The desired asymptotic formulas for matrix elements with respect to the |n;) can be calculated from (2.2), (2.7),
(B4), and (B7) with the aid of the Euler-Maclaurin sum formula and summation by parts. For (ng|7n¢), the sums can
be evaluated via analogs of the sum formulas (A11) and (A15); the result is

(milne) = 202 (an) ™ [(4k + 3) (4€ + 3)] ™ exp [ (na) 71| (4k + 3)"* — (€ + 3)/? ]
x {1 - [(na)“l +1 (na)““]

x| (4k +3)7% — (46+3)"*|+0 (k) + 0 (z—l)} . (B8)
The derivation of the formula for (n:|V|ne) is somewhat more difficult. The term in (B4) that involves In(v'k + v/%)
can be evaluated with the aid of (A14), but the function ¥ (|k — £| + 1) varies too rapidly near k = £ to permit using
(A14) for the asymptotic evaluation of the sums for this part. The function ¥ (|k — €| + ;) must be included in the
Ajg (j) that is summed when the summation by parts formula (A13) is used. The formulas needed to perform the
repeated summations can be conveniently summarized by making the definitions

9 (z3) = (1) ¥ (z+7), (B9)
92(%3) = -3 (-1’ {¥[}(z+3)] +1n(2)}, (B10)
g3(z7) = 217 {(z+i-1D¥ [ (z+i+1)] - (z+i-2)¥ [ (z+4)] -1+ In(2)}, (B11)
9a(5) = —H (D) {(z+i-2)(z+N Y[ (z+i+2)]-2(+i—3)(z+i-1) ¥ [} (z+j+1)]
+(z4+7-4)(2+7—2)¥ [} (2 +7)] —3+2In(2)}, (B12)
hi(z5) = (1) ¥ (2 —j), (B13)
ho(z;5) = =2 (-1 {¥[i(z—7+1)] +In(2)}, (B14)
hs(z7) = (-1 {(z—i+1)¥[3(z=i+3)] - (z-5)¥[3(z—5+2)] -1+In(2)}, (B15)
ha(%7) = & (1) {(z—7+1)(z—+3) T [ (z—j+5)]-2(=—-4)(z-5+2) ¥ [i(z—j+4)]
+(z—j—-1)(z—j+1)¥[}(z—3j+3)] —3+2In(2)}. (B16)
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Identities for the ¥ function can be used to show that

Ajgr+1 (z35) = gk (237) (B17)
Ajhpyq (237) = hg (z;f) . (B18)

Using the summation by parts formula (A13) twice, differencing h (£), and summing (—1)*"' @ (16— €| + %) with the
aid of (B9)-(B18) yields the result

k

STt (e—2)+ 1) R

£=0
Aln (1) R@)+ (D) T [L(k—£)+ ) +In(2)}h(k+1)

AL (k= + DO k—)+ 3] - (k= +3) UL (k—£)+ 1 +1—1n(2)}Akh (k), (B19)
which is used with the choice
h(8) = (4t +3)7Y4 (U, (B20)

to perform the needed sum over £ when £/ < k. The asymptotic evaluation of the sum over ¢ that involves the ¥
function is similar. The result is

(melVim) = V5 + 8, (B21)
where
Vi) = —2n (4ks + 3) 74 (4k< +3) /4 exp {— (am) ™ [(4k> +3)"/2 = (ake + 3)1/2]}
{1 + lon(4ko +3)7V2 4 [6 (an)™ + (an)—l] [(4k< +3)7 Y2 (4ks + 3)—1/2] +0 (k;l)}, (B22)
V&, = —4(ma) ™ (1) [(ak + 3) (ak’ +3)] 7/ {2111 [(4k +3)Y2 4 (4K + 3)1/2}
—2In(2) =¥ (k- K|+ 1)+ f(k—K))
+ (an)™? [(4k< +3)7Y% _ (ks + 3)—1/2] g(k—K))+0 (k;l)} . (B23)

Here k. is the smaller of the pair k,k’ and k- is the larger of the pair k,k’. The functions f and g are defined by

fl@) =2[¥(3z-7) - (
g(=) = (a* - 3) [T (3= -3

Both f(z) and g(z) are bounded for z a non-negative integer. For z large and positive, f(x) = O (z~2) and

g(z) =0 (z71).
The singularity and the turning point contributions to & can be calculated by setting 32 equal to —E,, = 1/(2n?)
and using ¢, = Ug,xck + Uk, k+1Ck+1. The results are

e+ )] +1+ (-3, (B24)
)—¥(3z+3)]+z+1. (B25)

) = 29207 (ne) 2 (<1)* (ak +3) 4 {1 - [+ a2+ S ) P (ak+9) T 0 (k702) ), (B26)
o) =/ (ak+ 37 {60 (2f0,)) + [0 (f,) + a0 (o) ] (4k +3)7
+ =300 (a5ha) — 3o (o) H e (=) + 370D (of) + Ba 40 (212
+ Ha09® (af),)] 4k +3)7 + 0 [60 (af)) k722] ], (B27)

where the ¢{ (z) are defined in (5.16) above. The various contributions to (§3#" ) [H — EJ|gyH"; %)) can now

be calculated. The easiest are the contributions to (v )|T + B2I|6¢(H KD - which are just Yook lEk|? as a
consequence of (2.8) and (2.11). Performing the sums over k with the aid of the Euler-MacLaurin sum formula and
integration by parts yields
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f: P2 = 2 (na) P (4K + 1) {1 - [ta7? + () *] (4K + )M+ O (K2) ] (B28)
k=K+1

S s [7 ol o

k=K+1 T2K+3

~lg-1 { 00 (25 1s) 82 (2$04a) — 1 [0 (= gg;+3)}2} (4K +7)7/?
{37 [0 (o81)] + 3000 (o801) 00 (es)
—ga? [q&go) ("392’4-3) o) (wﬁ%%) - oM (‘Bg[.)x)ws) o (zg%,s)

+ 00 (a80hss) 60 (s8000) ] ar + 0 7 0 {2 [0 (2.0} (B29)

o0
Z [éicusp)éiTP) +E£Tp)é§ccusp)}
k=K+1

1/2
=4 (2?"‘) (na) %% (~1)¥* (4K +7)7%

x {90 (s81s) + 2020 (2§d,2) (4K + )72 + 0 [K 760 (24)]}- (B30)

The contributions to (61/)(H1;K7'V[6¢(H1;K)> are

S A Vi = —16n%n (na) ™ (4K + 1) 140 (KY)], (B31)
k=K+1£=K+1

> =(TP -
XY & mvime™

(0)

= —na [1 + lna (4K + 7)"1/2] /w 7190 (z) ¢y, (z) dx

_é{ [‘i’szo) ($§(2+3)] g [a——z (na) ¢512) (wg}«}- ) - a’1¢£11) (1'232-4_3) + (ncz)—1 #L9 (acgo}_w’)]
Xt (a:zms)} 4K +7)7'+0 {K—3/2 [¢£,0> ( (2%3)]2} i (B32)

o= = [x(cusp) A(TP) , x(TP)
S S [é,f“s" &™) + &, Eﬁcusp)] (m&|V |me)
k=K+1£4=K+1

™

+O [K—l/zqsf?) (zg*;g+3)] } (B33)

1/2
=4 (2_a) (na) "2 (=1)** (4K +7)7? {nw" (zg}hs) + (;2&-) o) (xg}‘)’”)

It is straightforward to show that the denominator of the error formula (2.32) is given by

K =)
(pH K | (5 K) Z Z [Cr(mi|me)ee + e(melmn)ér] — Z Z Ex (k| ne)ee. (B34)

k=0£=K+1 k=K+1{=K+1
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The pieces needed for the evaluation of (B34) are
S A ) = 32 (5m) o (na) (4K + 1) 140 (K72)] (B35)
k=K+1£=K+1
oo oo - TP . [o <] _
T )6 = nax [0 (@) (@) do 140 (K77)] (B36)
k=K+1£=K+1 T2K+3

= > =(c ~(TP =(TP A(c
> Y A ke + & ey
k=K+1£=K+1

= 25207 1203/2 (na) T2 (-1)" T (4K + 7)Y 2 g (250 45) 1+ O (K7V?) |, (B3T
2K+3

M=

oo
s { Ao (1 e leP) . B )A(cusp)]
04=K+1

x
Il

TP TP =(TP TP
[ ETP) i lne) &™) 4 & (g iy )]
1

M=
%MS

ax
Il

)
~

=-2(n+1)"" n—1/zw$)(+3 exp ( zg}+

M=

x>
Il

0¢=K+1

— _95/2,—1/2,,—3/2 (na)—l/z (-

x [2 (n+1)"

The results (5.13)—(5.15) for best approximation in H*
can now be assembled by adding up the contributions to
(s HSE)| (H — EI) |69 H K from (B28)-(B33). For-
mulas (B34)—(B40) can be used to show that the denom-
inator of the error formula (2.32) is 1 to the order to
which the calculation has been carried. The integrals
that appear in (5.14) can be evaluated with the aid of
the formulas

/00 exp (—t) [LSLO) (t)]2 dt

sL(l) s
{1+ Z [ m+(1)

} exp (—s), (B41)

—32771a"2 (na) 2 (4K +7)7° [1 +o (k)]

(B38)

/n) LD (208} a/n) ¥ (2$%+a) [1+0 (K72)], (B39)

=)

us =(cus; TP ” =(T ~(c
S [ el o™ + E el + 57 )l + T () 6]
1)K+l (4K + 7)—3/2

n_3/2mg}%+3 exp ( w2K+3/n) L(l) (Z:tg;z,_,_a/n)

it (o8a) | [1+0 (B77)]

(B40)

/ch exp (—t) LM, (£) L (¢) dt

zqzﬂWﬂmw

m+1 (B42)

exp (—s).

m=0

APPENDIX C: DETAILS
FOR THE z* ANHARMONIC OSCILLATOR

This appendix records the large z asymptotic expan-
sion of the wave function ¢ (z) and presents some of the
details of the saddle point approximation to the expan-
sion coefficient c.
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The asymptotic expansion of 4 (z) will be considered
first. Adopt the convention b, = 0,£ < 0. Let by = 1 and
compute coefficients by for £ > 0 recursively from

1 1 —~1/2
be=—2)\1/2e]:(E+ ﬁ) by + A2 (£ = 1) by
+(-1)(£-2) bl-a} . (C1)
The first few coeflicients are given explicitly by
bo =1, (C2)

J

¥ (z) = Cqexp (— %)\1/2,23 - %/\‘1/22) [Bm (2)+0 (z_m'z)] for z = oo with — in <arg(z) < 3w,

P (z) = C_exp (%/\1/223 + %/\_l/zz) [Bm (—2) + O (27™7?)] for z — oo with im < arg(z) < 3,

¥ (2) = Ciexp (— %Al/zz:’ -

4)E +1

b1 = — _—8A3/2_, (C3)
162 (E —2)+8AE +1
by = 19803 . (Cq)
Define B,, (z) by
B (2) =) bzt (C5)
£=0

Then the large z behavior of 1 (z) is given by
(Cé)
(C7)

IATV22) [Bpa (2) + O (2772)]

+C-exp (022 + JA7%) [B (=2) +0 (7]

for z — co with lm < arg(z) < gm and for z —» oo with — 27 <arg(z) < — gm. (C8)

C4 and C_ are determined by the normalization condi-
tion imposed on . For even parity states, C_ = C,.
For odd parity states, C_ = —C,. The apparent in-
consistency between (C6) and (C8) in a domain such as
im < arg (z) < m where both (C6) and (C8) are valid is
resolved when one notes that the terms in (C8) that are
not present in (C6) are exponentially small for z tending
to infinity in %r < arg(z) < %w. This is an example of
the Stokes phenomenon [37], which occurs here because
an entire function of 22 is being approximated by multi-
ple valued functions of 22 (2 = V22 is a multiple valued
function of z2). For the ground state with A = 1,

C, = C_=22372502559... . (C9)

The value of C_ = C given in (C9) was obtained by
using a package for the numerical solution of systems
of ordinary differential equations to obtain 3 (0) /C4 by
integrating the Schrodinger equation [with E given by
(6.1)] from a point z¢ on the positive real axis in to the
origin. zo is chosen sufficiently large so that the asymp-
totic expansion (C6) gives initial values of ¥ (z¢) /C+ and
¥’ (zo) /C+ to machine accuracy. C. is then chosen to
make v (0) agree with the value of ¢ (0) obtained from
the variational wave function that gives the energy (6.1).

The saddle point evaluation of the integrals
(6.5) begins by writing the integrands in the form
g (z) exp [w (z)], where exp [w (2)] consists of the expo-
nential factors from (3.10) and (C6) or (C7) as appro-
priate, and g (z) is the rest of the integrand. For the

integrands of (6.5) with z in the right half plane,

w(z) =—3A223 — IX"Y2 4 2k +1)€(t), (C10)
where £ (t) is given by (3.11) and t by (3.12). For z
in the left half plane, the exponential factor from (C6)
would be replaced by the exponential factor from (C7).
The derivative of w (2) is

dw (2) /dz = —\Y/22% — %/\"1/2

1/2

+aa?z? — (2k+1)] 7. (C11)

The saddle points in the right half plane occur at the
zeros z4 and z_ of dw (z) /dz, which are given by (6.9)—
(6.13) above. Because the asymptotic expansion (3.10)
applied to e,(e+) (a; z) differs from the asymptotic expan-
sion (3.10) applied to ei_) (ax; z) only in sign, the integrals
c£+) and cft_) can be combined after the asymptotic ap-
proximation (3.10) has been made. By symmetry, the
contribution of the integration contours in the left half
plane is the same as the contribution from the integration
contours in the right half plane. Hence

ck = /C dzg(2)explw(z)] [1+ O (k71)], (C12)

where w (z) is given by (C10) and g (2) is given by



4470
9(2) = —2C, (2m) 2 (2k +1)7/*

xal/2 (2 —1) 74 B, (2), (C13)

with t again given by (3.12). The integration contours in
the complex plane used for (C12) in the two cases k < k.
and k > k. are shown in Figs. 3 and 4. The contours
for the first case change smoothly into the contours for
the second as k moves through k.. The contributions
from the pieces of the contour that run from —oo to —z_
and from z_ to +oo on the real axis are negligible when
k < k.. The O (k"l) error estimate in (C12) and the
decision to use Bz (z) in g (2) result from assuming a =
O (k'/¢), which in turn implies z = O (k'/3) for z near z
or z_. Only the leading term in (3.10) is taken. Clearly
a=0 (kl/e) for k near k..

The formulas for asymptotic expansions of integrals
with two nearby saddle points that are used (see [22],
pp. 369-379, or [23], pp. 366-372) are

w(z) =p+v2s— 3, (C14)
4% = w () —w(20), (C15)
p= 1w () +w ()], (C16)
—1/2
A I - Wt O

S -G L]
(C17)
Go(s) =gl (s)] 2, (C18)
a0 = 1 [Go (s4) + Go (s-)] (C19)
a1 = 5-[Go(s4) = Go (s)], (C20)

and (6.15) above. Equations (C14)-(C18) are Egs.
(9.2.6), (9.2.9), (9.2.10), (9.2.11), and (9.2.19) of [22] in a
simplified notation and with ¢ replaced by s. Equations
(C19) and (C20) are Egs. (9.2.21) of [22]. Equation
(6.15) is Eq. (9.2.29) of [22] with A replaced by 1. The
basic idea is that the change of variables from z to s given
implicitly by (C14), together with expansions of Gy (s)
about the saddle points, are used to bring (C12) to forms
that can be recognized as integral representations of the
Airy function Ai and its derivative Ai’. The change of
variables is such that z;, corresponds to s; = v and z_
to s = —v. The reader is referred to [22] and/or [23]
for a more complete discussion, including cautionary re-
marks about the proper choice of branch for the change
of variables from z to s.

The formulas (C14)-(C20) and (6.15) provide the
needed large k expansion that is uniformly valid in a.
In order to present the results of working out these for-
mulas for the integral (C12) in a compact form, make the
definitions

R 1-§ 2 4
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B (a4 — 1) % (a4 + 2) a?6?
u(®) = 5) - 16
o554 1/3
~T6x + (2k+1)v (8) , (C22)
q2 = (2110)1/2 ) (C23)
g3 = (q1 + a2)"?, (C24)
qs = a’q3 2. (C25)

The results, together with a few key intermediate steps,
are

vy = du(é), (C26)
_ [+ -4a 1 g —a?
P— 24A +4(2k+1)1n q1+a2 ’
(C27)
~1/2
L4 PR, (C28)
ACE . T 21/2)1/4g}/2,1/%

g(zx) = —2imVINVAC, (o £ 018) By (aa),
(C29)
z;1/2 _ /\1/4q2_1q3 (1F q46), (C30)

Go (z2) = —2im/2Coq7? [u (8))/% 25/* B2 (24),
(C31)

a0 = —2in V2O N 4qr Vg5 g3 [u (8)])°
x[1+ 3qf52 + blz\l/zqz_zq;;2 (1 + 10q§52 + 5q254)
+baAgy g5 (1 +21g36% + 35¢36* + 7¢56°%)], (C32)

a1 = 2in2C PN g7 g 3gs [u (8)) 7
x[3 + 36% + b1A1/%q5%q3 (5 + 10g36° + g56°)
+b2Agy g3 (7 + 35¢50% + 21g56% + ¢46°)].  (C33)

The large k expansion that is uniformly valid in o is ob-
tained by using (C26), (C27), (C32), and (C33) in (6.15).
These formulas remain well behaved as the saddle points
z, and z_ move from the real axis for k& < k. (where
§ is real) through coalescence at k = k. (where § = 0)
out into the complex plane for £ > k. (where ¢ is pure
imaginary). When § is small, the function v (§) defined
by (C21) should be evaluated from the power series
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3 &2, §amt2
U(J)~~Z7nz=202m+5'

When § is pure imaginary and not small, the formula

(C34)

v (iy) = ;125 [tan™" (y) — y + 39°] (C35)

can be used.
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