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on the vibrational structure of core-level photoelectron spectra of SiH4 and GeH4
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The periodic trends in the vibrational structure of core-level photoelectron spectra are studied by
multiconfiguration self-consistent-field ab initio and local-density-functional calculations on SiH4 and
GeH4. Contributions from both symmetric stretching and bending vibrations to the vibrational struc-
ture are studied. These periodic trends are rationalized by the screening of the core charge, and in terms
of electrostatic and relaxation contributions to core ionization, which determine the change in the M-
H (M= Si,Ge) bond length.

PACS number(s): 33.60.Cv, 33.20.Wr, 31.15.Ew, 31.15.Ar

I. INTRODUCTION

The line shape in core-level photoelectron spectra is
usually inAuenced by several factors, such as vibronic
coupling, lifetime broadening, and ligand field splitting
[1]. Careful consideration of these factors is necessary
for a correct interpretation of core-level photoelectron
spectra, especially for high-resolution studies which are
now achievable with monochromatized synchrotron radi-
ation.

Recently, gas-phase high-resolution studies [2—5] by
our group have revealed periodic trends for the sym-
metric stretching mode vibrational structure in core-level
photoelectron spectra [6). Specifically, we found that the
vibrational structure decreases dramatically down a
group of congeneric molecules (e.g. , from CH~ to SiH4 to
GeH4) and across a periodic row of isoelectronic mole-
cules (e.g. , from SiH~ to PH3 to HzS) [6]. Such qualita-
tive trends can help us to assess the importance of vibra-
tional splitting in a core-level spectrum and to interpret
correctly the unresolved broadening often observed in the
core-level spectra of solids and surfaces.

As a continuing part of our efforts to understand the
vibrational structure in core-level photoelectron spectra,
in this paper we report multiconfiguration self-
consistent-field (MCSCF) ab i ni tio [7,8] and local-
density-functional [9] (LDF) calculations on the vibra-
tional structure of the core levels of SiH4 and GeH4. We
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carried out these calculations with several goals in mind:
to corroborate the assignments and observations in our
previous studies; to study the deep core levels for which
high-resolution experimental results are not yet available;
to assess the contribution of bending mode vibrations;
and, based on these results, to derive a qualitative ex-
planation for the above-mentioned trends. In addition,
by comparison with previous experimental results and
with MCSCF ab initio results, we seek to assess the accu-
racy of the LDF method for the study of such vibrational
structures. The significance of such an assessment lies in
the possibility of using the LDF method to study the vi-
brational structure in the core-level excitations of large
molecules, for which an ab initio calculation is too
demanding.

II. COMPUTATIONAL DETAILS

MCSCF calculations were performed within the corn-
plete active space self-consistent field (CASSCF) approxi-
mation [7], using the stRtUs program [8]. Results are
displayed for basis sets of similar quality to that used in
Asplund et al. 's calculation [10] for CH&. [12s8p/6s4p]
plus d functions with an exponent of 0.6 for Si [11],
[13s9p5d/7s5p3d] for Ge [12], and [4s/3s] for H [13].
Both SiH4 and GeH4 were calculated in C2„symmetry,
because the SIRIUS program can only handle the sub-
groups of Dzt, . The complete active space [7] for the
MCSCF expansion includes the core hole orbital, all oc-
cupied valence orbitals, and unoccupied orbitals with a
natural orbital occupation number larger than 0.005.
Specifically, for SiH4 six unoccupied orbitals were includ-
ed: four a& orbitals, one b& orbital, and one b2 orbital.
For GeH4, nine unoccupied orbitals are included: four a

&

orbitals, two b& orbitals, two b2 orbitals, and one a2 or-
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bital. The calculations of the core hole states using the
MCSCF method followed the steps outlined in Ref. [8].

The potential-energy surface was obtained by varying
the Si—H or Ge—H bond lengths. A MCSCF calcula-
tion was performed to obtain the corresponding total en-

ergy for each geometry. At least 15 points were calculat-
ed for each potential-energy surface. A step of 0.01 a.u.
was used in the equilibrium region, and the error of equi-
librium bond length calculated by the MCSCF method
was within +0.01 a.u. The relation between the tota1 en-
ergy and the bond length was then fitted to a polynomial
up to an exponent of 6. The energy polynomial was
forced to be at a minimum at the equilibrium bond
length. Vibrational wave functions and frequencies for
symmetrical stretching were calculated by treating the
cubic term and the terms above it as a perturbation [14].
The Franck-Condon factors [15] were then obtained by
calculating the overlap integrals between the ground state
and core hole state vibrational wave functions, expanded
in Hermite polynomials. All integrals involving Hermite
polynomials were calculated numerically.

The LDF calculations on SiH4 and GeH4 were carried
out using the DMoL program obtained from Biosym [16].
Double numerical quality basis sets, with polarization
functions added, were used for all three atoms. All the
core orbital were unfrozen during the SCF iteration. The
ground states were calculated using spin-restricted wave
functions, while the core hole states were calculated using
spin-unrestricted wave functions. The equilibrium bond
lengths for the ground and the core hole states were cal-
culated by geometrical optimization using the energy gra-
dient [17]. The potential-energy surfaces and the
Franck-Condon factors were calculated in the same way
as in the MCSCF calculations.

III. RESULTS

A. SiH4 Si 2p and GeH4 Ge 3d calculations

The calculated (both MCSCF and LDF) ionization po-
tentials and equilibrium bond lengths are listed in Table
I, and the calculated Franck-Condon factors are listed in
Table II. The vibronic coupling resolved in the experi-
ment reported in Ref. [6] is due to the symmetric stretch-
ing vibrations. In other words, the vibrational structure
is due to the change in the M—H bond length after the
core-level ionization. The potential-energy surfaces for
the ground state and the 2p core hole state of SiH4, calcu-
lated by the MCSCF method, are shown on the left-hand
side of Fig. 1. The bond length obtained for the ground
state is 2.82 a.u. , compared to the experimental value of
2.799 a.u. [18]. The bond length obtained for the 2p hole
state is 2.72 a.u. Thus the Si—H bond contracts 0.1 a.u.
after the 2p hole is created (Table I). The resultant
Franck-Condon line shape, after taking account of the
spin-orbit splitting of the 2p hole state, is shown in Fig. 2
(also see Table II). The agreement between theory and
experiment is satisfactory. Using the same potential-
energy surfaces, but changing the mass of the H atom to
the D atom, the calculated Franck-Condon factor for
SiD4 is also in reasonable agreement with experiment [4]

TABLE I. The ionization potentials and equilibrium bond
lengths of SiH4 and GeH4 calculated by MCSCF and LDF
methods.

MCSCF

hole IP M—H bond IP M—H bond
state Symmetry (eV) length (a.u. ) (eV) length (a.u. )

LDF

Ground
Si 1s
Si 2s
Si 2p'

al
a&

a)
t2

1851.3
159.30
107.03

SiH4
2.82
2.67
2.72
2.72

1844.5
149.63
108.62

2.827
2.646
2.741
2.734

Ground
Ge 1s
Ge 2s
Ge 2p
Ge 3s
Ge 3p
Ge 3d"
Ge 3d

a&

a&

a&

t2

a&

t2
e

10993
1390.2
1233.4
186.41
131.81
36.71
36.53

GeH4
2.90
2.81
2.82
2.82
2.84
2.84
2.86
2.84

10955
1364.0
1227.6
170.29
123.00
38.33
38.28

2.904
2.820
2.853
2.849
2.878
2.878
2.882
2.882

Experimental ionization potential (IP) for Si 2p of SiH4 is
107.32 eV.
The experimental IP for Ge 3d of GeH4 is 37.09 eV; both

values are from Ref. [6].

(Table II), and has reproduced the expected isotope
effects.

In contrast, the bond-length difference between the
GeH4 ground state and the Ge 3d hole state is much
smaller, with the Ge—H bond only 0.04—0.06 a.u. short-
er after the Ge 3d ionization (Table I), according to the
MCSCF results. Therefore the vibronic coupling effect is
smaller for GeH4 than for SiH4 (Table II). Thus the

Core-
hole
state

SiH4 Si2p'
SiH~ Si2s
SiH4 Si1s
SiD4 Si2p
GeH4 Ge 3d'
(3d in t, )

GeH4 Ge3d'
(3d in e)
GeH4 Ge3p

Vibrational
splitting (eV)

Franck-Condon factor (%)

MCSCF LDF

MCSCF LDF v' =0 v' = 1 v' =2 v' =0 v' = 1 v' =2

0.304
0.329
0.333
0.229
0.293

0.316 72.3
0.315 70.5
0.334 44.7
0.237 64.3
0.284 93.5

24.5 2.6 72.9 23.4 3.1

24.9 4.0 76.4 20.9 2.3
37.3 13.6 29.3 37.9 21.2
29.9 5.0 65.8 28.0 5.2

6.2 0.2 98.3 1.7 0.0

0.294 0.282 87.2 12.0 0.6 98.2 1.7 0.0

0.295 0.282 87.3 11.9 0.6 97.6 2.4 0.0

'Experimental Franck-Condon factors for SiH4 Si 2p are 66.3%,
29.1%, and 5.1%, and the vibrational freuquency is 0.295 eV

Experimental Franck-Condon factors for SiD4 Si 2p are 53.6%,
34.5%, 9.6%, and 2.3%, and the vibrational frequency is 0.212
eV [5].
'Experimental Franck-Condon factors for GeH4 Ge 3d are
91.5%, 8.5%, and 0.0%, and the vibrationa1 frequency is 0.261
eV [6].

TABLE II. Franck-Condon factors calculated by MCSCF
and DMQL methods for SiH4 and GeH4.
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FIG. 1. The calculated potential-energy surfaces for the SiH4
ground state and the Si 2p hole state. The energy labeled is rela-
tive to the minimum of each curve. The MCSCF minimums are—287. 354615 7 a.u. for the Si 2p state, and —291.287 813 2 a.u.
for the ground state. The LDF minimums are —286.697 1183
a.u. for the 2p state, and —290.6888391 a.u. for the ground
state.
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MCSCF calculation has reproduced the dramatic trend
from SiH4 to GeH4. There is again a reasonable agree-
ment between theory and experiment [6] for CieH„.

Also listed in Table I and II, and shown in Figs. 1 —3,
are the results from the LDF calculation. When com-
pared with the experiment, the LDF method is as suc-
cessful as the MCSCF method in reproducing the
Franck-Condon profiles for both SiH4 and GeH4, al-
though the MCSCF ionization potentials are in better
agreement with the experiment than the LDF results.
Good agreement is also found between the MCSCF and
LDF results, and the bond distances calculated by the
LDF method are only slightly different from those calcu-
lated by the MCSCF method. Based on these compar-
isons, the LDF method has the promise to provide
reasonably accurate results for the calculation of core
hole states.

B. Calculations for other core levels of SiH4 and GeH4

One possible explanation for the observed difference
between the SiH4 Si 2p and the GeH4 Ge 3d spectra is
that the SiH4 spectrum is due to a p level (Si 2p), while
the CxeH4 spectrum is due to a d level (Ge 3d). In other

FIG. 2. The calculated Franck-Condon profile for the SiH4 Si

2p hole state. The experimental splitting of 0.61 eV and an in-

tensity ratio of 2:1 are used for the 2p hole spin-orbit coupling.
The calculated Franck-Condon factors are convoluted for each
spin-orbit component with Voigt functions, using a width of
0.15 eV and an 80% Gaussian factor, both obtained from fitting
the experimental photoelectron spectrum of SiH4.

words, it is due to the difference in the angular momen-
tum quantum number of the ionized core orbitals. To ex-
plore this possibility, we systematically studied all the
core hole states of SiH4 and GeH4, using both the
MCSCF and LDF methods. The optimized M—H bond
lengths for these core hole states are listed in Table I.
Both the MCSCF and LDF methods predict that for core
levels with the same principle quantum numbers, the con-
traction of the M—H bond after the core-level ionization
is almost the same. For example, the Si—H bond lengths
for the Si 2s hole state and the Si 2p hole state are the
same based on the MCSCF results (2.82 a.u. ), while the
LDF calculations predict an insignificant difference of
only 0.007 a.u. in bond length between these two states.
The difference between the calculated Franck-Condon
profiles of the Si 2p and 2s hole states is small, as listed in
Table II. Thus, based on our calculations, the observed
difference between the SiH4 spectrum (Si 2p) and the
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GeH~ spectrum (Ge 3d) is not due to the angular momen-
turn quantum number of the ionized core levels. Com-
parison between the calculation results for the GeH4 Ge
3d and 3p levels (Table II) also supports this conclusion.
The Ge 3p level is much deeper than the Ge 3d level
(Table I), which shows that the very small vibrational
structure on the Ge 3d level is not due to the low Ge 3d
binding energy either.

Our calculations also reveal another interesting trend:
the Franck-Condon factors for higher vibrational states
increase for the core levels with a smaller principle quan-
tum number, i.e., for deep core levels. For example, the
vibrational structure increases significantly going from
the Si 2p and 2s levels to the Si 1s levels. Experimentally
the Si 1s vibrational structure will probably never be
resolved because of the large inherent linewidth ( ~0.5
eV) [19]and the even larger photon widths at the present
time. The same trend is also predicted for the Ge core

levels, but the increase in vibrational structure is not
nearly as dramatic as for the Si core levels. Comparing
the MCSCF and the LDF calculations, the MCSCF
method predicts the same bond length for all core levels
with the same principle quantum number, while the LDF
method predicts small variations ((0.008 a.u. ) within
such a group, depending on the angular momentum
quantum number. This is also rejected in Table II,
which collects all the calculated constants for the vibra-
tional splittings. In essence, both the MCSCF and LDF
calculations predict identical bond lengths for all core-
level subshells with the same principle quantum number
but a substantial contraction of the bond length for the
ionization of deeper core levels.

C. Ligand-field splitting of Ge 3d in GeH4

In the tetrahedral environment of GeH4, the Ge 3d lev-

els are split into two components, t2 and e. Using HBr as
an example [20], the ligand-field splitting of the Br 3d lev-
el is -0.2 eV, largely due to the contribution from the
C2 term (Cz —30 meV). The contribution from C4 is

very small (C4 —1 meV). In Td symmetry, only the small

C4 term will contribute to the ligand-field splitting
[21,22]. Thus we would expect the ligand-field splitting
to be very small for Ge 3d in GeH4. This is supported by
the experimental GeH4 spectrum [6]. The two spin-orbit
components are of the same width, indicating that the
ligand-field splitting is almost negligible [21].

The LDF calculations predict a splitting of -50 meV
between the tz and e 3d orbitals, as listed in Table I.
Considering the width observed in the experimental Ge
3d is 0.25 eV, such a splitting would contribute very little
to the total linewidth.

However, the ligand-field splitting estimated by the
MCSCF calculation is 0.18 eV, which is definitely too
large when compared with experiment. Moreover, the
equilibrium bond distance of the Ge 3d core hole states in

t2 symmetry is 0.02 a.u. longer than that in e symmetry,
resulting in a small difference between the Franck-
Condon profiles of these two symmetries, as listed in
Table II. The MCSCF calculated potential-energy curves
for the Ge 3d hole states in e and t2 symmetries are
shown in Fig. 4. Such discrepancies are probably due to
the incompleteness of the basis set used in the MCSCF
calculations. In addition, differential relaxation may
have also contributed to these discrepancies due to the
inequivalent complete active space for t2 and e.

0
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FIG. 3. The calculated Franck-Condon profile for the GeH4

Ge 3d (t2) hole state. The experimental splitting of O.S7 eV and
an intensity ratio of 3:2 are used for the 3d hole spin-orbit cou-
pling. The calculated Franck-Condon factors are convoluted
for each spin-orbit component with Voigt functions, using a
width of 0.2S eV and a 30% Gaussian factor, both obtained
from fitting the experimental photoelectron spectrum of GeH4. .

The Si 2p spectrum of SiH4 and the Ge 3d spectrum of
GeH4 differ from the C 1s spectrum of CH4 in that the p
and d orbitals are not in a

&
symmetry. Thus, in addition

to symmetric stretching vibrations, the bending mode vi-
brations could also be excited. The removal of an elec-
tron from the degenerate p (t2 in Td ) or d orbitals (t2 and
e in Td) could result in Jahn-Teller distortions, which
have been observed in the valence photoelectron spectra
of both SiH4 and GeH4 [23], because of the vibronic cou-
pling between the degenerate states via the nontotally
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FIG. 4. The MCSCF calculated potential-energy curve for
the GeH4 Ge 3d hole state in the Td t& and e symmetries. The
minimum of the e curve is at an absolute energy of
—2075.723 002 7 a.u.

symmetric vibrations.
The Jahn-Teller effects can be divided into the static

effects, which are due to the change in the potential-
energy surface after the ionization, and the dynamic
eff'ects, which are due to the vibronic coupling [23]. Al-
though every ionization process affected by the Jahn-
Teller distortion is essentially a dynamic process, a calcu-
lation of the static Jahn-Teller effects can tell us how irn-
portant these effects are for a particular ionization pro-
cess. The Jahn-Teller distortion after the ionization of
the tz degenerate orbitals can lower the Td symmetry to
C3„, Dzd, Cz„or C, . Using the MCSCF method, we at-
tempted to evaluate the static Jahn-Teller effects by op-
timizing the geometry of SiH4 with a 2p hole in both C3,
and Dzd symmetries. Since the SIRIUS program can only
handle Dz& and its subgroups, the C3, calculations have
to be performed in C, symmetry. The calculation results
predict a C3„symmetry (instead of Td) for the ground
state of SiH4, probably due to the incompleteness of the
active space. For Dzd symmetry, a Cz, symmetry is used
in the MCSCF calculation and all the Si—H bond lengths
are fixed to the same value. The distorted potential-
energy surface is evaluated by varying the Si—H
bond length, and at each fixed Si—H
bond length the H—Si—H angle is changed until a
minimum is located. As shown in Fig. 5, for the Si 2p
core hole state, the geometrical configuration with the
lowest energy is Si—H =2.72 a.u. , and H—Si-
H=109.5', i.e., the same geometrical configuration ob-
tained in the optimization in Td symmetry (see Table I).
Thus both the excitation to higher bending mode vibra-
tional states and the Jahn-Teller distortions should be

FIG. 5. The MCSCF calculated potential-energy curve for
the SiH4 Si 2p hole state in D~d symmetry. The absolute ener-

gy at the minimum of the Si—H =2.72 a.u. curve is
—287.354615 7 a.u. , the same as the minimum energy of the 2p
curve optimized in Td symmetry, shown in Fig. 1.

small for the Si 2p hole state, in agreement with the ex-
perimental observation [2,4].

Using the analytical gradient in the DMQL program, we
optimized the geometry of both the SiH4 Si 2p hole state
and the valence 2tz hole state, in Cz„symmetry. For the
valence 2tz hole state, the optimized geometry is in Dzd
symmetry, with a H—Si—H angle of 136.7', significantly
different from Td symmetry. The most stable symmetry
of the SiH4 2tz hole state remains controversial in the
literature [23,24], and is beyond the scope of this paper.
However, the LDF method indeed correctly predicts that
the static Jahn-Teller effects are very important for this
state. In contrast, the optimized geometry of the Si
2p state is again very close to Td symmetry, with a
H—Si—H angle of 109.43', compared to the value of
109.5 expected for Td syrnrnetry. These results are con-
sistent with the MCSCF calculations and the experiment.

Our calculations on the Ge 3d and 3p hole states of
GeH4 also found the most stable geometry is distorted
very slightly from the Td symmetry, indicating a very
small static Jahn-Teller effect. However, the dynamic
Jahn-Teller effects are much more complicated for the Ge
3d level. The two near-degenerate states tz and e of
different spatial symmetry can interact with each other
vibronically via a nontotally symmetrical vibrational
mode [25,26]. This may have caused the larger than ex-
pected Ge 3d width (-0.25 eV) observed in the experi-
ment [6].

IV. DISCUSSION

The theoretical results reported above and the experi-
mental results reported in Ref. [6] reveal three periodic
trends for the vibrational profiles of the core-level photo-
electron spectra of XH„: the vibrational structure de-
creases down a group of congeneric molecules, decreases
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across a periodic row of isoelectronic molecules, and in-
creases for deep levels with smaller principle quantum
numbers. In the present work we have studied vibration-
al spectra following core ionization with respect to these
trends, and have also presented results for different az-
imuthal quantum numbers for a given principal quantum
number. Previous studies of core vibrational spectra
have been restricted to one of these trends, namely
"across the row" [27]. The first-row C, N, 0, and F, con-
taining diatomics, have constituted the prime test cases in
addition to a few of the first-row polyatomic molecules
[27]. The trends across the first row indicate that C, N,
0, and F ionization leads, respectively, to bond shorten-
ing, small bond shortening, small bond lengthening, and
dissociation. The underlying causes are found in both
initial-state (Koopmans, electrostatic) and final-state (re-
laxation) effects. For C, the initial-state effect dominates;
for F the final-state effect dominates; while the effects are
roughly of equal importance for N and 0 ionization.

The trends given above are best rationalized by the vib-
ronic coupling constant, i.e., the final-state energy gra-
dient evaluated at the ground-state equilibrium geometry,
since this quantity determines both the bond-length
changes and the vibronic excitations. The trends in the
three quantities —vibronic coupling constants, bond
length changes, and the vibronic excitations —thus corre-
late through the assumption of harmonic potential sur-
faces and the linear coupling model for vibronic excita-
tions. As for the ionization potentials themselves, one
can subdivide the contributions to the vibronic coupling
constants in terms of electrostatic, relaxation, and corre-
lation effects; for heavy-Z elements relativistic effects
may also become significant. The first two of these are
the most relevant ones; for the first-row period, the elec-
trostatic contribution to the vibronic coupling
("Koopmans's gradients") can be both positive and nega-
tive. They are always positive for C and N, can be nega-
tive for 0, but are always negative for F. The relaxation
contribution is always negative, irrespective of the ele-
ment, and lengthens the bond. Rationalizations of these
findings were given previously [28,29]. The electrostatic
part derives from a connection between the photoelectron
chemical shift and the bonding contributions of core elec-
trons [29]. Taking CO as an example, the charging of the
C atom and the decharging of the 0 atom, respectively,
upon stretching of the bond leads to increase (for C) and
decrease (for 0) of the core ionization potentials (IP's),
thus to positive (for C) and negative (for 0) core electron
vibronic coupling constants, respectively. The sign of the
charging is determined by the electropositive or elec-
tronegative character. Thus the bond lengthening of oxy-
gen and fluorine compounds derives partly from the elec-
tronegative character of these compounds, and partly
from the relaxation effect. That the relaxation contribu-
tion to the gradient is negative can be rationalized by per-
turbation theory corrections to Koopman's energy, which
involve strongly antibonding orbitals that are unoccupied
in the one-particle approximation [28]. For the relaxa-
tion part, one must also account for the particular bond-
ing in the resonance valence structures for the core hole
ion.

A. Trends across a periodic row

From Table III we note that the results for the present-
ly investigated molecules fall well within the "trends
across a periodic row" briefly recapitulated above. Thus
C ionization gives a strong positive electrostatic gradient
(shortening) of the bond, while relaxation is negative.
(Compare "Koopmans" and "SCF" entries in Table III;
the gradient values decrease going from "Koopmans" to
"SCF",but the absolute SCF values are still positive. ) It
is interesting to note that both "MCSCF" and DMoL"
entries strengthen the effect of relaxation; that is a fur-
ther lengthening of the bond. Again this might be ration-
alized in that beyond the one-particle approximation
(here correlation) one must consider the population of
low-lying antibonding orbitals; and the correlation, like
relaxation, gives a lengthening of the bond.

The isoelectronic hydrides (XH„) across a periodic
row, such as SiH4, PH3, H2S, and HC1 or CH4, NH3,
H20, and HF, follow the above stated trends: less shor-
tening going from C (or Si), N (or P), 0 (or S), and F (or
Cl). (Actually for 0 and F, the bond length is increased
after is ionization [27].) One can anticipate that the par-
ticular type of bonding will play a role. The participation
of the valence X s orbital in the X—H bonding decreases
from SiH4 to HCl. In the case of SiH4, the Si valence or-
bitals form four equivalent Si—H bonds by sp hybridiza-
tion, while in HC1, and Cl contribution to the Cl—H
bond is almost entirely due to the Cl 3p, orbital. When a
core hole is created, the s orbital contracts more than the
p orbitals, and would thus contribute more to the relaxa-
tion effect. Such effects can also be important in the
preedge photoabsorption spectra, especially for transi-
tions to the nonbonding Rydberg orbitals [30].

In the "across the row" rationalization, one can also
consider the Z + 1 or the resonance-valence-structure ap-
proximation, in which the core-ionized species is replaced
by its equivalent core species. The findings for the first-
row species are fairly well rationalized by this approxima-
tion, e.g., that nitrogen bonds are shorter than carbon
bonds, or that the equivalent F(ls ') core, Ne, is inert
and leads to dissociation. The entries in Table III indi-
cate that, for the presently investigated molecules, the
Z+1 approximation gives the correct magnitudes and
trends. The trends are in all cases overestimated, just as
is the case for first-row species [27].

CH4 1s'
SiH4 2p
SiH4 2s
SiH4 1s
GeH4 3d
GeH4 2p
GeH4 1s

0.268
0.146
0.145
0.193
0.091
0.109
0.1231

0.174
0.0993
0.1002
0.1373
0.0648
0.0810
0.0921

0.213
0.1616
0.1616
0.1616
0.1108
0.1108
0.1108

0.1477
0.0866
0.0877
0.1246
0.0395
0.0592
0.0745

0.1498
0.0785
0.0739
0.149
0.0121
0.0666
0.0606

'The CH4 calculation was performed using the same basis set as
in Ref. [10]and the same active space as SiH4.

TABLE III. The derivatives of ionization potentials versus
the X—H bond distances for CH4, SiH4, and GeH4 at the exper-
imental equilibrium bond distances (in atomic units).

Koopmans SCF Z+ 1 MCSCF DMoL
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B. Trends down the shells for one element

There are distinct differences in the vibronic coupling
constants for different principal quantum numbers, as
seen for SiH4 and GeH4 in Table III. The radial wave
function of a core orbital is largely determined by the
principal quantum number. The smaller the principal
quantum number, the more tightly bound to the nucleus
is the core orbital, and the more it contributes to the
shielding. Thus, using SiH4 as an example, the removal
of a Si 1s core electron decreases the shielding more than
the removal of a 2s or 2p electron. Related to the shield-
ing is the penetration of valence charges through the
core, i.e., there is a differential charge penetration for the
n =1, 2, and 3 shells. These different penetrations induce
slightly different chemical shifts in the x-ray photoelec-
tron spectra, and are also manifested directly in the
chemical shifts observed in core-core x-ray emission spec-
tra [31]. We associate this initial-state electrostatic
penetration effect as before the main source for the
difference in vibronic coupling constants between the
main shells. Both absolute and differential charge
penetrations change with geometry, thereby contributing
to the energy gradient. However, as seen in Table III, the
relaxation contributions are also significantly different for
different main shells.

C. Trends down the column

For a group of congeneric molecules, the total number
of electrons increases down a column of the Periodic
Table. For example, the number of core electrons is 10 in
SiH4, and 28 in GeH4. In the ionization process, one
electron is removed from a core level. The larger the
number of total core electrons, the smaller is the decrease
of the shielding (formed by all the core electrons) after
the core-level ionization, and the smaller the alteration of
the M—H (M=Si,oe) bond. Related to the screening
are the core-valence Coulomb integrals which in turn re-
late to the correlation constant in the electron spectrosco-
py for chemical analysis (ESCA) potential model for core
electron chemical shifts [32]. The smaller the size of this
integral the higher the Z; this might be one rationaliza-
tion for the Koopmans gradient decreasing with increas-
ing Z. Also with an increase of Z the relaxation contri-
bution diminishes. It is, however, interesting to note
from Table III that the ratio between electrostatic and re-
laxation contributions is fairly constant down the
column.

According to Slater's rules, the screening constant is
larger for the inner shells than for the valence shells. But
for subshells derived from the same principal quantum
number, their screening constants are the same. It is also
well known that the effective screening of atoms in the
same period increases with atomic number due to poorer
screening of the valence electrons. Consequently, also
from the notion of screening constants, the M—H bond
lengths can be expected to alter more for deeper core lev-

els and also for lighter elements within the same period.
In this connection, it is interesting to note that the Z+ 1

approximation overestimates the M—H bond alteration
in all cases, but least so for the deepest core level.

Although these trends have only been elucidated here
for hydride molecules, they should be generally valid for
many other ligands. For example, we already know that
Si molecules such as SiF4 give a larger vibrational profile
than for Cxe or Sn analogs [3], or for Xe or I molecules
[33,34]. These trends then should hold widely for many
adsorbates, solids, and gases, although it must be realized
that so far, in addition to the first-row diatomics [27] we
have only considered high-symmetry molecules where the
symmetric stretch dominates the vibrational structures.

V. CONCLUSION

Theoretical (MCSCF and LDF) results are in agree-
ment with the trends observed experimentally: core-level
vibrational structure decreases dramatically, both down a
group of congeneric molecules, and across a periodic row
of isoelectronic molecules.

The calculated Franck-Condon profiles for the Si 2p
spectrum of SiH4 and the Ge 3d spectrum of GeH~, by
both the MCSCF and LDF methods, are in semiquantita-
tive agreement with the experiment. The LDF method
thus provides an alternative to the more time-consuming
MCSCF method for the study of the dynamics of core-
level ionization, especially for large molecules.

Theoretical calculations also show that the vibrational
structure increases for deep core levels with a small prin-
cipal quantum number, and that bending mode vibrations
and the static Jahn-Teller effects are small for the Si 2p
spectrum of SiH4 and the Ge 3d spectrum of GeH4.

These trends, which are generally valid for absorbates,
solids, and gases, can be rationalized by the factors deter-
mining the shielding effect of the core electrons.

We have analyzed the observed trends by computing
the vibronic coupling constants at different levels of ap-
proximations, and analyzed the contributions of electro-
static, relaxation, and correlation effects to these con-
stants. It is found that in all cases the relaxation, and
correlation contributions to the vibronic coupling con-
stant are negative, i.e., bond lengthening. The electro-
static contributions in all cases make strong positive con-
tributions, outweighing the two former contributions and

giving the net effect of a considerably shortened bond.
We find also the electrostatic contribution to be the ma-

jor fact that governs all the "across the row, " "down the
column, "and "down the shell" trends.
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