
PHYSICAL REVIEW A VOLUME 51, NUMBER 5 MAY 1995

Measurement of the electric polarixability of sodium with an atom interferometer
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We have constructed an atom interferometer with interfering beams that are physically isolated by a
metal foil. By applying an interaction to one of the two interfering beams, we can measure ground-state
energy shifts with a spectroscopic precision of 6.6 X 10 ' eV/&min, or 16 Hz/&min. Applying an elec-
tric field to one beam of the interferometer, we have measured the phase shift induced from the quadra-
tic Stark effect. By analyzing these phase shifts, we have determined the ground-state polarizability of
sodium, with much improved accuracy, to be 24. 11(6~statistical(6~systematic X 10 cm .

PACS number(s): 03.75.0g, 32.10.0k, 07.60.Ly

I. INTRODUCTION

Recently, there have been several atomic interference
experiments culminating in the demonstration of atom
interferometers that are now beginning to be used as ex-
perimental tools in the field of atomic physics [1—7]. We
report in this paper an atom interferometer in which the
two interfering components of each atom's wave (hence-
forth called beams) are physically isolated, permitting the
controlled application of different interactions to the two
beams. This development makes atom interferometers,
like separated beam neutron interferometers [8], ideal in-
struments with which to test fundamental predictions of
quantum mechanics.

An important application of such interferometers is the
measurement of ground-state atomic properties and in-
teractions where atomic beam resonance techniques [9]
are not applicable because all the sublevels are shifted
similarly. Having the two interfering beams physically
separated allows absolute measurements of shifts in the
ground-state energy with spectroscopic precision by
measuring the phase shift of the atomic wave function
when the interaction is applied to one beam. This gives a
large increase in sensitivity compared to the standard
technique of measuring ground-state interactions by
defiection in a potential gradient [10].

We have used this technique to perform a 0.3%%uo mea-
surement of the polarizability of sodium. This is an
order-of-magnitude increase in accuracy relative to any
of the competing techniques for measuring atomic polari-
zability for condensable species [11]. Our experiment is
more accurate than all but one of the calculations
[12—19] made since the previous measurements [10,20]
and will allow much better discrimination among the
various theories. Knowledge of atomic polarizability en-
ables prediction of many other properties of atomic sys-
tems including the dielectric constant and index of refrac-
tion, the van der Waals constant between two polarizable
systems, and the Rayleigh scattering cross section. In ad-
dition, our measurement allows the separate extraction of
polarizabilities of ground and excited states if combined
with measurements of the differences of ground- and
excited-state polarizabilities, which can be made with

spectroscopic techniques [21,22] or interferometric tech-
niques in which the interfering paths are not spatially iso-
lated [6].

II. EXPERIMENTAL APPARATUS
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FIG. 1. Schematic of our interferometer and interaction re-
gion. Vertical dashed lines are 200-nm-period diffraction grat-
ings. The detail of the interaction region shows the 10-pm
copper foil suspended between the side plates. The guard elec-
trodes are indicated in black at both ends.

Our interferometer is a three-grating Mach-Zender in-
terferometer [23] (Fig. 1) that has been modified by the
incorporation of an interaction region containing a metal
foil to physically isolate the two beams. The experimen-
tal apparatus has been considerably improved since our
first demonstration experiment [2] and has been described
in detail elsewhere [24]. In the experiment described
here, we use a sodium beam with a mean velocity of 1050
m/s, corresponding to a de Broglie wavelength of 0.17 A,
with a typical velocity width of 4% rms. We now use
200-nm-period nanofabricated transmission gratings [25]
that separate the centers of the beams by 55 pm at the
position of the second grating, where the full width at
half maximum of each beam is 40 pm.

The interaction region consists of a stretched metal foil
held symmetrically between two side electrodes. The foil
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is spaced from the side plates with insulating 2-mm-thick
precision ground alumina spacers (Fig. 2). The septum
must be thin and very Aat ( & 30 pm) over the whole
length of about 10 cm to fit between the two interfering
beams, which are separated by only 55 pm in the inter-
ferometer. This is achieved by cutting the foil into a
"butterfIly" shape chosen to pull all wrinkles in the foil
out to the area that will not be used in the final interac-
tion region (Fig. 3). The foil is then carefully stretched
Hat and clamped between the spacers, side plates, and a
mounting clamp. We have used various materials suc-
cessfully including a 10-pm-thick copper foil and 12-pm-
thick metalized Mylar.

The interaction region is mounted behind the second
grating on a stack of manipulators. These provide trans-
verse translation to move the foil in and out of the beam
line, rotation about the beam axis to align the foil to the
beam over its full height, and rotation about the vertical
axis to make the plane of the foil parallel to the atomic
beam. A typical 10-cm-long septum, ahgned to the atom-
ic beam, casts a shadow on the detector that corresponds
to a 20—30-pm-wide septum. This is wider than the nom-
inal 10-pm foil thickness due to remaining imperfections
once it is stretched. With the septum positioned between
the beams of the interferometer, we have observed fringes
with 35%%uo contrast and an interference amplitude of more
than 800 counts/s (Fig. 4).

This conducting, physical barrier between the separat-
ed beams allows the application of different interactions
to the two paths in the interferometer, and measurements
of the resulting phase shifts. The sensitivity of this
phase-shift measurement is set by the interaction time.
The intrinsic linewidth is 10 kHz with our 1050-m/s
beam and 10-cm-long interaction region. We can deter-
mine the phase of the interference pattern with a pre-
cision of 10 mrad in 1 min, which corresponds to a sensi-
tivity to energy shifts of roughly 6.6X10 ' eV/dmin,
or 16 Hz/v'min.

FIG. 3. The foil into a "butterfly" shape is stretched from
both sides to remove wrinkles. The area inside the dotted lines
is used in the final interaction region.

III. EXPERIMENTAI, METHOD
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When an atom moves in a potential U(x), the phase
evolution of the wave function can be written within the

i k (x)dx
JWKB approximation as g(x ) ~e, with
k(x)=(1/R)&2m [E —U(x)] and the integration per-
formed along the classical path. Applying a potential to
one of the two beams in our interferometer, the resulting
phase difference between the two beams is

by(k)= f k(x)dx —f kodx= — f U(x)dx .1

AU

The approximation is valid when U(x) «E
[U(x)=10 Ein our experiment].

In this experiment we apply a uniform electric field @
to one of the separated atomic beams, shifting its energy
by the Stark potential U = —a6 /2. The scalar ground-
state polarizability is determined from the phase shift of
the interference pattern using Eq. (1) with 8= V/D,
yielding

where I,z is the effective interaction region length, V is
the voltage applied to one side of the interaction region
across a distance D, the spacer width, and U is the mean
velocity of the atomic beam. We now discuss the mea-
surement and associated statistical and systematic errors
of the three factors in Eq. (2).

4500--
I I I

i
I I I I f I I I I f I I I I t I I I 1

t
I I I I

/
I I I I

/
I I I I /4 I I I

i
I I I I

/
I I I

6) 4000

3500

3000

2500
I I I I I I I I I I I I I I I I I I I I I I I / I I I I I I I I I I I I I I I I I I I t I I I I I I I I I I I I I r

FIG. 2. Expanded view of the interaction region. The foil is
black. The insulating alumina spacers are shown in white, and
the aluminum side plates are gray. The split atomic beams of
the interferometer enter from the front (lower left) and pass on
either side of the foil.
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FIG. 4. Interference pattern from 40 s of data {1per point).
A constant background of 200 cps has been subtracted.
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To measure the first factor in Eq. (2) (hys„,„/V ), we
fit the phase shifts from several different voltages to a
quadratic function of voltage (Fig. 5). The phase for a
given voltage is measured with respect to the phase with
no voltage applied. This zero voltage reference phase
typically drifts 1 rad/h, with short term (30 s) rms fiuc-
tuations as large as 150 mrad. To correct for these drifts
and fluctuations, we take frequent measurements of the
reference phase. In the fit, the quadratic term has a sta-
tistical uncertainty, typically 0.2%%uo, due to both counting
statistics and phase fluctuations. We observed no statisti-
cally significant variation with the sign of the voltage, in-
dicating the absence of significant contact potentials.

The second factor in Eq. (2) is determined by the
geometry of the interaction region. The electric fields of
the interaction region are calculated numerically using
standard relaxation methods, and the results are
parametrized by an effective length L,ff defined as

I.„=f @'dx—.V
(3)

dominated by the interaction region with guard elec-
trodes because its better characterized electric fields con-
tributed only 0. 1%%uo systematic error to L,ff.

The spacer thicknesses D have been measured to
0.05% with a dial indicator calibrated with precision
gauge blocks. Differences in the individual spacer
thicknesses produced an asymmetry in the interaction re-
gion, which we measured to be 0.1(1)%%uo. This asymmetry
was independently confirmed in the interferometer by
measuring the phase shift when a voltage is applied to the
septum and guard electrodes with the side plates held at
ground, yielding 0.17(5)% asymmetry. After correcting
for the measured asymmetry, there was no statistically
significant difference (0.2%%uo) in the polarizability between
the left and right sides of the interaction region. The
combined effect of dimensional uncertainties of L,ff and
D thus contribute a systematic error of less than 0.2% in

Je'dx.
The third factor in Eq. (2) is the velocity of the sodium

beam. The mean velocity was determined to 0.15% from

We performed polarizability measurements with three
different interaction regions, none of which had more
than a 3%%uo difference between L,tf and the respective
physical length (Fig. 6). The first and second interaction
regions had foils with lengths of 10 cm and 7 cm but no
guard electrodes. The third interaction region had guard
electrodes located at the ends of the side plates and
spaced 6 cm apart (Fig. 1), which were held at the same
potential as the foil to minimize the fringing fields. These
different electric-field geometries gave consistent results
for the polarizability within errors. The final result was
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FIG. 5. Phase shift of the interference pattern as a function
of voltage applied (in volts) to the left (open circles) or right
(filled circles) side of the interaction region. The fit is to a quad-
ratic and the residuals are shown in the lower graph.

FICi. 6. Calculated values of L,ff as a function of distance
from the septum (black) for interaction regions (a) without any
guard electrodes and (b) with guard electrodes. The gray areas
labeled beam 1 and beam 2 show the approximate paths of the
two atom beams with respect to the septum. Here, the voltage
is applied to the side containing beam 2.
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FIG. 7. Diffraction pattern of sodium atoms from a 200-nm
period grating. The solid line is calculated for a grating with
average open fraction of 39.5%. The fit yields a mean velocity
of 1040(2) m/s, A.dB=0. 167 A, and a rms velocity width of
3.7(4)%.

a fit to the diffraction pattern produced by the first grat-
ing (period 200+0. 1 nm) with the second and third grat-
ings removed (Fig. 7). The velocity is determined from
the diffraction angle by

~Na h 10 mvd'
where d is the grating period and A,N, =2m. /ko is the de
Broglie wavelength. The rms width of the velocity distri-
bution is also determined by this fit.

IV. SYSTEMATIC ERRQRS

As we are performing a precision measurement, it is
necessary to quantify and deal with possible systematic
shifts and errors. In our interferometer and interaction
region, most of the systematic effects come from the ve-
locity distribution of our atomic beam and effects that al-
ter this velocity distribution.

In the limit of a monochromatic atomic beam, we have
measured all the quantities in Eq. (2) necessary to deter-
mine the polarizability. The finite velocity distribution of
our beam complicates this simple analysis. The rms
width of the velocity distribution varies between 3% and
5% and depends primarily on the carrier gas pressure
and nozzle diameter of the seeded supersonic source. We
can measure this width to 10% from the broadening of
the high-order peaks in the diffraction pattern or from
the coherence length of our beam I26]. The two deter-
minations are consistent.

We first consider the results of averaging over an arbi-
trary velocity distribution P(u), which will aff'ect the
measured phase of the interference pattern. The mea-
sured phase will not be y(u ), where u is the mean veloci-
ty, but will be given by

IP ( u)sing&( u)du
y „,„„d=arctan (5)P(u) cosy(u)du
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FIG. 8. Calculated relative phase shift as a function of the
septum position between the two interfering atom beams for an
interaction region without any guard electrodes (top) and with
guard electrodes (bottom). A relative phase shift of 1 would be
measured for a monochromatic beam and an interaction region
with L,ff=L. Results are shown for three different beam sepa-
rations, centered about our typical value of 55 pm.

The difference between y „,„„dand y(u) depends pri-
marily on the mean velocity and, to a lesser extent, on the
velocity width. It is only weakly dependent on the exact
form of the distribution. We use a Gaussian model func-
tion (instead of a more realistic u weighted Gaussian) for
calculational convenience as there is no difference be-
tween the results at the 0.01% level. A similar velocity
average is applied to the fit of the diffraction pattern, pro-
ducing a 0.15% correction to the mean velocity found
from the locations of the diffraction peaks using Eq. (4).

Because we use diffractive beam splitters in our inter-
ferometer, atoms from different velocity classes travel on
difFerent paths and may be detected differently. There-
fore, systematic errors can occur because the velocity dis-
tribution contributing to the interference pattern differs
from the velocity distribution of all atoms coming from
the supersonic source, which is determined from the
difFraction pattern.

In our experiment, there are two sources of this type of
systematic velocity distribution change. One is the
velocity-selective blocking of atoms by the septum. Fas-
ter atoms have a smaller diffraction angle and, therefore,
a larger chance of being blocked by the septum. The
second is velocity-selective detection of atoms. The same
correlation between velocity and diffraction angle results
in a correlation between the detector position and the ve-
locity distribution of the atoms that are detected. These
systematic efFects were modeled with a ray-tracing algo-
rithm. The calculation was performed for a variety of
septum and detector positions, allowing us to find correc-
tions to the measured phase shift and contrast reduction
for each experimental configuration.

We measured the polarizability at many positions of
the interaction region within the interferometer. These
measurements agreed with the predictions from the mod-
el (Fig. 8), showing no variation in the polarizability at
the 0.1% level for excursions of the septum that reduce
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FIG. 9. Polarizability data as a function of the detector posi-
tion. The data are the coefBcients from a quadratic fit of the
phase shift vs the applied voltage and are related to the polari-
zability by Eq. (2) ~ The data are for voltages applied to the left
(open circLes) and right (filled circles) sides of the interaction re-
gion. The straight line is a fit to all the data and shows a
O.021~o variation of measured polarizability per micrometer
change in detector position.

FIG. 1O. Recent theoretical calculations (open circles) and
experimental measurements (closed circles) of the electric polar-
izability of sodium. The values appear in chronological order
and are labeled with the appropriate reference number. The
symbol ~ indicates this work.

the contrast to 50%%uo of its peak value. This systematic is
insignificant at our level of precision and required no
correction.

We also measured the polarizability at several detector
positions. These data show a correlation between mea-
sured polarizability and detector position of 0.021% per
micrometer (Fig. 9), agreeing within errors to the model
calculations. The resulting corrections of about 0.4%,
which include the velocity average of Eq. (5), introduced
a systematic uncertainty of 0.15% in our determination
of the polarizability.

V. RESULTS

We find the Stark shift of the ground state of sodium to
be 40.56(10)(10) kHz/(kV/cm), which corresponds to an
electric polarizability of a =24. 11(6)(6)X 10 cm
where the first error is statistical and the second is sys-
tematic. The systematic error is dominated by uncertain-
ties in the geometry of the interaction region, but also in-
cludes other geometric factors common to all measure-
ments such as uncertainty in the grating period (0.05%%uo)

and apparatus dimensions, which are used to find the ve-
locity. Our statistical error is dominated by uncertainty
in the determination of our velocity distribution, the
short term stability of the phase reference in our experi-
ment, and to a lesser extent by counting statistics.

The best previous direct measurement of the polariza-
bility of sodium gave 24.4(1.7)X10 ~ cm [20], a 7%
result. The currently accepted value 23.6(5) X 10 cm,
with a 2% uncertainty [10], comes from a measurement
of the polarizability with respect to that of the 2 S&
metastable state of He, which is calculated [27]. These
results, along with various theoretical calculations
[12—19] of the polarizability of sodium, are shown in Fig.

10. Our measurement is consistent with all measure-
ments and theories that quote errors (we note that [17] is
aimed primarily at the frequency-dependent polarizabili-
ty). Even though much more accurate, our result is a
general confirmation of the methods used in these calcu-
lations as well as a stimulus for theorists to reduce (and to
estimate) the errors in future polarizability calculations.

The dramatic increase in accuracy of atomic polariza-
bility achieved here comes from measuring the Stark en-
ergy directly rather than its spatial derivative, that is,
from measuring a phase shift rather than a deflection.
This requires accurate knowledge of a uniform electric
field, rather than an electric-field gradient. Previous
efforts were limited by the knowledge of the exact value
of the gradient and the field at the position of the atomic
beam, whether the deflection was measured directly or as
a shift of the fringes in a Young s double-slit atom inter-
ferometer [5]. An additional advantage of our technique
is that diffraction from an accurately fabricated
diffraction grating is an excellent method for determining
atomic velocity absolutely. Significant improvements in
our technique would result from an interaction region
whose spacing was determined more accurately (e.g.,
with light interferometry) and from finding a way to
determine the velocity of the interfering atoms (e.g. , by a
magnetic or radio frequency rephasing experiment [26] or
by using pulsed atomic beam techniques [28]). With im-
provements of this type, it seems feasible to perform po-
larizability measurements with uncertainties in the 10
range.

Our sodium polarizability measurement leads to im-
proved accuracy for the value of related polarizabilities.
When combined with the measurements of the Stark
e8'ect in Na [21,22] more accurate values of the electric
polarizabilities of the excited states of the Na atom result:
a(3 Ps&&)=53.40(11)X10 cms and a(3 Pt&z)
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=53.23(9)X 10 cm . The previous most accurate ex-
perimental value of the sodium electric polarizability [10]
was based on a measurement relative to the polarizability
of the S, metastable state of He that was calculated [27].
Using our measurement together with the experiment
[10] allows us to determine the polarizability of the S|
metastable state of He to be 47.7(1.0)X10 cm in
good agreement with the calculated value 46.77X10
cm [27]. The error in the experimental value is dominat-
ed by the experiment in Ref. [10].

ity nonconservation in this system [29]. In addition,
atom interferometers with physically separated beams
open up the possibility of several other experiments, such
as a measurement of the index of refraction of a gas for
matter waves [30], a topological measurement of the
Aharonov-Casher phase shift, and the measurement of
Berry's phase for the wave function of a massive boson
[26], which requires the ability to apply uniform, well-
controlled interactions to one portion of a split atom
wave.
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