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Velocity dependence of KEL Auger emission from hollow atoms formed
during collisions of hydrogenic N + ions on surfaces
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This paper presents a detailed description of ALL Auger spectra arising from collisions of
hydrogenic N + ions on clean Si(100) and Al(110) surfaces at energies ranging from 78 eV up to
60 kev and at incident angles from 2.5' up to 45'. Atomic structure calculations of KLL Auger
energies and decay rates for hollow atoms, together with simulations of the projectile trajectories,
support a model in which the de-excitation of the ions proceeds essentially via two mechanisms.
Before the ion enters the "close collision range, " a few of its I-shell vacancies are 6lled by Auger
cascades involving outer shell electrons. But as soon as the projectile sufFers close collisions, L-shell
vacancies are rapidly 6lled by direct capture of target core electrons. The time scale of the latter
mechanism is determined by the collision frequency.

PACS number(s): 79.20.Nc, 31.15.—p, 34.90.+q, 32.10.—f

I. INTRODUCTION

Neutralization of highly charged ions (HCI) at solid
state surfaces is accompanied by the emission of a large
number of electrons. A study of the energy and angular
distributions of these electrons provides detailed insight
into the neutralization dynamics. Previous studies have
led to a coherent model describing the interaction of HCI
with surfaces. In this model, a HCI approaching a sur-
face is neutralized well in &ont of the surface by electron
capture into high-Rydberg states, forming a hollow atom
[1—4], i.e., an atom in a highly excited state where only
outer shells are populated whereas inner shells are almost
empty.

Heading towards the surface, the projectile subse-
quently starts to deexcite. Whether or not the projec-
tile will deexcite to its ground state before it hits the
surface depends on the deexcitation time scales and on
its velocity component v~ perpendicular to the surface.
In general the time the projectile spends above the sur-
face is by far too short to allow for a complete deexci-
tation. Therefore, a large fraction of the inner shell va-
cancies will only be ulled after the projectile has suffered
close collisions with one or more surface atoms. Con-
sequently, Auger electron spectra contain information on
both "above" [1,3,5] and "below" [6—10] surface emission.

However, until now, not much attention has been paid
to the question how the component of the projectile ve-
locity parallel (vii) to the surface affects the electron emis-
sion dynamics. Both v~ and vii determine whether the
projectile enters the surface or is reflected. The relax-
ation of reflected hollow atoms can be observed for pe-
riods of time orders of magnitude larger than for atoms
entering the target since projectile electrons and photons
cannot escape the solid beyond a certain escape depth.

In this paper we present general concepts that allow for

an explanation of the main features of the KIL Auger
spectra obtained &om the neutralization of hydrogenic
ions at various solid surfaces. Using these concepts we
discuss KIL spectra resulting &om collisions of N + on
Al(110) and Si(100), taken at different projectile energies
Eo and incident angles g.

II. EXPERIMENT

The N + ions were extracted &om the KVI electron cy-
clotron resonance (ECR) ion source, ECRIS-2 [ll]. After
charge selection and focusing, the beam enters an ultra-
high vacuum p,-metal collision chamber (base pressure
below 2 x 10 Pa) through a set of 2-mm-diameter di-

aphragms. Low-energy primary beams are produced by
floating the complete setup on source potential VEER mi-
nus an offset voltage V~ in series. Thus the anal beam
energy Ep ls not influenced by variations in VEER. Mea-
surements of beam energies have shown the existence of
a "plasma voltage" AV of (13 6 2) V. This residual en-

ergy is caused by the plasma potential of the ECR source
and depends only slightly on the source settings. All
beam energies Ep given in this paper are calculated by
q(Vn + AV) eV.

The targets used in the experiments were Al(110) and
B-doped, p-conducting Si(100) crystals. Before each ex-
periment, the targets were sputter cleaned with 3.0-keV
Ne + ion beams at 5 incidence to the surface and an-
nealed. Surface quality was monitored with low-energy
ion scattering methods [12].

The electron spectra were measured with a 180 spher-
ical electrostatic analyzer which can be rotated between
0 = 0' and 0 = 140 with respect to the primary
beam direction. The energy resolution of the analyzer
is 5 x 10 sE full width at half maximum (FTHM) and
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its acceptance at the center of the target is 11.2 x 10 E
(sr eV), with E the energy of the detected electrons. The
minimum width of the analyzer spot on target is about
3.5 mm. A detailed description of the energy calibration
of the analyzer is presented elsewhere [13].

Doppler shift of the two sharp peaks for the Al tar-
get. The plotted points are measurements, the lines
are calculated assuming electron emission on the ingo-
ing path (solid line) and on the reflected path (dotted
line). The Doppler shifts were measured with @ = 2.5

d Eo = 16 leV

III. RESULTS

Figures 1 and 2 are plots of the %II Auger spectra
arising &om the interaction of N + ions with Si(100) and
Al(110) surfaces. A random azimuthal angle and the
110 surface direction have been chosen, respectively. The
spectra in Figs. 1 and 2 have been corrected for analyzer
transmission. No background subtraction has been ap-
plied. Incident angle @ and primary beam energy Eo
have been varied simultaneously such that v~ was kept
constant. First of all, it should be noted that in the spec-
tra obtained &om both the Al(110) and Si(100) targets
with increasing v~~ a very sharp peak shows up at the
high-energy side (383 eV) of the KII spectrum. Fur-
thermore, in both series, the intensity of the peak at the
low-energy side (at 347 eV in Si and 350 eV in Al) does
not change considerably over the indicated (g, Eo) range.
But the intensity of this peak is target dependent since
it is more pronounced for the Si target.

Figure 3 presents spectra taken under specular reflec-
tion conditions, varying the parallel velocity v~~ by a fac-
tor of 20. These velocities correspond to average inter-
atomic 110 traveling times, i.e., the time needed to travel
along the 110 direction between adjacent target atoms,
ranging &om 0.3 fs (60 keV) to 7 fs (150 eV). The velocity
component perpendicular to the surface v~ varies by a
factor of 8 since this velocity is determined by the sum of
the beam energy perpendicular to the surface (30 eV at
16 keV) plus the energy gain due to image charge accel-
eration ( 15 eV) [4,14—16]. This series shows a shift of
intensity towards higher electron energies for increasing
projectile energy.

In Figs. 4(a) and 4(b), we plotted the measured

IV. ION TRAJECTORY SIMULATIONS

In order to get an insight into the in-depth ion dis-
tribution at the instant of ALL electron emission and
into the traveling paths of the projectiles during their
interaction with the solid, we performed Monte Carlo
ion trajectory simulations using the MARLOWE computer
code [18]. Using this code and additional routines we are
able to simulate and visualize the trajectories followed
by the projectiles for the g, Eo combinations as depicted
in Figs. 2 and 3. The MARLOWE program simulates the
trajectories followed by the projectiles in a binary colli-
sion approximation; between collisions, particles move in
straight lines. The interatomic potential is modeled ac-
cording to Ziegler et at. [19]. The surface is implemented
as a perfect Al(110) surface, oriented in the 110 channel-
ing direction. Thermal lattice vibrations are accounted
for by the Debye model with a Debye temperature of
400 K. A kinetic energy gain perpendicular to the sur-
face of 15 eV due to image charge acceleration is also
accounted for.

The results of the simulations are shown in Figs. 5
and 6. In Fig. 5 collision conditions as in the spectra
of Fig. 2 were chosen, i.e. , varying g and Eo such that
v~ is constant. The simulations show that nearly all
primary particles are reflected &om the erst few target
layers for incident energies &om 4 keV down to 450 eV.
For even lower energies such as 120 and 78 eV, a large
part of the beam will be stopped in the first few layers
of the target. Second, the number of close collisions with
target atoms varies significantly over the indicated vP, Eo
range. In the present context close collisions are defined
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10', 1 keV

15', 450 eV

N on Si(100)

30', 120 eV

45', 78 eV

25o 16k
FIG. 1. KLI Auger spectra of N + ions

on Si(100). The beam energy Eo and incident
angle v/r have been changed in order to keep
v~ constant.
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FIG. 2. KI L Auger spectra of N + on
Al(110). Eo and Q same as in Fig. 1.
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FIG. 3. Auger spectra of N + ions on
Al(110). All spectra are taken under specular
re6ection conditions, the velocity parallel to
the surface (nil) changes a factor of 20. The
lines are simulated spectra, in the 150-eV
spectrum ls 2s /2s2p3l states are assumed,
in the 16-KeV spectrum a 1s(2s 2p ) P state
has been taken. The spectra are calculated
according to algorithms described by Schip-
pers [21]. KLzLz, KL&L&,s, and KLQ 3L2,s
decay is depicted by straight, dotted, and
straight-dot-dot lines, respectively
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FIG. 4. Doppler shifts of 350-eV and
383-eV peaks and of FWHM, measured for
ditferent angles of observation (0) using
16-keV N, @ = 2.5 on Al(110). Solid lines
are calculated shifts assuming emission on
the ingoing path, dotted line on the reBected
path.
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FIG. 5. Ion trajectories simulated using
MARLOWE. In these simulations the same
vP, Ep parameters as in Figs. 1 and 2 were
chosen. The dotted lines are the target lay-
ers, the position of the atoms is shown below.
The units are in lattice constants (a = 0.405
nm).
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as colhsaons math an impact parameter smaller than the
projectile L-shell radius (see below). In case of 16-keV
projectiles, a few tens of close collisions occur, whereas in
the case of low energies such as 120 and 78 eV only one
or two close collisions per incident ion are encountere~
Furthermore, it is seen that high-energy projectiles travel
for a relatively long time (10—100 fs) on their incident
trajectory or parallel to the target surface.

In Fag. 6 we show the trajectories calculated using the
same lP Ep as in Fig. 3. Now only for 16- and 60-keV
beams some penetration into the bulk material occurs.
In thas case the incident ions are seen to travel parallel
to the surface, sometimes several layers deep inside the
so i . At all other energies, the projectiles are reBected

y the first or second layer of the target surface. There-
fore, energy losses due to inelastic scattering of electrons
emitted inside the solid will be minimal in all KL L Auger
spectra presented in this article, except for the 2.5 60-

eV spectrum. Rarthermore, it is seen that again the av-

erage number of close collisions undergone by the projec-
ecreasing energy. orti es ramatically decreases with deere

ow projectile energies, the image charge acceleration of
t e projectiles towards the target significantly increases
the incident angle @ (even up to 20' for a 2.5', 150-
eV beam). This increase alters the collision dynamics
such that particles more easily penetrate the bulk and
are stopped after a few collisions.

Table I lists the percentage of reBected projectiles,
their Bight time along the surface, the average number
o collasions undergone and the percentage of collisions
with impact parameters smaller than 2 a.u. These num-

ers result &om simulations of trajectories of 5 x 10

an various energies. The large uncertainties in the av-
erage numbers of collisions are due to the particles that
c annel along the [110] surface directions. Aft li t ds. er s e

ig imes 95% of the reflected projectiles have left the
surface. Conclusively, the simulations show that under

150 eV

1000 eV

I .=
$p

gI
g
$$ a'

8 keV

16 keV

FIG. 6. Ion trajectories simulated using
MARLOWE. In these simulations the same
Q, Ep parameters as in Fig. 3 were chosen.
Note the penetration occuring for 60-keV
projectiles, in all other cases, the projectiles
are re6ected on the 6rst or second target lay-
ers.
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TABLE I. ReSected projectiles, Sight times, mean number
of collisions and the precentage of these collisions with im-
pact parameters smaller than 2 a.u. for difFerent energies. The
Sight time of the projectiles is the time after which 95% of the
reSected particles have left the surface. The large uncertain-
ties in the numbers of collisions is due to particle channeling
along 110 channels.

Zo (keV) Re6ection (%%uo) T (fs) No. coll

0.15
1.0
8.0

16.0
64.0

99 9
99.8
99.7
95.0
79.0

40
50
60

200
400

10+ 4
30+ 10
80+ 20

500+ 100
1400+ 300

No. coll
(d ( 2 a.u. )

(%%uo)

&1
5
11
13
50

V. MODELING KLJ AUGER EMISSION

In the previous section the effects of the projectile tra-
jectories at or inside the solid on the KLI Auger electron
emission distribution are discussed. It is clear that the
point of emission, at or inside the solid, determines the
elastic and inelastic electron energy losses and thereby
part of the shape of the KLL Auger structure. But the
typical electron emission time scales, determined by both
the KLL Auger decay rates and the L-shell 6lling rates,
not only give the in-depth emission distribution but also
the distribution of con6gurations present at the moment
of KLL decay. It is evident that the ratio of the KLL
decay rate, F~ and the L-shell 6Hing rate Fg deterxnines
whether KLI decay occurs preferably with a small or
large number of I electrons present. It has been shown
by means of atomic structure calculations that with in-
creasing number of L electrons KLL Auger energies shift
to higher values [8,17,20]. Accordingly an analysis of the
measured E Auger energy distribution allows a determi-
nation of the projectile state at the instant of K Auger
emls sion.

In this section a simple model will be presented in
which the probability that a certain number of L elec-
trons is captured before KIL decay occurs, is calculated.
The KLL Auger line intensity I,y(r) resulting from a
transition kom an initial state i with r L electrons to a
final state f with r 2electrons is given by —its initial pop-
ulation n; times the branching ratio I';y(r)/+~1';f(r).
However, to arrive at the experimentally observed inten-
sity, we have to incorporate (i) the probability P~(r) that
r L electrons are actually present and (ii) a time win-
dow PT re6ecting the limited observation time in case
the projectiles penetrate into the solid f'rom where elec-
trons cannot be observed beyond a certain escape depth.
Therefore, we have

the present experimental conditions no signi6cant bulk
penetration occurs. Consequently, the electron spectra
are merely disturbed by solid state effects.

in which C is a calibration constant.
The concept of a limited time window, denoted by PT,

has been discussed in detail by Schippers et al. [21]. In
the experixnents under consideration here, no signi6cant
penetration of the solid occurs. Therefore, the time win-
dow is roughly given by the width of the spectrometer
spot on the target divided by the parallel velocity of the
projectiles, a number in the order of ns in case of 60-
keV projectiles. Since most Auger transitions are much
faster than that, the time window factor P~ in practice
equals one.

Atomic structure calculations

In order to identify the transitions that contribute
to the sharp peaks we observe in the nitrogen KLL
Auger spectra, we calculated the energies and rates for
all states present within the con6gurations 1s 2l" 3L6

with 2 & r & 6 using the Hartree-Fock atomic struc-
ture computer code by Cowan [22]. It should be noted
here that similar calculations have been presented ear-
lier by Hansen et al. [20]. Our calculations are similar
to theirs but do distinguish decay towards distinct 6nal
states which are actually resolved in the spectra (see, e.g. ,
Refs. [23,24,21]).

Not all states present within the xnentioned con6gu-
rations will actually contribute to the KLL Auger spec-
trum. Coster-Kronig (CK) transitions redistribute theI electrons, yielding "6nal" states with maximum bind-
ing energies [24,21]. KLL transition rates I'a are 10
to 100 times smaller than the competing Coster-Kronig
rates I'CK [21]. Recently, Diez Muino et al. [25] presented
calculations of Coster-Kronig rates inside a &ee electron
gas yielding roughly the same numbers. Therefore, the
resulting KLL Auger spectrum mainly arises &om the
decay of the Coster-Kronig "6nal" states.

Table II lists the rates and Auger energies of all states
remaining after this Coster-Kronig redistribution, decay-
ing via KLqLq, KLqLQ 3) or KLQ 3LQ 3 Auger transitions
for diferent numbers of L electrons r. In this notation L q

stands for a 28 electron and L ~ 3 for 2p electrons partic-
ipating in the Auger transition [26]. The various decay
channels in general have different rates and Auger en-
ergies. For a given r, the KL q L q, KLyI Q 3 j KLQ 3LQ 3
subgroups are well separated in energy and lead to differ-
ent peaks that can be well resolved by our spectrometer.
A more detailed assignment of peaks, possible for the
case r = 2 [21], is prohibitive in general because of the
large number of transitions involved for r & 3. Therefore,
the energies and rates given in Table II are mean values
averaged over all transitions within a given subgroup p g
(KLgLg, KLgLg s,. KLg sLp s j,

Q,. n;E~(r)
P,. n;

and

Q,. n;I'~(r)

P,. n;

A statistical population n; = 2J; + 1 of all states has
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TABLE II. N + hollow atom con6gurations, transition
rates and energies for 2 up to 6 L electrons (r) (rates I' are
in uxiits of s; energies are in eV). The remaining electrons
are taken in the M shell. The energies EKL,L» are averages
for 4, 5, and 6 I electrons, see text. Numbers in parentheses
denote powers of 10.

State

2 ls(2a S) S

r
@KL7„Ly

9.6 (13)
347

~KLyLg g

@KLyLg g

~KLAN, gLs, s
KLx,g La, g

been assumed throughout, with J, being the total angular
momentum of state i. Coster-Kronig redistribution has
been accounted for.

In Fig. 7(a) the calculated subgroup specific average
energies are plotted as a function of the number r of
L electrons. Evidently E (r) increases with increasing

r. Moreover we find. that both KLqI i and KI2 3L2 3
subgroups are rather sharply peaked in contrast to the
KLgLQ 3 subgroup which for r ) 3 covers a broad
range of Auger energies in between the KLiLq and the
KI2 3L2 3 peaks.

Figure 7(b) displays the behavior of I' (r) versus r.
For the cases r = 2, 3 KL2 3I2 3 rates have been omit-
ted since the corresponding 18 2p2 31 and 1s 282@ 3l
configurations primarily decay by Coster-Kronig transi-

tions [24,21]. Figure 7(b) shows that I' ' '
rapidly de-—KIgLg g —KLg Srg gcreases with r while I' ' and I' ' ' significantly

increase. I'urthermore, for small r KL~Li decay domi-
nates but for larger r KLiI2 s and KIz sL2 s transitions
are faster.

A stepwise L-shell 61ling model
ls (2s2p 'P) P

ls (2s2p P) P

3 ls(2s 2p P) P

ls (2s 2p P)iP

ls (2s2p P) P

ls (2s2p' 'P)'P

4 ls(2s 2p S) S

ls (2a 2p D) D

ls (2s 2p' P) P

ls (2s'2p' 'P)'P

la (2s2p S) S

ls (2s2p S) S

5 ls(2s 2p S) S

ls (2s 2p S) S

ls (2s 2p P) P

ls (2s'2p' 'P)'P

ls (2s 2p D) D

ls (2s 2p D)'D

6 ls (2s 2p 'S) S

la (2s 2p P) P

ls (2s 2p P) P

ls (2s 2p 'D) D

7.4 (is)
347
7.4 (13)
350

7.7 (is)
346
5.5 (13)
349
5.s (ls)
347
5.3 (13)
352

s.6 (13)
352
3.6 (ls)
354
5.0 (13)
350
5.2 (la)
353
3.6 (13)
352
s.6 (ls)
352
5.0 (13)
353
s.o (13)
354
3.0 (13)
357
s.o (13)
357

1 (8)
352
8.8 (12)
358
s.6 (13)
358
1.2 (11)
360
i (7)
349
1.9 (13)
358
4.2 (la)
362
4.5 (la)
360
6.o (ls)
362
6.o (13)
358
3 (7)
357
2 (13)
357
4.2 (13)
364
5.1 (la)
366
7 5(la).
365
5.8 (13)
367
7.6 (13)
365
5.i (is)
368
9.9 (la)
370
8.8 (13)
369
5.8 (13)
369
5.3 (ls)
367

i (9)
360
i (9)
368
2.7 (13)
377
6.8 (13)
375
6.3 (8)
371
4 (9)
375
3 (8)
370
1 (9)
371
6.7 (8)
373
g (g)
371
5.4 (13)
380
5.4 (13)
383
7.6 (is)
378
7.6 (13)
378
7.5 (13)
384
6.5 (is)
383
6.5 (13)
386
6.5 (13)
386

The number of L electrons present before KLL de-
cay occurs depends on the outcome of the competition
between KLL decay (rate I'~) and L-shell filling (rate
I'I,). For a rapid L-shell filling (I'I, )) I'~) KLL decay
will predominantly occur after the L shell is filled up to
its maximum. For slow L-shell filling, KIL Auger decay
occurs mainly as soon as a second I electron is present.

In order to quantify the competition between KLI
Auger processes and L-shell filling we calculate the prob-
ability of KLL Auger emission &om a configuration con-
taining r L electrons as

I'~(r) " I'~(t)
I'L, (r) + I'R (r) ..".I'1,(i) + I'g (i)

' (4)

I'L(r) = I'I", (r) + PL(r)

where I'P(r) denotes the rate for L Auger processes and
d is the distance between neighboring target atoms in

where the first factor is the branching ratio for KLL
Auger decay of a configuration containing r L electrons
and the product is the probability that r electrons are
present before KLL Auger decay occurs. From P~(r) a
subgroup specific probability is calculated by multiplying
with the corresponding branching ratio, i.e.,

P~(r) = P~(r) I
~x(r)

For r & 2, the mean KLL Auger rate for initial configu-
rations containing r electrons I'~(r), is calculated as the
sum of the subgroup specific KLL Auger rates plotted in
Fig. 7(b). For r ( 2 this rate is taken to be zero. I'L, (r)
denotes the rate for adding an L electron when r electrons
are already present. VA distinguish two mechanisms fill-

ing the projectile L shell, namely L Auger processes and
direct capture of target electrons. While the former is
taken to be velocity independent the latter is taken to be
proportional to the number of close collisions with target
electrons. We, therefore, write
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FIG. 7. Calculated sublevel specific Auger
energies (a) and lifetimes (b) of hollow atom
states present at the moment of KLL decay,
as a function of the number of L electrons.

340
1 2 3 4 5

0
6 7 1 2

Number of L electrons (r)

3 4 5 6 7

the direction of the projectile velocity v. Pl, (r) denotes
the probability of actually transferring an electron &om
a target atom to the projectile L shell during a close
collision event. It should be noted that a similar approach
was presented by Kohrbriick et al. [28], and by Page et
al. [29].

Figure 8 shows plots of P~~(r) for projectile energies
of 150 eV, 8 keV, and 60 keV, respectively. This figure
reveals that for high energies nearly all ALL emission oc-
curs after the L shell has been f«lied up to its maximum
and mainly involves KL «I 2 3 and KI 2 3L 2 3 combina-
tions. This results in contributions to the high-energy
side of the spectrum, and, most prominently, to the 383-
eV peak (see Table II). For low energies a major fraction
of the emission is &om a 18 28 33 state contributing to
the low-energy peak at 350 eV. For projectile energies
between 150 eV and 60 keV a &action of 70 up to 80
percent of the KLI. emission occurs &om the "extreme"
configurations with r = 2 and r = 6. The emission &om
the "in between" con6gurations with 3 & r & 5 plays a
minor role; at all energies used the KII spectrum mainly

consists of a mixture of electrons emitted &om con6gu-
rations with r = 2 and r = 6.

In the simulations depicted in Fig. 8, the capture prob-
ability Pl, has been taken equal to (8 —r)/16, i.e., to at
most 1/2 when the I shell is still empty. Values for the
I Auger filling rate I'g(r) have been taken from recent
work by Diez Muino et al. [25] who calculated Auger rates
for projectiles located inside an electron gas with an Al
electronic density. Since under the experimental condi-
tions here, all processes occur very close to the target
surface, i.e., at distances at which the electronic density
approaches the bulk values, the use of the calculated rates
[25] is justified. These calculations show a strong, almost
exponential increase in L VV rates with decreasing eKec-
tive charge (i.e., increasing r), from about 5 x 10is/s for
r = 0 to about 1.5 x 10 for r = 5. This implies that
even for 60 keV projectiles (v/d 3 x 10is/s), both di-
rect filling and Auger filling play an important role for
large r. On the other hand, for small r, I'L, (r) is mainly
given by the second, projectile velocity dependent term
in Eq. (6).

0.40—

0.35— 150 eV 8 keV 60 keV

0.30—

0.25—

05
0.20—

CL

05 0.15—
CD
Q)
Cl

0.10—

i KL„L,

) KL, L23

FIG. 8. Calculated KLL emission proba-
bility P~~ for 2 up to 6 L electrons as a func-
tion of beam energy.

0.05—

0.00

L-electron number

fl
2 4
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The exact nature of the L-shell filling during binary
collisions is not well known. An efIj.cient I andau-Zener
type of quasiresonant charge transfer between the pro-
jectile K shell and inner target shells during close col-
lisions with target atoms has been reported earlier by
Schippers et al. [9]. A comparable type of transfer be-
tween the Al and Si 2p core levels (binding energies 80
eV, and 100 eV, respectively) and the nitrogen I levels
(ranging in binding energy f'rom about 80 eV for a ls 3l
configuration to about 20 eV for a 1s 2l 3l configuration)
might be responsible for the direct filling described above.
A straightforward application of the mentioned Landau-
Zener model results in a decreasing exchange probability
with increasing separation of projectile and target levels,
i.e., with increasing I occupancy. Moreover, projectile-
target distances at which level crossings occur are smaller
than 1 a.u. Our trajectory simulations indicate however
that such close collisions are rare for grazingly incident
keV projectiles.

Recently, Burgdorfer et al. [30] presented simulations
of the neutralization and deexcitation of 0&+ ions in graz-
ing incidence with a Au(110) surface as observed by Folk-
erts et al. [31]. Based on a modified version of the "over-
barrier" model [4] including dynamical screening of the
projectile levels by target electrons, a very eKcient fill-

ing of L vacancies by quasiresonant target core electrons
is found. The distances at which this type of exchange
occurs are in the order of one to few a.u. In our ex-
periments discussed here, this condition is fullfilled for a
few (150-eV projectiles) up to tens (16-keV projectiles)
of consecutive collisions, as can be inferred &om Table II
and Fig. 6.

However, until now it is not clear how many elec-
trons are actually captured during a single binary colli-
sion event. In case of high-Z materials such as Au there
are many core electrons available with binding energies
in the order of some 10 eV allowing for capture of several
electrons during a single binary collision. This is not the
case in Al and Si; the gap between the bottom of the
conduction band and the least bound core electrons is 60
(Al) and 80 eV (Si). Therefore, the exchange mechanism
proposed by Burgdorfer might be less efFective in the case
of these materials.

VI. DISCU SSI(3N

In the previous sections we have tried to indicate the
key factors that determine the overall shape of the KLL
Auger spectra obtained &om the interaction of hydro-
genic nitrogen ions with solid surfaces. In the following
we will discuss the features observed in the measured
spectra using these general concepts.

The difFerences between the spectra arising from the
Si(100) and the Al(110) target can be explained by two
distinct L-shell filling mechanisms, via I Auger decay
and by direct capture of target core electrons. The for-
mer process leads to L-shell filling rates in the order of
10 /s up to 10 s/s with increasing number of L elec-
trons r. This implies that for small r, i.e., at an early

stage of the deexcitation when the projectile has not yet
entered the close collision range, the KLL decay rate is
much higher than the L Auger rate. This gives preferred
d.ecay as soon as the second L electron is present, yield-
ing contributions to the low-energy side of the spectrum.
The large L Auger rates only become efFective when the
projectile moves in the close collision range at or below
the surface. The L Auger rates are independent of the
projectile velocities used in the experiments under con-
sideration here. However, they are dependent on the tar-
get specific electronic density. According to our model
described above, the difFerences in peak intensities at the
low-energy side of the spectra from Si and Al (Figs. 1
and 2) can be ascribed to different LVV filling rates.
The electron density at the (p-doped) Si surface is orders
of magnitude smaller than in case of the Al target, there-
fore, the associated. Si I Auger rate is smaller than the
Al counterpart, yielding a larger P~~(r = 2) for Si com-
pared to Al. Similar "target effects" have been reported
before, however for difFerent experimental settings [23].

The second L-shell filling mechanism, direct capture
of target core electrons, is localized and, therefore, de-
pendent on the collision &equency, i.e., on the projectile
velocity. As soon as the associated rate is larger than
the KLL Auger rate, the L shell is rapidly filled up to
its maximum shifting KLL energies to the higher val-
ues. The L-shell filling probability Pr, (r) [see Eq. (6)]
might vary for difFerent targets. But for large velocities
(v/d )) I'Ic) this variation will not be noticable since
the L shell is filled up to its maximum before KLL de-
cay occurs anyway. This explains why for large (16 keV)
energies the high-energy side of the Si and Al spectra
look alike (see Figs. 1 and 2). It should be noted that '

Kohrbriick et a/. found support for a similar velocity
dependent L-shell filling model by studying the angular
distribution of the KLL Auger electrons [28].

The model presented in this paper allows one to esti-
mate the spatial range 8 over which the initial potential
energy of the projectile is released. According to this
model, the largest part of this energy release, by emission
of an energetic KLL Auger electron, takes place between
the second and. the nth binary collision in which n is the
number of initial projectile L-shell vacancies. In practice
this range is likely to be somewhat larger, depending on
the probability PI, (r) of the proposed capture process.
Folkerts et al. [31] found an upper limit of 25 fs for the
deexcitation of 60-keV 07+ on Au(110). Applying the L
filling model on this collision system gives a lower limit
to the average probability to capture an L electron, PI,
as follows: 7PI,d/v & 25 fs ~ PI, & 0.1 (d/v equals the
collision frequency mentioned before). A similar limit
can be found using our data: for 16-keV N + ions at
2.5 incidence about 50 close collisions occur. Assuming
complete neutralization (capture of 6 Lelectrons) after--
wards this again gives a lower limit: PI. ) 6/50 = 0.12.
So the proposed model nicely fits within the experimental
boundary conditions.

Another interesting aspect of the consecutive filling of
L vacancies by direct capture proposed here is that it
implies the occurence of strong target lines in the Auger
spectra. The shape of these target lines could resolve
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the question of whether or not more than one electron
is captured during each binary collision. This holds es-
pecially for low-Z targets such as Al and Si, since these
materials do not contain core levels over a wide range of
energies like high-Z metals such as Pt or Au. Therefore,
single capture would lead to well-resolved, sharp target
Auger lines whereas multiple capture during each colli-
sion would smear out the target line structure. A detailed
study of target Auger emission is, in this context, of great
interest.

VII. CONCLUSIONS

energy part of the KIL Auger spectrum on the speci6c
target used.

Subsequent to this process, a direct 6lling of the L
shell during consecutive close collisions becomes impor-
tant, especially at higher collision energies. In this case,
the 6lling rate is given by both the L Auger rates and
the velocity dependent collision frequency.

The relative importance of these different 611ing mech-
anisms is reflected in both the target and the velocity
dependence of the projectile K Auger spectra. Contri-
butions from both above surface cascading and close col-
lision 6lling can be distinguished.

This paper presents a detailed discussion of the KLL
Auger peak structure obtained from the interaction of hy-
drogenic N + ions with single crystal Al and Si surfaces.
The exact shape of this structure appears to be the result
of a intricate interplay of experimental parameters, part
of which influence the actual physics of neutralization-
deexcitation and part of which influence the extent to
which the system can be observed.

Low projectile energies (i.e. , Eo in the order of tens to
a few hundreds of eV) in conjuction with steep angles of
incidence result in few close collisions. In this case both
the density of weakly bound electrons at the surface and
the work function influence the L-shell Ailing via Auger
cascades. This is reflected in the dependence of the low-
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