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Absolute-rate coefBcient for C +(2s . 2p) electron-impact excitation
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We have measured the absolute-rate coefFicient for electron-impact excitation (EIE) of
C +(2s Siyq ~ 2p Pig~ sy~) for energies near threshold. A delayed coincidence technique with

inclined beams was used. Radiation from the excited ions was detected using an optical system that
subtends slightly over vr steradians. At an ion-rest-frame energy of 10.10 eV the measured rate coef-
ficient was (7.79+2.10) x 10 cm s and the measured cross section was (4.15+1.12) x 10 cm .
The uncertainties quoted here represent the total experimental uncertainty, statistical and system-
atic, at a confidence level considered to be equivalent to a statistical 90%%up confidence level. Good
agreement is found with other measurements. Agreement is, not good with Coulomb-Born with
exchange and two-state close-coupling calculations, both of which fall outside our 90'Pp confidence
limits. Nine-state close-coupling calculations are in better agreement. However, the calculations lie

at the extreme edge of our uncertainty limits. Taking into account previous measurements of EIE in
C + and also a measurement of EIE in I i-like Be+ that falls significantly below theory at threshold,
there is a suggestion that the C +(2s ~ 2p) EIE rate coefficient near threshold may fall slightly
below presently accepted values.

PACS number(s): 34.80.Kw, 34.80.Dp

I. INTRODUCTION

Many of the emission lines observed in laboratory and
astrophysical plasmas are formed by electron-impact ex-
citation (EIE) of multiply charged atomic ions. Interpret-
ing and modeling the observed spectra of such plasmas
requires an accurate knowledge of vast numbers of rate
coefBcients. Calculations can provide the many needed
rate coeFicients but experimental benchmark values are
needed for comparison with calculations [1,2].

For multiply charged ions, absolute EIE measurements
exist for only a few systems. Absolute measurements
of EIE for C +, N +, Al +, and Hg + have been made
by detecting the ffuorescence of the excited ions [3—7];
more recently electron-energy-loss techniques have been
used to measure, absolutely, EIE of 0 +, Si +, Ar +,
and Kr + [8—12]. Experimental difficulties have limited
the total number of absolute EIE measurements made so
far. Fluorescence yield measurements can cover a wide
energy range, but have been hampered by the & 10
detection effj.ciencies. Electron-energy-loss experiments
can have detection efficiencies near unity [9] and can be
used to measure excitation of both radiating and non-
radiating states but have, so far, been limited in the range
of energies achievable. To overcome some of the above
mentioned difBculties, Young et al. developed an optical
collection system [13,14] which subtends slightly over 7r sr
and has an 10 detection efBciency. We have used
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this new system to measure the absolute C +(2s ~ 2p)
EIE rate coefBcient by detecting the unresolved Sqy2-

Pzg2 3y2 resonance doublet at 154.8 and 155.1 nm.

C + was chosen for study because of its astrophysical
importance. The EIE generated Cs+(2p -+ 2s) doublet
at 155 nm is one of the most widely observed UV lines in
astrophysics [15—18]. This makes the Cs+(2s-2p) doublet
a useful diagnostic for inferring the emission measure of
astronomical objects [19]. Its usefulness as a diagnostic
tool, though, requires an accurate knowledge of the EIE
cross section.

II. EXPERIMENTAL APPROACH

A detailed description of the experimental apparatus
and data collection techniques has been given elsewhere

[4,13,14,20,21] and will be only brieffy discussed here.
C + is created in a Penning ion source, charge-to-mass
selected, formed into a 32.5 keV beam, and transported
to a scattering chamber. The pressure in the scattering
chamber is 1 x 10 torr. Upon entering the scatter-
ing chamber (see Fig. 1), the ion beam passes through an
electrostatic charge-state preanalyzer which removes any
C + created by surface scattering or by charge transfer
&om the residual background gas in the beam transport
system. The ion beam exits the charge-state analyzer
and 10 cm later crosses an electron beam inclined at an
angle of nominally 55 relative to the ion beam. A mag-
netic field of 21 G is applied coaxially with the electron
beam to increase its density. The electron beam is col-
lected in a Faraday cup after it crosses the ion beam.
After crossing the electron beam, the ion beam contin-
ues into an electrostatic charge-state postanalyzer and
is eventually measured either with a Faraday cup or by
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FIG. 1. Diagram of the experimental ap-
paratus.
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where the angular distribution of the emitted photons
is taken into account by the factor Yxx(E, 8, ); E is the
electron energy in the ion rest &arne (which is essentially
equivalent to the center-of-mass &arne); 8, is the angle
the detected photon makes relative to the electron-ion
relative velocity vector which defines the z axis; v„(E) is
the relative velocity between the electron and ion beam;
o (E) is the theoretical total EIE cross section; and P(E)
is the electron-energy distribution in the ion rest frame.

Integrating Eq. (1) over the angle collected by the ex-
periment gives the predicted EIE rate coefBcient

(vv) = f Yv(E)v„(E)v(E)P(E)dE (2)

where Yxi(E) is the anisotropy factor averaged over the

using a Galileo 4039 channel electron multiplier (CEM),
which is mounted near one of the two exits of the post-
analyzer, as a Faraday cup. Below the beams' intersec-
tion region is located a mirror which subtends slightly
over vr sr and concentrates the refiected photons onto
a Thorn EMI 9413 photomultiplier tube (PMT) with a
CsI photocathode. Some of the emitted photons are also
seen directly by the PMT which subtends = 0.17 sr. A
crystalline quartz filter is located in &ont of the PMT.
The bandpass of the optical system is determined by the
short-wavelength cutofF (145 nxn) of the quartz filter and
by the efFective long-wavelength cutofF (185 nm) of the
PMT. The total photon detection efBciency is about 10
(two orders of magnitude greater than typical previous
fluorescence yield experiments). A computer-controlled
beam probe is used to determine the. spatial density pro-
files of each beam.

Fluorescence detection measurement techniques deter-
mine the partial rate coeKcient or cross section for pho-
ton emission into a specific solid angle. The theoretically
predicted partial EIE rate coefficient (v &&) for such flu-
orescence EIE experiments can be expressed as follows:

collected solid angle and is given [22,23] by

Here (cos 8, )xx is an average over the solid angle col-
lected by the optical system, and 'P(E) is the polariza-
tion of the emitted light as a function of electron energy.
The polarization of the emitted radiation is customarily
[22,24] defined as

Iii (E) —I& (E)
Iii (E) + I (E) '

where Iii(E) axid I~(E) are both measured at 8, = 90'
and are, respectively, the intensities of emitted light po-
larized parallel to and perpendicular to the beams' rela-
tive velocity vector. Low signal rates and technical lim-
itations often prevent an experimental determination of
Yxx(E). In such cases theoretical calculations are some-
times used to specify Yxx(E). For the present work it
was not possible experimentally to determine Yxx(E), but
the large collecting solid angle of the optical system is
expected to average out most of the anisotropy efFects.
The eKects of polarization are discussed in more detail in
Sec. IV.

In terms of experimentally determined quantities, the
EIE rate coefBcient for the present work is given by the
following expression:

(vo) =

X jNx(x, y, z)n, (x, y, z)g(x, y, z, ~)dzdydz

Here B„~ is the EIE signal rate into the solid angle col-
lected by the experiment, Kx(x, y, z) and n, (x, y, z) are,
respectively, the spatial densities of the ion and electron
beams; ( is the &action of the ion beam that is in the
Cs+ ground state; and q(x, y, z, ~) is the spatially vary-
ing detection eKciency of the optical system where 7 is
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the lifetime of the C +(2p P) state.
The particle densities are determined by scanning elec-

tron and ion Faraday cups across each respective beam
in the collision volume. The method is described in de-
tail elsewhere [25]. Beam densities were determined by
dividing the measured current by the area of the respec-
tive Faraday cup's circular aperture (= 0.25 mm diame-
ter) and the respective beam's velocity and charge. The
ion and electron Faraday cups were biased positively to
minimize secondary electron loss. Typical ion beams had
currents of 0.3—0.4 pA and a roughly circular cross sec-
tion diameter of 2 mm full width at half maximum
(FWHM). Typical electron beams had currents of 50—
60 pA and a roughly circular cross section of —3 mm
diameter FWHM.

The purity of the ion beam is taken into account by the
factor (. 04+, which has nearly the same charge-to-mass
ratio as C +, is expected to be the only significant con-
taminant in the ion beam [25]. For the present work the
0 + current was estimated by measuring the efficiency of
the ion source for producing +4 charge states of carbon
and nitrogen. The charge-state distribution of the ion
source is determined primarily by electron-impact ion-
ization of the gas in the discharge and recombination of
ions on the wall of the source [20]. Because the ionization
potentials of C +, N +, and 0 + all lie close together in
energy, it was possible to estimate the 0 + output of
the ion source by comparing the +4 to the +3 current
ratios for carbon and nitrogen and also measuring the
0 + current. For the present measurement 0 + was es-
timated to constitute 3%%up of the total ion beam current.
The C + EIE photon signal of the experiment is not ex-
pected to be affected by the 0 + contamination as the
0 + resonance transition falls outside of the bandpass of
the photon detection system.

The optical detection efficiency g(x, y, z, ~) can be
written as

1
'9 (x s y )I z )I

'r ) = +w in Tfi i+obs +rni r
7v

z —z'
x exp' Q(x, y, z')dz'.

z wv )
T; is the transmittance of the MgF2 window on the
scattering chamber; Ty;~ is the transmittance of the crys-
talline quartz filter; E p, is the obscuration from the var-
ious bafBes and screens in the optical system; R;„ is
the refIectance of the mirror; v is the ion velocity; and
Q(x, y, z') is the absolute photon detection efficiency for
light emitted at (x, y, z') where z' is now defined to lie
along the ion beam velocity vector. The transmittances
and re8ectances were measured individually at 155 nm.
The obscuration &om the bafBes and screens was deter-
mined &om the measured geometry. The ion beam veloc-
ity was derived &om the ion source extraction potential.
A value of 3.72 ns, &om a nine-state close-coupling cal-
culation [26], was used for the lifetime of the 2p 2P level.
That calculated value agrees well with previous calcu-
lations [27—29] and reasonably well with beam-foil mea-
surements [30—33]. Q(x, y, z'), the spatially varying opti-
cal detection efficiency, was calculated with a ray-tracing

TABLE I. Typical operating conditions.

C + current
Electron current
Photon backgrounds

from electrons
from C +

dark rate
EIE signal rate
Chopping pattern frequency
Pressure (ionization gauge reading)

0.35 pA
35.0 AA

45 s
255 s

—1

14s '
16.7 Hz

1 x 10 torr

III. UNCERTAINTIES

A summary of the known sources of systematic uncer-
tainties for the present measurements is given in Table II.
The uncertainties are quoted at a confidence level con-
sidered to be equivalent to a statistical 90% confidence
level (1.65o ).

The uncertainty in the C + density measurement was
dominated by the uncertainty in the size of the ion probe
aperture. Possible contamination of the C~+ beam re-

code which takes into account the imaging properties of
the mirror, the component of light emitted directly into
the PMT, and the varying detection efficiency across the
PMT photocathode [13,14]. The PMT photocathode re-
sponse was mapped at 155 nm by rastering an = 2 mm
diameter light spot across the photocathode. The abso-
lute quantum detection efficiency of the PMT was deter-
mined by referencing it to a CsTe photodiode calibrated
by the National Institute of Standards and Technology
(NIST).

During EIE data collection, the electron beam energy
was switched every 10 s. In this way data were collected,
nearly simultaneously, at two energies & 3 V apart which
allowed each set of measurements to be referenced to an-
other measurement. This energy switching technique al-
lowed the stability over time of the apparatus to be mon-
itored. Also, one energy was usually above threshold
where the EIE signal collected was high, and the other
energy was usually centered below threshold where the
signal rate was substantially lower.

The measured EIE signal R„-g was determined us-
ing beam chopping and synchronous detection tech-
niques which have been discussed in detail elsewhere
[4,20,34,35]. For the present measurement the beams'
chopping pattern was as follows: (1) electrons and ions
off, (2) electrons and ions on, (3) ions only on, and (4)
electrons only on. The total chopping pattern was mod-
ulated at a &equency of 16.7 kHz to minimize any effects
the modulation of the beams might have on the back-
ground gas and thus on the measured EIE signal [20].
Photons were detected in delayed coincidence with an
electronic pulse which signaled the end of the data ac-
quisition chopping pattern. The photons provided the
"start" pulse for a time-to-amplitude converter and the
electronic pulse provided the "stop" pulse. Table I lists
the experimental operating conditions for a typical data
run.
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TABLE II. Summary of uncertainties. All uncertainties are quoted at a confidence level con-
sidered to be equivalent to a statistical 90%%up confidence level. Total experimental uncertainty (in
%%up)=[26 +(90'%%up statistical uncertainty) j

Sources of uncertainty
Uncertainty in beam densities

aperture area of the ion probe
ion beam probe biasing procedure
correction factor for 0 + contamination
aperture area of the electron probe
electron beam probe biasing procedure

Uncertainties in beams geometric-overlap or detection-efFiciency factor
spatial coordinates of the collision volume
ion source Buctuations
electron spiraling
C +(2p P) lifetiine
computational error in the overlap determination
radiometric calibration

NIST standard photodiode accuracy
PMT photocathode response map
mirror reBectance
crystalline quartz filter transmittance
MgF2 window transmittance
computational error in ray-tracing program

Uncertainty from normalizing the nonabsolute EIE data
Total quadrature sum

Uncertainty

7'%

2%

4%
8%

4%
8%
2%

15%
9%
2%
2%
1%
1%
10%
267o

suited in an insigni6cant increase to the uncertainty in
the ion beam density. The total ion beam current was
determined by integrating the probe Faraday cup current
measurements. The total ion current was also measured
using the CEM as a Faraday cup. There is a 90'%%up trans-
mitting grid, located in &ont of the CEM, which was bi-
ased positively to minimize secondary electron loss &om
the CEM. The accuracy of the total current measure-
ment using the CEM was estimated to be about +8%%up.

The total ion beam current determined &om the current
density measurements and by direct measurements using
the CEM agreed to within the associat;ed uncertainties of
each technique.

The dominant contribution to the electron density
measurement uncertainty was due to the spiraling of the
electrons along the magnetic Beld lines. This spiraling
caused some of the electrons to strike the inner edge of
the electron probe hole. Thus some electrons were not
collected in the electron probe Faraday cup. The size of
this effect was determined for a number of difFerent elec-
tron beam energies by comparing the integrated probe
Faraday cup measurements with the total electron cur-
rent as measured on the Faraday cup beam probe face.
For the total current measurements, the face was biased
positively to minimize secondary electron loss. The accu-
racy of the total current measurements, using the probe
face, was estiinated to be about +8%.

Spiraling of the electron beam along the magnetic Beld
lines through the collision volume also introduced an un-
certainty &n the electron-ion beams' overlap. The uncer-
tainty was due primarily to variations in path length and
changes in the angle between the electron and ion beams.
This efFect was taken into account by probing the electron
beam throughout the collision volume in planes which

were spaced together closely enough (1 mm) that the
shape of the electron beam varied little between probed
planes.

The eKects of electron spiraling on the electron density
measurements and on the electron-ion beams' overlap
were studied at a number of diferent electron energies.
The absolute EIE data points represent those electron
energies for which correction factors for the density and
overlap measurements were experimentally determined.
The normalized EIE data points represent those electron
energies where the correction factors were either interpo-
lated or extrapolated &om the measured correction fac-
tors. The estimated uncertainty in the correction factors
used to normalize the nonabsolute data points was +10%.
Because these normalized data points were used to verify
that the EIE rate coeKcient above threshold had peaked
and Battened out, the uncertainty in the normalization
factor must be included when comparing the present EIE
results with theory.

The single largest uncertainty in the EIE measurement
was due to the NIST photodiode calibration (+15%%up).
Variation in the PMT response across t;he photocath-
ode introduced a +9% uncertainty. Other radiometric
calibrations introduced only small additions to the t;otal
experimental uncertainty. The error in determining the
spatial coordinates of the optical center caused a +5%
uncertainty in evaluating Eq. (5). The effect of the esti-
mated +5%%up uncertainty in the lifetime of the 2p P level
on the xneasured EIE rate was +2%%up.

All of the experimental uncertainties listed in Table II
have been treated as random sign errors and added in.
quadrature to yield a +26% total systematic uncertainty.
The total experixnental uncertainty for each EIE data
point is given by adding the statistical percent uncer-
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TABLE III. Absolute C +(2s S ~ 2p P) electron-
impact excitation results.

Energy (eV)
5.79
7.09
7.46
7.71
8.16
8.84
9.07
10.00
10.10
11.22
12.04

Rate coeIIcient
(10 cm s )

-0.11
0.98
2.13
3.12
5.18
7.59
7.33
8.07
7.79
7.07
7.70

Uncertainty
(1.65o )

0.22
0.20
0.35
0.60
0.38
0.79
0.33
0.47
0.59
0.50
0.48

tainty for that point in quadrature with the total sys-
tematic percent uncertainty of the experiment.

There are a number of other experimental effects that
must be considered. Possible charging up of the various
optical elements in the scattering chamber was shielded
by placing wire screens over the mirror and the vacuum
chamber window. The effect on the electron-ion beams'
overlap, due to shifts in the ion beam position inside
the electron beam, was minimized by keeping the ion
beam slightly smaller in size than the electron beam.
Modulation of the background gas by the beams' chop-
ping pattern can result in spurious signals. But, as de-
scribed in Sec. II, the chopping pattern IIrequency was
chosen to minimize the possibility of such a spurious

background signal. The measured rate coeKcient of
(—0.11 + 0.22) x 10 s cmas t at 5.79 eV, which is well
below threshold, largely rules out the possibility of a sig-
nificant spurious background signal (see Fig. 2 and Ta-
ble III). Space charge modulation of one beam by the
other is believed to be negligible. The maximum space
charge 6eld due to the electrons of 1.0 V cm is too
small to affect the 32.5 keV beam of C +, and that of the
ions of 0.02 V cm is too small to effect the 8—16 eV
electron beam.

IV. RESULTS AND DISCUSSION

Absolute rate coefficients for C +(2s + 2p) EIE and a
comparison with several theoretical calculations are pre-
sented in Fig. 2. The present results are also listed in
Table III. The error bars on the circles in Fig. 2 and the
uncertainties quoted in Table III represent the statisti-
cal uncertainty at the 90%%uo confidence level (1.65o). The
total experimental uncertainty (+27%) is shown by the
large error bar on the 10.10 eV data point in Fig. 2.

The triangles in Fig. 2 are &om a measurement by Tay-
lor and co-workers [3,5]. The energy spread for the data
of Taylor and co-workers was 2.3 eV. The error bar on
the 10.2 eV data point shows the 17% total experimen-
tal uncertainty quoted at a confidence level considered to
be equivalent to a statistical 90% confidence level. The
square is from Lafyatis et al. [4,20] and is shown with
a 1o. statistical error bar. All three measurements agree
well, to within their uncertainties.
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FIG. 2. Absolute C +(2s S —+ 2p P) electron-impact excitation rate coefficients. The circles are the present results (open
circles are absolute, shaded circles are normalized to the absolute points). The error bars on the circles are the statistical
uncertainty at the 90% confidence level. The large error bar on the 10.10 eV data point represents the total experimental
uncertainty at a confidence level which is considered to be equivalent to a statistical 90% confidence level. The triangles are
from a previous experiment by Taylor and co-workers [3,5]. The error bar on the 10.2 eV data point represents the total
experimental uncertainty (at the same confidence level ss above) of Taylor and co-workers. The square is from Lafyatis et al.
[4,20] and is shown with a lo statistical error bar. Three theoretical calculations, convolved with the present experimental
energy spread, are also presented. The dotted curve is a Coulomb-Born calculation with exchange [42], the short-dashed curve
is a two-state close-coupling calculation [40], and the long-dashed curve is s nine-state close-coupling calculation [26]. Not
shown is s nine-state close-coupling calculation by Pradhan [41] which matched the results of Burke [26] to within 2%. The
solid curve is a least-squares fit of the nine-state close-coupling scaled down by 0.794 to the present data.
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The polarization of the emitted radiation has not been
measured for any of the reported C + excitation measure-
ments [3—5,20]. The solid angle detected for the present
measurement is = 100 times greater than that of Taylor
et al. and = 10 times greater than that of Lafyatis et
al. The present results are thus expected to be less sen-
sitive than previous measurements to the effects of any
anisotropy of the emitted radiation. Using a two-state
close-coupling calculation (2CC) of the polarization for
Cs+ at threshold, we can integrate (cos 0, )xx of Eq. (1)
over the large solid angle collected by the optical system,
and determine an estimate of 1.03 for the value of Y~.
This value of Y~ takes into account the different detec-
tion efBciencies for photons reflected by the mirror into
the PMT and photons emitted directly into the PMT. A
measurement of the polarization has been made by Tay-
lor et al. [36] for Be+, which is isoelectronic with Cs+.
Their polarization measurements at threshold fall about
40% below a 2CC calculation and a unitarized Coulomb-
Born with exchange calculation [37] but are in agreement
with five-state and nine-state close-coupling (9CC) calcu-
lations [38] and also with R-matrix method calculations
using multichannel quantum-defect theory [39]. If for
C + the same discrepancy exists at threshold for 2CC
calculations [40] of the polarization, then Yxx would de-
crease to 1.02.

Also presented in Fig. 2 are three different theoreti-
cal calculations convolved with a best-Gt energy spread.
The energy spread of the electron beam in the ion rest
frame (as well as the off'set potential of the electron gun
cathode) was determined &om a three-parameter least-
squares fxt of the data to a 9CC calculation [26]. The
Gt used a Gaussian ion-rest-frame electron-energy distri-
bution and varied a constant scale factor, the FWHM of
the energy spread, and the electron gun cathode offset
potential to 6t theory to the present results. The 6tting
procedure yielded an energy spread of 1.74 + 0.37 eV
and an offset potential for the electron gun cathode of
3.35+ 0.15 eV. Both uncertainties are quoted at 1.65o.
The solid line in Fig. 2 is the best 6t of the 9CC calcula-
tion to the present results.

A least-squares 6t of theory to our data was per-
formed to determine the difference between the present
measurement and the various theoretical calculations.
Coulomb-Born with exchange (CBX) calculations [42]
lie 37% + 4% (1.65o) above the present measurement;
2CC [40] and 9CC [26,41] calculations lie, respectively,
30'%%uo + 4% (1.65o) and 26%%uo+ 4'%%uo (1.650) above our mea-
surement. The CBX and 2CC calculations clearly fall
outside our 27% total experimental uncertainty. The
9CC calculations, though, lie at the extreme of our total
experimental uncertainty. Taking the anisotropy factor
Y~ into account would increase the discrepancy between

the present results and theory by at most a factor of 1.03.
It is interesting to consider our C + results in the light

of other EIE measurements of Li-like systems. EIE mea-
surexnents have been made for Be+ [36], C + [3—5], N4+

[5], and 0 + [8]. The results for C +, N +, and 0 + agree
with close-coupling calculations to within the total ex-
perimental uncertainties quoted, typically between 17%
and 20%. However, there is a long-standing discrepancy
involving Be+(2s-2p) EIE between experixnent [36] and
both close-coupling theory [37,38,43—45] and diagonaliza-
tion theory [46]. More recent B-matrix calculations using
multichannel quantuxn-defect theory [39] largely remove
the discrepancy well above threshold, but a discrepancy
still exists between theory and experiment near thresh-
old. Taking into account that the 9CC calculation for
Cs+ lies at the extreme edge of our 90'%%uo confidence error
bars, and the discrepancy between close-coupling theory
and experiment for Be+, then there is a suggestion that
the Cs+(2s ~ 2Jx) EIE rate coefficient near threshold
may fall slightly below the best calculations existing at
the present time.

V. SUMMARY

We have measured the absolute Cs+(2s 2Sx~2

2p Pxg2 sy2) EIE rate coefficient for energies near thresh-
old. At an ion-rest-kame energy of 10.10 eV, the mea-
sured rate coefficient is (7.79 6 2.10) x 10 s cm s and
the measured cross section is (4.15 6 1.12) x 10 i cm2.
The energy spread of the experiment is 1.74 + 0.37 eV.
The uncertainties quoted here represent the total exper-
imental uncertainty, statistical and systematic, at a con-
fidence level considered to be equivalent to a statistical
90% confidence level. We have carefully considered the
possible sources of uncertainty and conservatively esti-
mated their values. Our results agree with the results of
Taylor and co-workers [3,5] and of Lafyatis et al. [4,20]
to within the total experimental uncertainties. Present
theoretical calculations fall outside or at the edge of our
1.65 total uncertainty limit.
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