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Single-electron detachment cross sections for 5 —50-keV H ions incident on helium, neon,
and argon atoms
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Absolute measurements of the total single-electron detachment (SED) cross sections o.
&0 for 3—50-

keV H ions incident on helium atoms and for 5—50-keV H ions incident on neon and argon atoms are
reported in this paper. The present SED cross sections for helium and neon targets are of similar magni-
tude but have a different energy dependence. By contrast, the SED cross sections for argon targets are
significantly larger than either of the other two target species reported in this paper. Comparisons are
made with the previous measurements and calculations in the literature.

PACS number(s): 34.70.+e

I. INTRODUCTION

Single-electron detachment (SED) is the dominant
charge-changing process in intermediate energy collisions
between hydrogen negative ions and noble-gas atoms due
to the low binding energy of the H ion. Experimentally,
these collision systems are readily amenable to laboratory
study, so it is not surprising that numerous measurements
have been reported (for example, see Refs. [1—11]) of
SED collisions between 2 —50-keV H ions and noble-gas
atoms. However, discrepancies exist between the previ-
ous experimental results which are outside their quoted
uncertainties. From a theoretical physics perspective, the
H —noble-gas collision systems are among the classes of
negative-ion —atom collision systems requiring minimal
approximations in the theoretical models. Thus studies
of detachment in these collision systems should be useful
for improving our understanding of the physics of
charge-changing interactions. Currently, ab initio
theoretical calculations which adequately describe de-
tachment for this collision system at these energies are
still needed, even though the comparable experimental
measurements have existed for over 30 years. Recent re-
views addressing these collision systems include Tawara
and Russek [12],McDaniel, Mitchell, and Rudd [13],and
Risley [14].

In this paper, we report measurements of the total
cross sections for single-electron detachment (SED) o ]p
for 3—50-keV H ions incident on helium atoms and for
5 —50-keV H ions incident on neon and argon atoms. In
a companion paper [15], we report measurements of the
total cross sections for double-electron detachment
(DED) o

&&
for the same energy range and for the same

target species that were obtained in conjunction with the
SED measurements. The motivations behind this work
are to provide accurate experimentally determined cross
sections, and to address the discrepancies in the literature
for the experimental data for the SED process. The
present experimental technique of simultaneously detect-
ing all three scattered-beam components permits absolute
SED cross sections to be determined without relying on

other measurements or theoretical approximations, as
well as containing self-consistency checks in the experi-
mentally determined cross sections.

II. EXPERIMENTAL METHOD

A. Apparatus and data-acquisition technique

The SED cross-section measurements were made on
the University of Toledo —Negative-Ion Accelerator
shown schematically in Fig. 1. Negative ions were ex-
tracted from a duoplasmatron ion source in the accelera-
tor terminal and focused by an einzel lens to form an ion
beam. The ions then entered a velocity filter, which was
operated as a mass analyzer to select only the H -ion
component of the ion beam. The H ions were accelerat-
ed to the collision energy by a 0—50-kV power supply
connected to the accelerator terminal, and then were
directed into a gas target cell located inside the scattering
chamber vacuum housing. The H ion beam was initial-
ly collimated by the 2.0-mm-diameter acceleration
column entrance aperture and further collimated by two,
0.5-mm-wide, crossed slits 0.5 m prior to the target cell.

The gas target cell was constructed from a modified,
stainless-steel, four-way nominal 1.33 in. , metal seal-type
cross, and was the region where the collisions of interest
occurred. The H ions entered the target cell through a
1.0-mm-diameter knife-edge aperture and exited the tar-
get cell through a 1.2-mm-diameter knife-edge aperture
at the other side of the cell. The entrance and exit aper-
ture separation distance (l =3.10 cm) is assumed to be
the effective scattering length. Research grade target gas
was admitted into the target cell through a solenoid valve
connected to one arm of the target cell by 1/4-in. -

diameter stainless-steel tubing. The gas pressure inside
the target cell was measured by a capacitance manometer
connected to a different arm of the target cell through
1/4-in. -diameter stainless-steel tubing. The signal condi-
tioner displayed the target gas pressure and provided a
feedback voltage to the solenoid valve controller which
maintained the target cell pressure at a preset value. The
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FIG. 1. Overview of the experimental apparatus.

target density n was obtained by means of the ideal gas
law from the target gas pressure I' and temperature T.
The target thickness ~ is defined by m =nl, where n is the
target gas density and l is the distance the beam has
traversed in the gas (effective scattering length). The tar-
get thickness was varied over the range from ~=0 to
—3 X 10' atoms/cm by changing the target gas pressure
I' in the target cell. For the target gas pressures used in
the present experiment (typically ~ 3 mTorr), the pres-
sures inside the scattering chamber, as well as in the oth-
er beamline sections, were maintained at 10 Torr by
five differential pumping systems.

After the incident beam exited the target cell, the fast,
scattered beam entered the zero-degree, beam-entrance
port of a dc laboratory magnet (charge-state analyzing
magnet). The magnetic field of this magnet was adjusted
to deflect the H and H+ ion components into the +30
beam exit ports, whereas the H atom beam passed
undetected through the magnet and entered the neutral
detector connected to the 0', beam-exit port of the mag-
net. This charge state separation of the scattered beam
allowed all components of the scattered beam to be simul-
taneously detected by separate detectors for each of the
three, charge-state component beams. The detection of
all three scattered beams has the distinct advantage of al-
lowing the SED total cross sections to be determined ab-
solutely by two independent analysis methods without re-
lying on other experiments and/or theoretical models.

Of the different methods available for the determina-
tion of the SED cross sections, the method used for the
SED cross sections reported in this paper relied directly
on the detection of the scattered H atom beam ("direct
method"). The conversion of the neutral H atom
current into an electrical signal was based on the princi-
ple of the secondary emission of electrons (and negative
ions) which arose from the impact of an energetic H
atom beam on a metal surface. The neutral H beam

detector ("neutral detector" ) construction and operation
were described in a separate paper [16]. The fast hydro-
gen atoms entered the neutral detector and struck a pol-
ished, copper cylinder target beveled at an angle of 30
with respect to the H beam axis. The beveled surface
was manually polished and had a "technical" surface
grade. The inner shield of the neutral detector was
biased at a positive voltage (10—50 V) relative to ground
to attract the secondary negative particles away from the
copper cylinder. This resulted in a net positive current to
the copper cylinder (called the neutral detector current
So in this paper). The outer shield of the neutral detector
was connected to ground.

The H ions exiting the charge-state analyzing magnet
were deflected into a Faraday cup attached to one of the
30' exit ports. The protons resulting from double-
detachment collisions were deflected into a similar Fara-
day cup attached to the other 30 exit port. The Faraday
cup and neutral detector currents were measured by
separate electrometers. The Faraday cup shields were
biased at a negative voltage ( ~ 50 V) relative to ground
potential to suppress the secondary electrons and nega-
tive ions which were emitted when the fast ions struck
the inner surfaces of the Faraday cups. Experimental
tests were performed to verify that the measured H and
H ion currents represented the true H and H+ beam
currents to an uncertainty of less than 1%. During the
course of this experiment, several different analog and di-
gital electrometers were used to measure these currents,
and no systematic effect in the cross-section values were
attributed to the use of a specific electrometer.

For a fixed H ion impact energy, the beam-
attenuation curve of the negative-ion current I,(rr) and
the beam-growth curves of the proton current I&(m) and
neutral detector current So(m ) were obtained by measur-
ing these currents as a function of the target thickness.
The incident H ion current I,(0), the background H+



51 SINGLE-ELECTRON DETACHMENT CROSS SECTIONS FOR. . . 1353

[Sp (7r ) —Sp (0) ]
I 1(0)

=yFo o+ —io~+ (3)

ion current Ii(0), and neutral detector current Sp(0)
were measured with no gas in the target cell before and
after acquiring a set of growth and attenuation curves.
The values of the background currents I, (0) and Sp(0)
were typically less than O. l%%uo and 3%%uo, respectively, of the
value of I 1(0). The value of I,(0) typically changed
by 1 —5%%uo from the beginning to the end of a set of
growth-curve measurements. The measured currents
I 1(0), Ii(0), and Sp(0), the corresponding data for the
growth [S0(7r) and I, (7r) ] and attenuation [I 1(7r) ]
curves, and the target pressure P were input into a micro-
computer and together comprise what is referred to in
this paper as a dataset. A typical dataset required about
15—20 min acquisition time. At each target cell pressure,
the assumed instantaneous value of I,(0) was obtained
by linearly interpolating between the values of I,(0)
measured at the start and end of the dataset. After each
dataset was acquired, the data were stored on disk for
later entry into a separate analysis program (HDETACH3)
for the determination of the resulting cross sections.

B. Scattered-beam fractions and analysis method

The charge-state composition of the incident ion beam
evolves as it passes through the target gas due to charge-
changing collisions with the target atoms. The
scattered-beam fraction F; is defined to be the
background-subtracted Aux of hydrogen ions or atoms
with charge state i divided by the Aux of incident H
ions at zero target pressure:

[I;(77 ) —I;(0) ]I', (7r) = I,(0) (1)

where i indicates charge states —1, 0, or 1. The neutral
hydrogen atom (i =0) beam current is defined as
Ip —=Sp /y, where Sp is the measured neutral detector
current and y is the secondary-negative-particle-emission
yield ("yield" ) of the neutral detector. The electrical
current Io is related to the H atom current by dividing
Io by the fundamental electric charge e. Assuming a
pure incident H ion beam and at sufficiently low values
of ~, the solution to the scattered H beam fraction rate
equation is typically given as a quadratic function of tar-
get thickness (see for example, Ref. [13]):
+0 ~ —10~+ [~ —11~10

2o —io(o —io+o —11+o01+a o—1)]7r

(2)

where o.; is the total cross section for the charge-
changing process i —+j. The Fo growth curves are expect-
ed to have slightly negative curvatures with target thick-
ness for all collision energies included in the present
study due to the magnitudes of the various cross sections
contributing to the quadratic coefficient. These curva-
tures are discussed in more detail in Ref. [17].

Because Io depends on the yield y, the apparent SED
cross section s,o is obtained from the linear coefficient
of a least-squares quadratic fit to the apparent neutral
fraction yFo growth curve:

=[I 1(7ri) I 1 (7rq)]+—[Sp(7r1)—Sp(7r2)]/7'

+[I,(7r, )
—I, (7r2)], (4)

where the quantity NT(7r) is the total scattered current at
target thickness ~. The measured secondary emission
yield y for a particular collision energy is obtained from a
weighted average of' all of the values of' y obtained from
each dataset. Typically, over 100 individual measure-
ments of y were obtained at each collision energy. It is
assumed that y should be a smoothly varying function of
incident H energy, so the energy dependence of the
secondary emission yield is obtained by a least-squares fit
of the measured yields y to a quadratic function of the
logarithm of the H -atom energy (collision energy). The
curves returned from this fit are

y H, = —0.4778+ 4.3186(log,pE )

—1.0286(log, pE )

for helium targets and

yN, ~,= —0. 1435+2.7424(logipE )

—0.2548(log, pE ) (6)

for neon and argon targets, and E is the collision energy
in keV. The quadratic fit in log, pE was chosen because it
produced a satisfactory fit to the data over the present en-

ergy range. At each collision energy, no systematic varia-
tion in the secondary emission yield y was observed over
the time period of these measurements. The small
difference between the yields y for helium targets and for
the neon and argon targets studied in this experiment is
interesting. Qne possible explanation for the cause of the
different yields y is the difference in the relative popula-
tions of the metastable H(2s) state created in the col-
lisions with the various noble-gas targets. Future studies
are planned to investigate this hypothesis. The average
deviation of the measured yields from the corresponding
functional fits given in Eqs. (5) or (6) is 4.5%%uo. The es-
timated uncertainty in the determination of the yield y is
taken to be this average deviation.

(5)

The absolute value for the true single-electron detach-
ment cross section o. ,o is then determined from the ap-
parent cross section s &o and the yield y by the relation
o ip=s, p/y. The yield y is not assumed to be known
a priori, so s &o was obtained for each dataset from the
quadratic fit given in Eq. (3) and later converted to o.
after y was determined. The present experimental tech-
nique has the advantage that the yield y is obtained in
situ from the growth-curve measurements by two in-
dependent analysis methods.

The method used to obtain y (and consequentially for
the determination of cr, p from s,p) relies on the fact
that the total scattered current, comprised of the three
charge-state beams, remains constant when the target
thickness is changed slightly (typically about 0.2 mTorr).
The yield is then determined from successive measure-
ments of the currents I 1(7r), I i (7r), and Sp(7r) at slightly
different target thicknesses m, and ~2, as given in the fol-
lowing equation:

ANT(7r) =NT(7r, )
—NT(7rp)

=0
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A second method of determining the yield y is avail-
able in the present experimental technique and serves as
an experimental check on y obtained from the first
method. The yield y is determined from the total cross
section (o T

= cr &p+o» ) obtained from the F, (m ) at-
tenuation curve, the apparent cross section
(s ]p

=Q(7 &p) obtained from the growth curve of the ap-
parent H -atom fraction, and the cross section (o. ») ob-
tained from the F, (~) growth curve. Then

This method returned values of y that are generally 2%
higher than the values obtained from the first method
given by Eqs. (5) and (6).

C. Error analysis

The uncertainties in the absolute values of the single
detachment cross sections reported in this paper depend
on the uncertainties in the measurements of the noble-gas
target thickness and the hydrogen ion and atom currents.
These uncertainties are summarized in Table I.

1. Target thickness

The noble-gas target thickness m=nl is determined by
the noble-gas pressure and temperature, and by the
scattering length of the target cell. The manufacturer of
the capacitance manometer used to measure the target
gas pressure quotes [18] an absolute accuracy of +0.0132
mTorr for the present situation. The percent uncertainty
in the pressure reading varies according to the actual
pressure reading and a typical dataset was used to esti-
mate an average uncertainty in the pressure reading. The
uncertainty in the pressure reading for this dataset
ranged from 0.5% at the maximum pressure to 4.6% at
the lowest nonzero pressure. The average uncertainty is
1.4% and this uncertainty is taken to be the estimated
overall uncertainty in the pressure reading. The capaci-
tance manometer head is heated to 45 C, and, in the

present pressure range, a thermal transpiration correc-
tion of the pressure reading is necessary. The correction
algorithm is given by Takaishi and Sensui [19] and
Poulter et al. [20]. The correction typically amounted to
about a 3% correction from the measured target cell
pressure to obtain the true target cell pressure. The
correction algorithm [19] was examined with the present
data for neon targets at a collision energy of 25 keV. Pre-
cise (statistical uncertainties of order of 1%) single- and
double-detachment cross-section measurements were ob-
tained for H scattering from neon targets under the
conditions of the capacitance manometer head at room
(and target gas) temperature and at its operating (45'C)
temperature. The results of these measurements indicate
that the data for which no correction factor was neces-
sary and the corrected data are in fair agreement. The
difference between the two sets of data (2%) is taken to be
the uncertainty in the thermal transpiration correction of
the neon target gas. Similar correction algorithms were
applied to correct the target cell pressure readings for the
helium and argon gas targets, but were not tested. The
estimated uncertainty in the correction algorithm for the
actual target cell pressure of the target gas is taken to be
2% for all three noble-gas target species. The tempera-
ture of the nobel gas in the target cell is assumed to be
the same as the temperature of the target cell gas supply
line, which is measured outside the scattering chamber
housing. The uncertainty in the measurement of that
temperature is 1%.

The uncertainty in the measured, geometric length of
the target cell is 0.5%. Correction factors for the de-
crease in the effective scattering length I of cylindrical,
gas-filled, scattering chambers with thin circular aper-
tures due to the steady-state effusive How of gas through
the apertures have been calculated in Ref. [21]. Based on
an extrapoIation of the correction factors given in Ref.
[21], the difference between the geometric and effective
scattering lengths of the target ce11 used in the present ex-
periments is estimated to be ~ 0.5%. Because of the ex-
trapolations and the lack of in situ measurements, the
effective scattering length l is set equal to the geometric

TABLE I. Estimated systematic uncertainties in the experimental parameters comprising the total
single electron detachment (SED) cross section o.

Parameter

Target thickness: (2.7%)
Target pressure reading:
Target gas temperature:
Thermal transpiration correction:
Geometric scattering length:
Effective scattering length:

Estimated systematic
uncertainty (%)

1.4
1

2
0.5
0.5

Ion and atom currents: (2.1%%uo)

Electrometer reading accuracy:
Secondary electron escape from the Faraday cups:
Angular scattering and misalignment of the Faraday cups:

1.5
1

1

Neutral detector secondary emission coefficient: 4.5

Total systematic uncertainty: (5.7%)
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length of the target cell in the present data, and the cor-
responding uncertainty is estimated to be 0.5%. The un-
certainty in the measured values of vr, obtained by adding
the above uncertainties in quadrature, is 2.7%.

2. H and H ion and H atom-currents

The uncertainties in the measurements of the ion and
atom currents depend on the accuracy of the electrome-
ters, the collection efficiency of the detectors, and the
effect of beam losses due to misalignment of the beam or
scattering of the hydrogen ions or atoms through angles
greater than the solid angles of the detectors. The quoted
accuracy of the calibrated electrometers used to measure
the ion currents is 1.5%. From the measurements of the
ion currents I

&
and I, as a function of the negative volt-

age applied to the shields of the Faraday cups, the
secondary-electron collection efficiency of the Faraday
cups was found to be greater than 99% when the negative
shield bias voltage was greater than 50 V. This contrib-
utes an uncertainty of ~ 1% to the measurement of the
H or H+ ion currents.

If the H or H+ ions are scattered through sufficiently
large angles in the target cell, they will not be collected
by the Faraday cups, and the measured ion currents will
be lower than the actual ion currents. To check the effect
of angular scattering on the ion current measurements,
the H+ and H ion currents collected by the Faraday
cups were measured as a function of the magnetic Geld
produced by the charge-state analyzing magnet. For the
energy range of this experiment and a noble-gas target
thickness of less than 5X10' atoms/cm, no more than
1% of the H+ and H ion currents should have been
scattered outside the shield apertures (15.8 mm, i.d. ) of
the Faraday cups. The total ion uncertainty in the H
and H+ scattered-beam currents are obtained by adding
the individual ion uncertainties in quadrature. These to-
tal ion uncertainties (2.1%) in the H and H scattered-
beam currents are assumed to be equal because of the
present experimental arrangement.

The effects of misalignment and angular scattering on
the measured H atom rate Io were checked by compar-
ing the current on the outer shield of the neutral atom
detector with the neutral detector current So. For values
of the noble-gas target thickness ~3X10' atoms/cm,
the current on the outer shield of the detector was found
to be ~0.01S0 over the energy range of this experiment.
Therefore the effects of misalignment and angular scatter-
ing contribute an uncertainty of about 1% to the mea-
surement of the H atom rate.
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ponent uncertainties listed above. This uncertainty is of
the same order as the typical statistical uncertainty (2%)
associated with the averaged measurements of o. &o. It is
noted that if the second method of determining y is used,
the resulting o. ,o cross sections will be systematically
lower by about 2% from the quoted values given in Table
II and shown in Fig. 2. The uncertainty in the collision
energy is estimated to be 1%.

3. Total systematic uncertainty in the SED cross sections

The estimated total systematic uncertainty in the ex-
perimental values of o. ,o is assumed to be constant
throughout the present energy range, and is obtained by
adding in quadrature the uncertainties in n. (2.7%), the
ion and atom currents comprising the Fo scattered H
beam fraction (2.1%), and the uncertainty in the secon-
dary emission yield y (4.5%). The total systematic uncer-
tainty in the experimental values of o.

&o is then estimat-
ed to be 5.7%, assuming the independence of the com-

FIG. 2. Single-electron detachment cross sections o. 1o of
H in collisions with (a) helium, (b) neon, and (c) argon target
atoms, plotted as a function of the incident H ion kinetic ener-

gy. Experimental results: solid circles, present results; open tri-
angles, Williams [1]; X's, Simpson and Gilbody [2]; dotted
curve, Risley and Geballe [4]; diamonds, Anderson et al. [8];
pluses, Stier and Barnett [10]. Theoretical results: solid curves,
Bates and Walker [26]; long dashes, Dewangan and Walters
[27]; short dashes, Lopantseva and Firsov [23]; dot-dash, Sida
[24].
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TABLE II. Experimentally determined values of the total
single-electron detachment (SED) cross sections a &0 for H
ions incident on helium, neon, and argon atoms. The uncertain-

ties listed in the table are statistical uncertainties of one weight-

ed standard deviation. The estimated systematic uncertainty in

the cross-section measurements is 5.7%.

Collision

energy
(keV)i.b

Helium
(10 ' cm )

Target atom species

Neon
(10 ' cm )

Argon
(10 ' cm )

3.0
5.0
7.5

10.0
12.5
15.0
17.5
20.0
25.0
30.0
35.0
40.0
45.0
50.0

6.63+0.50
6.75+0.48
6.47+0.14
6. 14+0.15
5.83+0.15
5.70+0.13
5.47+0.08
5.30+0.13
4.93+0.13
4.69+0.10
4.41+0.12
4. 15+0.07
3.98+0.06
3.83+0.06

3.91+0.31
4.43+0.15
4.54+0.11
4.93+0.19
5.22+0.26
5.33+0.29
5.37+0.22
5.49+0.07
5.43+0.15
5.40+0.09
5.36+0.09
5.43+0.07
5.36+0.05

12.53+0.14
15.07+0.37
15.41+0.29
16.57+0.53
17.02+0.32
17.60+0.29
17.96+0.95
18.21+0.79
17.48+0.70
16.93+0.50
16.11+0.42
15.08+0.34
14.58+0.19

III. RESULTS AND DISCUSSIl3N

A. Present results

The present results for the absolute, total single-
electron detachment (SED) cross sections, o. ,o, for
3—50-keV H ions incident on helium and 5 —50-keV H
ions incident on neon and argon atoms are plotted as a
function of collision energy in Fig. 2 (solid circles) and
are tabulated in Table II. The cross-section values are
the weighted means from the Fp growth curve quadratic
fit analyses, and the corresponding statistical uncertain-
ties are one weighted standard deviation [22]. The vari-
ance in the least-squares quadratic fit to each Fp growth
curve was used as the weighting factor for the cross sec-
tion and their standard deviation determinations. A very
small number of Fp growth curves had the wrong curva-
ture due to experimental difficulties, and were discarded
prior to the averaging procedure. The estimated total
systematic uncertainty in the present values of o,p is
5.7%, as discussed above.

A self-consistency check on the reported SED cross
sections is possible because all three, exiting charge-state
(H ' '), scattered beams were measured in the present
experimental arrangement. An alternate experimental
method of determining absolute SED cross sections is to
measure the H attenuation curve to obtain the total de-
tachment cross section, o.z ( =o,o+cr»), and indepen-
dently measure the H+ ion growth curve to obtain the
double-detachment cross section o.

&&. The SED o.
~p is

then obtained by numerical subtraction of o.
&&

from o.~.
This method circumvents the experimental difficulty of
measuring absolute H -atom currents, and is completely
independent of the secondary emission yield y. The SED

cross sections obtained by this alternate method are in

agreement with the direct method with average
differences of —0.4% (helium —negative indicates that
the direct method is lower than the alternate method),
—3.4% (neon), and 7.2% (argon). It is noted that the
averaged SED cross sections obtained by this alternate
method display more fluctuations about a smooth energy
dependence curve than those obtained by the direct (first)
method. The agreement between the present results of
the two, independent, experimental methods supports the
quoted total systematic uncertainty (5.7%) in the present
SED cross sections, as well as the absolute determination
of the secondary emission yield y.

In the analysis of the present data, the Fp growth
curves were fit to linear, quadratic, and cubic polynomi-
als in target thickness to explore the functional dependen-
cies of the growth curve. The linear-At cross sections are
lower than the quadratic-fit cross sections to the same
growth curve data by average percent difFerences of 7.9%
(helium), 7.6% (neon), and 18.8% (argon). The ratios of
the averaged reduced chi squares g„ for the linear vs
quadratic fits are 2.7 (helium), 4.5 (neon), and 45 (argon).
Ratios greater than unity indicate that the averaged y„
for the quadratic fits are lower than the averaged y„ for
the linear fits of the Fp growth curves. This effect is ex-
pected due to the presence of a nonzero quadratic
coefficient in the Fo growth curves, as given in Eq. (2).
By contrast, the ratios of the averaged y, for the cubic vs
quadratic fits are all close to unity, and the resulting
cubic-fit cross sections are only slightly higher ( ~ 1.4%
for all three target gases) than the reported quadratic-fit
cross sections. The differences between the cubic-fit cross
sections and the present quadratic-fit cross sections are
well within the systematic uncertainty of the measure-
ments, and typically also within the statistical uncertain-
ties. Thus for the present data, a quadratic functional fit
satisfactorily accounts for the curvature in the Fp growth
curves.

B. Previous experimental results

Two experimental conditions greatly affect the deter-
rnination or measurement of single-electron detachment
(SED) total cross sections. The first is that all direct mea-
surements of SED must relate the true, neutral H -atom
current to the measured electrical signal. Direct mea-
surements of the SED cross sections have been reported
by Williams [1] and Simpson and Gilbody [2] in the
2—50-keV energy range and by Heinemeier, Hvelplund,
and Simpson [7] and Anderson et al. [8] for impact ener-
gies of ~50 keV. However, Williams [1] measured the
relative values of o.

&p from 2—50-keV and then normal-
ized the relative cross sections to the known absolute
value of the electron capture cross section, o.

&p, at 10 keV
to obtain the absolute values of o.

&p shown in Fig. 2.
Simpson and Gilbody [2] used the same particle detector
for the measurement of both the H scattered beam and
the total scattered H~ (j= —1,0, + 1) beam. The relative
charge-state detection efficiency was checked by changing
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the target thickness and thereby changing the charge-
state distribution of the total scattered beam.

An indirect method of experimentally determining the
SED cross sections follows the alternate experimental
method described in Sec. III A of this paper, which is to
measure the H attenuation (o T=cr,o+o») and the
H+ ion (o &&) growth curves. This method was em-
ployed by Lichtenberg, Bethge, and Schmidt-Hocking [9],
who measured the total detachment cross section o.T and
the double-detachment cross section o. » by using two
separate Faraday cups to detect the scattered H and
H+ ion beams after the two ion beams were electrostati-
cally separated. The SED cross sections were then ob-
tained by subtraction of o.

&&
from O. T. There is only one

energy of overlap (50 keV), and the agreement between
their results and the present results is excellent for helium
targets.

Risley and Geballe [4] measured the H ion beam at-
tenuation; however, all three scattered, charge-state,
beam components were directed into one detector. Other
experimental measurements were used in order to extract
the SED o.

&0 cross sections from their data. Stier and
Barnett [10]also measured the attenuation of the H ion
beam by electrostatic deflection of the surviving H ion
beam in the gas target region. This removed the H and
H+ charge-state components from the scattered beam.
Other indirect, experimental methods rely on the detec-
tion of the detached electrons and slow, positive ions. An
example of this experimental method is the work by
Stedeford and Hasted [11].

The previous measurements can also be divided into
two groups depending on the specific analysis of the
scattered-beam growth curves that was used to obtain the
reported SED cross sections. The FQ growth curves have
slightly negative curvatures, as explained by the magni-
tudes of the charge-changing cross sections comprising
the quadratic coefficient given in Eq. (2). If a Fo growth
curve is fit to a linear function in the analysis, the de-
duced linear-fit total cross section will necessarily be
lower than the cross section obtained from a quadratic fit.
The cross sections reported by Williams [1],Simpson and
Csilbody [2], and Anderson et al. [8], who derived the
SED cross sections from a linear dependence on target
thickness for the H -atom fraction, are lower than the
present SED cross sections.

To further explore the consequences of the linear
versus quadratic fits of the growth curves, a linear-fit
analysis of the representative datasets were performed by
reducing the upper limit of the target thickness range
over which the Fo growth curves were fit to obtain the
single-electron detachment cross sections 0.

&Q. The
o.

&o cross-section values obtained from one of the
representative datasets are shown in Fig. 3 as solid circles
located at the upper limit of the target thickness fit range.
The line is a weighted fit to the deduced o.

&0 cross-
section values, where the number of target thicknesses in
the range of the growth curve fit was used as the weight-
ing factor. The arrows to the y axis indicate the values
obtained from the linear fit of the entire target thickness
range (4.658X10 ' cm ) and the extrapolation of the
linear-fit cross sections to zero target thickness
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FIG. 3. The o.
&0 cross sections obtained from linear fits to a

typical Fo growth curve for H +helium collisions as a function
of reducing the maximum helium target thickness. Solid circles,
total cross-section values from a linear fit of the growth curve
data from zero target thickness up to the maximum target
thickness used in the fit; solid line, weighted linear fit of the
cross-section values obtained from the linear fits of the growth
curve data.

(4.972X10 ' cm ). The quadratic fit of the entire target
thickness range gives a cross-section value of
4.965 X 10 ' cm, in excellent agreement with the extra-
polated zero target thickness value of the linear-fit cross
sections but well above the linear-fit cross sections for
nonzero target thicknesses. This agreement is representa-
tive of all the datasets chosen for comparison, and this
conclusion applies to all three target species. As seen in
Fig. 3, the magnitude of the discrepancy for each indivi-
dual growth-curve fit depends on the maximum target
thickness used in the linear analysis fit. The y„ test and
the extrapolated linear-fit test both indicate that curva-
ture is present even in the low target thickness region
("linear" region) of the scattered-beam growth curves and
has a major effect (on the order of 10—20%%uo) on the re-
ported cross-section values.

Other research groups have recognized the presence of
curvature in the growth curves and stated that it must be
accounted for in the analysis. Heinemeier, Hvelplund,
and Simpson [7] allowed for the nonlinearity in the
growth of the Fo neutral fraction by hand fitting the neu-
tral fraction divided by the target thickness [Fo(m. ) lm. ] to
a linear function of the target thickness. The cross sec-
tion cr,o is then the Folmintercept. The .experimental
arrangement for their lower-energy measurements relied
on a single position-sensitive detector to measure the
scattered beams. There is only one energy of overlap (SO
keV) between their results and the present results. The
rather large discrepancy of 17% between these two
cross-section values at 50 keV for helium targets is
currently unexplained. Lichtenb erg, Beth ge, and
Schmidt-Hocking [9] also accounted for curvature in the
growth curves by fitting the data to nonlinear functions
in target thickness. Stier and Barnett [10] quote the non-
linear rate equations for the attenuation of the incident
H beam. However, if one interprets their Eq. (7) as
their fitting function, then the H attenuation was only
attributed to the SED process (i.e., o T=o,o) and all
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other charge-changing processes, including the double-
detachment process, were neglected in their analysis. If
this was their analysis method, then the quadratic
coefficient in the expansion of the exponential would only
involve —,

'o. ,p, and the other cross-section pairs in the
quadratic coefficient of the present Eq. (2) would be ab-
sent. The consequences of identifying cr T=o. ,p without
accounting for all the charge-changing processes and
fitting their growth curves to an exponential function
would qualitatively explain why their results are general-
ly higher than the linear-fit results and lower than the
present results.

C. Theoretical calculations

The present, experimentally determined, single-
electron detachment (SED) cross sections o. ,o are com-
pared with various theoretical calculations for the SED
cross sections o.

ip for collisions between H ions and
helium, neon, and argon atoms in Figs. 2(a), 2(b), and
2(c), respectively. The calculations of Lopantseva and
Firsov [23] predict much lower values for cr, o in the
cases of helium and neon targets, and the energy depen-
dencies of the cross sections for helium and argon targets
that are more pronounced than the present experimental
results. The present values of o.

&p are a factor of 2 or
more larger than the Born approximation calculations of
Sida [24] and Bell, Kingston, and Madden [25], even
though the calculations of Bell, Kingston, and Madden
are only about 25% lower than the experimental data
from other groups at collision energies above about 100
keV.

In the classical-impulse approximation calculations of
Bates and Walker [26], the collision between the H ion
and the target atom is modeled as an elastic collision be-
tween either electron of the H ion and the target atom.
An assumption in this model is that the electrons in the
H ion are equivalent, weakly bound electrons, and that
the electrons are isotropically scattered. The results of
this approximation, shown in Fig. 2 as the solid curves,
are in fair agreement with the present values of the o.

cross sections for all three target species. Heinemeier,
Hvelplund, and Simpson [7] presented an involved dis-
cussion of the Bates and Walker theory.

The semiempirical, free-collision model (FCM) calcula-
tions of Dewangan and Walters [27] are shown as the
long dashed curves in Fig. 2. In contrast to the calcula-
tions of Bates and Walker, the FCM calculations of
Dewangan and Walters include the contributions to the
o. ,p cross sections due to both elastic and inelastic
scattering of either electron of the H ion, and they do

not assume that the electrons are scattered isotropically.
Their o. ,p curves shown in Fig. 2 are calculated under
the assumptions that one electron is weakly bound, with
a binding energy of 0.755 eV, and that the other electron
is strongly bound, with a binding energy equal to the
binding energy of an electron in the ground state of the
hydrogen atom.

IV. SUMMARY

The total cross sections for single-electron detachment
(SED) in collisions between 3- and 50-keV H ions and
helium atoms, and collisions of 5 —50-keV H ions with
neon and argon atoms are reported in this paper. The ab-
solute SED cross sections have been measured by simul-
taneously measuring the growth of the H atom and H+
ion-scattered beam fractions and the attenuation of the
H ion-scattered beam fraction as a function of target
thickness. The measurements of all three curves are
necessary to obtain absolute O. ,p cross sections and to
have internal consistency checks on the reported cross
sections. The growth curves for the H -atom fraction
have a slightly nonlinear dependence on the target thick-
ness which is well described by a quadratic function of
the target thickness over the range of target thicknesses
used in the present experiments. The SED cross sections
for helium and neon targets are of the same order of mag-
nitude, whereas the SED cross sections for argon targets
are about a factor of 3—4 larger. The SED cross-section
curves vary gradually with collision energy up to the
maximum energy studied (50 keV). Of the calculations,
the semiclassical calculation of Bates and Walker agrees
best with the present cross sections in both magnitude
and collision energy dependence. However, there still ex-
ists a need for ab initio calculations to adequately explain
the mechanisms leading to the single-detachment process
in these collision systems. With the determination of ac-
curate SED total cross sections, ab initio calculations can
now explore the extent to which the SED process is ac-
companied by excitation into the excited final states in
the noble-gas target atoms, as well as SED into excited
states of the resultant atomic hydrogen atoms, and thus
gain a better understanding of the electron detachment
process.
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