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Half-cycle pulse acting on a one-dimensional Rydberg atom: Semiclassical transition
amplitudes in action and angle variables
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In this paper we derive the expression for the transition coefBcient used in the preceding paper
[C. D. Schwieters and J. B. Delos, Phys. Rev. A 51, 1023 (1995)] for principal-quantum-number
transitions in one-dimensional hydrogen caused by half-cycle pulses. We brie6y review the methods
of Miller [Adv. Chem. Phys. 25, 69 (1974)] and Marcus [Chem. Phys. Lett. 7, 525 (1970); J.
Chem. Phys. 54, 3965 (1971)]and then derive the result using the methods of Maslov and Fedoriuk
[Serai Cla-ssical Approximation in Quantum Mechanics (Reidel, Dordrecht, 1981)].Also, we examine
the approximate reduction of hydrogen from three to one dimension and we find a hitherto unknown
correction due to the residual motion of one of the ignored degrees of freedom. We discuss the regime
of validity of this one-dimensional approximation.

PACS uumber(s): 03.65.Sq, 34.60.+z, 42.50.Vk, 34.50.Pi

I. INTRODUCTION

The history of action and angle variables in quantum
mechanics goes back to the origins of the theory in the
1920s [1,2]. While action and angle variables are fre-
quently used in classical mechanical analysis of separa-
ble and approximately separable systems, their useful-
ness in quantum mechanics seems more problematical
[3]. In the early 1970s Miller [4] developed a theory for
the use of canonical transformations to general variables
[(p, q) + (P(p, q), q(p, q))] in semiclassical mechanics.
Included in this set of transformations is the transfor-
mation to action and angle variables, (I, 8). Miller ap-
plied his methods to obtain a "classical S-matrix" for
use in molecular scattering calculations. Substantially
the same result was separately derived by Marcus [5] us-
ing a WKB approximation for the Schrodinger equation
in the angle variable. While the pitfalls of action and an-
gle variables in quantum mechanics were overlooked and
complex phase factors were treated cavalierly, particu-
larly simple and useful formulas for semiclassical tran-
sition probabilities were found when expressed in these
variables. Around the same time, Maslov and Fedoriuk
[6] published a treatise which rigorously developed a the-
ory for semiclassical mechanics, including careful consid-
eration of quantum phase. They did not, however, solve
all the problems associated with quantum transforma-
tions to action-angle variables.

In the preceding paper [7], we quoted the Miller-
Marcus result for the transition amplitude expressed in
action and angle variables for hydrogen interacting with
a half-cycle pulse. In the present paper, we apply the
method of Maslov and Fedoriuk to derive the transi-
tion probability in (p, q) coordinates and then we make
a change of variables to action and angle variables to
show that the formula is correct (in this case). Thus we
carry on along lines of earlier work [8] in which an in-

dividual quantum result is expressed in action and angle
variables for ease of qualitative understanding and ease of
computation; and we hope to motivate the development
of a more general theory which would further elucidate
the seemingly deep role of action and angle variables in
quantum mechanics. In Sec. IIA we review the classi-
cal formula for transition probability, and in Sec. II8 we
outline the Miller-Marcus formulas for transition ampli-
tudes. In Sec. IIC, we write the rigorous Maslov result
and then transform to action and angle variables to re-
cover the formulas with correct phases.

In Sec. III we examine the one-dimensional model of
the hydrogen atom. This model has been used in the past
[9,10] to successfully interpret experiments, but to our
knowledge, a careful reduction &om three to one degree
of freedom of hydrogen has not appeared in the literature.
In Sec. IIIA we explicitly perform this reduction and
find a small correction which does not appear in previous
work. We discuss the details of the simulations shown in
[7] in Sec. IIIB.

II. SEMICLASSICAL TRANSITION
PROBABILITIES

We consider a system with one degree of freedom gov-
erned by a Hamiltonian which is time dependent for
tp ( t ( tp and time independent otherwise. Though
it is not essential, we presume that the Hamiltonian for
t K tp is the same as that for t & t„. When we need to be
more specific, we will take the Hamiltonian to have the
form

II(p, q) = IIo(p, q) + &1(q, t),

IIo(p, q) =
2

p' + &(q)
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where Vz(q, t) = 0 except when to & t & t„.We call

VI(q, t) the pulse and we call Ho(p, q) the initial and fi-

nal Haxniltonian. We wish to derive semiclassical formu-
las that use classical mechanics to construct approximate
transition amplitudes.

A. Classical mechanics

Starting at to, each point in phase space (po, qo) evolves
to a new point (pt, qt) at time ty & t„. Normally, one
uses an extended phase space (p, q, pi, t) with the efFective
Hamiltonian

'R (p, q, p„ t) = H(p, q, t) + p,

and an auxiliary variable s to replace time, so that

dt O'R
17ds Opg

dpi'

O'R
ds Ot

OH
Ot

'

(3a)

(3b)

dq O'R OH

ds Op Op
'

dp O'R OH

ds Oq Oq

(3c)

(3d)

As t goes from tp to tf, any phase space point evolves on a
smooth path (p(t), q(t)) from (po, qo) to (py, qy), and the
relationship between (po, qo) and (py, qy) is a canonical
transformation. It is usual practice to take the initial
value of pq to be

pt(to) = H(po q to)— (4)

1
I(p, q) = — dpdq—:I(E)2x H. (p,q)(E

and the angle variable 8(p, q) is defined in such a way
that for evolution under HD (i) 8 increases liaearly with
time and (ii) as the phase point moves around one cycle
of the loop, 8 increases by 2m. The conventional integral
formula for 8 is obtained &om the following prescription.
Given p, q evaluate Ho(p, q), and thea define the function
p(q; E) through Ho(p, q) = E. Since

d8/dt = 2'/T(E) = (d8/dq)(dq/dt),

and then pi(t) remains always (minus) the energy of the
evolving phase point pi(t) = —H(p(t), q(t), t) and, thus,
'R(p, q, pi, t) = 0 for all time.

It is convenient to represent the motion in terms of
the action and angle variables (I, 8). The relationship
between (p, q) and (I, 8) is governed by the initial and
final (time-independent) Hamiltonian, Ho (p, q) . The
set of points (p, q) having Ho(p, q) equal to some fixed
value E forms a closed one-dimensional loop in the two-
dimensional (p, q) phase space. For any given value of
(p, q) the value of the action variable is the area enclosed
by this loop divided by 2m:

where T(E) is the period of motion, it follows that

2m ' OHO(p, q)

T(E), Op - u=s (q.E)

We take q& to be the right-hand turning point, the max-
imum possible value of q given E. Furthermore, it is
convenient to introduce an angle variable which is inde-
pendent of time by the relation

O(q; E, t) = 8(q; E) —~(E)t,

P(I„) = LOp
2'
1 dOp

f

dIy(8p)
2m dOp

B. Transformation matrix elements
and the semiclassical transition amplitude

We now use Miller's method [4] to write down semi-
classical formulas for quantum transition amplitudes.

where ~(E) = 2vr/T(E) is the orbital (angular) fre-
quency. The two-dimensional phase space described by
(p, q) may be alternatively represented by either (I, 8) or
(I, 0) through canonical transformations.

The classical analogue of an initial quantum state is
the ensemble of points (p, q) having Ho(p, q) = Eo, such
that I(EO) = (np + 1/2)h. This ensemble of points is
called the initial Lagrangian manifold, and each point
can be labeled by the value of its angle variable at t = tp,
O(to) = 80. We say that the density of this ensemble
is constant, which means that the probability of finding
the particle within dO of angle 0 is independent; of O.
We consider the evolution of this ensemble of points, i.e.,
the time development of the Lagrangian manifold under
the inQuence of the time-dependent pulse.

When the pulse is turned on, p and q evolve accord-
ing to the equations of motion; the Lagrangian man-
ifold becomes a two-dimensional surface in the four-
dimensional (p, q, pi, t) extended phase space, and loca-
tions on this surface can be specified by two variables,
(Oo, t). At the time t = ty after the pulse has turned
o8', the smooth loop has evolved into a complicated loop
(p(00, tt), q(8o, ty)) which may have many twists and
folds, but which cannot intersect itself, and which en-
closes the same area as the original loop. For each Op,
the value of pi(8o, tf):——E(Oo, ty)—: Ey(80) is ob--

tained by integration of the equations of motion [Eq.
(3b)], and the final action I(80, tt) = If(Oo) is obtained
from Eq. (5) with E replaced by Ey(00). The classical
probability for finding the particle within an interval of
width h, around one of the quantized values of action,
I = (n + 1/2)h, is then proportional to the range of
initial angle LOp that lands within that interval,
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Suppose in classical mechanics we have a canonical
transformation between "old" variables (P, Q) and "new"
variables (p, q). Let lp), lq), lP), lQ) be eigenvectors of
the corresponding quantum mechanical operators. Then
it was proposed that there would be a relationship be-
tween quantum transformatiori matrix elements and the
classical generators of the canonical transformation. For
example,

( 8 F4(p, P)/BpBP) /' a

2vrih )
(1Oa)

Under the classical Hamiltonian let orbits evolve from
initial action and angles Ip, Op to final actions and angles
If 8f ~ The relationship between initial and final phase
points is a canonical transformation, and typically there
exists a generator F4(Iy, Ip) such that

OF4(Iy, I())
BIf

BF4(Iy, Ip)
OIp

Of ———

Op ——

(13a)

(13b)

This generator is an integral of a Legendre transform of
the Lagrangian

exp
l F(,-P) l,

(1ob)

(plq) = (—2mih) / exp
l

(1Oc)

(
' )i/2 —

l

li/2 —'( /4) 's (12)

then the result is not, in general, correct.
Otherwise, the formulas are correct. Moreover, they

give a remarkably simple prescription for transition am-
plitudes.

It was claimed that these transition elements would form
a closed "algebra" when integrals were performed using
the stationary-phase approximation, i.e.,

(~II') = f(II~)(q)I')dq

There are four problems with these formulas: (1) The
variables are not specifically defined (the formula is sup-
posed to be true for general canonical transformations).
(2) If q is defined to be a classical angle variable then the
corresponding quantum kets lq) do not, in general, exist.
(3) The overall phase (due to the square root of i) is not
defined. (4) If we attempt to define that phase by any
formula such as

F'4(If, ()) =
l

—o-(t) —K(I(t), O(t)) l
dt (14)

'& /' dI(t)
dt

along the classical trajectory which begins at Ip, Op and
ends at If 0f.

The corresponding quantum evolution begins &om an
initial ket which might conventionally be labeled lnp),
but which we label by l(np + 1/2)h) = lIp), the initial
quantized value of action. This ket is normalized "on the
action scale, " such that

(IplIp) = 5 (15)

P(Is) = a'l(r, lI, (t)) I'. (16)

The factor h2 comes from the normalization [Eq. (15)].
The semiclassical formula for this transition probabil-

ity comes from Eq. (10a) with the interpretations

Vl ~ (I~l,
lP) -+ lIp(t)), P m Ip

We obtain directly

As stated before, lIp) corresponds to an ensemble of tra-
jectories having initial action Ip and any initial value
of angle Op. Under the quantum Hamiltonian this ket
evolves to a new ket which we call lIp(t)). Then the prob-
ability of finding the system in the final state le = I )
1s

( (9 F (Iy, Ip)/OIy BIp )
2~it )

. aI, y-'/'
=

l

-2~'a
(90p )

exp[iF4(If, Ip)/h]

'f ( dI
exp i/5

l

—O(t) ——K(t) l
dt

dt )

(18a)

(18b)

These quantities are all defined for continuous values
of If, they are to be evaluated at the discrete values
If ——I . If there is more than one value of Op having a
trajectory connecting Ip to Iy ——I„, then (It lIp(tt)) is a
sum of such terms. This is the semiclassical formula for
the transition amplitude, and despite all the objections
listed above, it is a good formula. Noting the normaliza-
tion in Eq. (16), the magnitude of Eq. (18b) goes to the

(II)ID(t)) = f(I,)eI)(OI~Io(f))18I (19)

correct classical limit [Eq. (9)], and even the phases are
correct when we use the convention &om Eq. (12).

Near any local extremum of the function Iy (8p),
de/dOp vanishes and the formula fails. In such regions
we write
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Ignoring questions about the existence of the kets ~8f),
we write from Eq. (10c)

so that Eq. (19) gives an integral representation of the
transition amplitude

(If~8f) = (—2nih) exp[ —iIfOf/h]

and use Eq. (10b) to obtain

(OflIo(t)) = B F2(Of, Io)/BOf BIo
2vrih

x exp[iF2(8f, Io)/h]. (21)

In this case

and

B2E2 (B8p i
B8fBIe (BOf ) (22b)

d8(t)
F2(Of Ip) =

~
I(t) —H(t)

~

dt + Ip8O (22a))dt

B8e BO
(Ii(10(i)) = (—2mih) 'i' f dOi

( h )
x exp (i[F2(8f, Io) —If8f]/h'l. (23)

If we change the variable of integration &om Oy to Op
we obtain

BO BO
(&i~Io(&)) = (—2~i') 'i'f i8to

~

2vri h

x exp fi [F2(8f, Io) —If8f]/h) . (24)

Except for Maslov phases, these expressions can be re-
duced to the primitive semiclassical approximation [Eq.
(18b)] by using the stationary-phase approximation. We
explicitly evaluate the integral in Eq. (23) using this ap-
proximation to obtain

(If ~IO(t)) V 2~h(2~ih)
2~ih 802~

x exp (i[F2(8f, Io) —If8f]//h)

OI= (2vrh) exp (i[F2(8f i Io) If Of]/h)

f ~ BOf . vr BIf &
x exp

~

iver/4 —i —sgn + i sgn—
4 BO, 4 B8)'

i(m/4) sgn (8 52/BO&)

(25)

where a sum over all stationary-phase points satisfying
BE2/BOf ——If (= I ) is implied. If this formula is
compared with Eq. (18b), it is seen that the amplitudes
match and that the phase portion due to the classical
generators corresponds through a Legendre transform.
However, the "Maslov" phase portion differs. Explicitly,

BIf vr ( BOf BIf )—sgn g —
~

1 —sgn + sgn
~

. (26)
4 BOO 4 ( B8e BOf )

The reader who goes from Eq. (23) to Eq. (25) may be
tempted to try to obtain consistent results by prescribing
other phase conventions in Eqs. (10), (12), and (20); there
are 2 possibilities, so one can entertain oneself for a long
time. However, there exists no consistent prescription in
which the phase of the wave function is defined solely
in terms of local properties of the Lagrangian manifold.
Indeed, that fact was a main point of Maslov's work-
he found a way of defining all of the phases such that
they came out consistently in stationary-phase transfor-
mations. The correct phase is given by a Maslov index,
which is not a property of the local sign of B F4/BpBP;
rather it is a property of a path on a Lagrangian mani-
fold, and it depends on how the manifold is connected.

Marcus [5] follows a difFerent route to obtain the ma-
trix element (If ~Ip). He starts from the assumption that
one can write a Schrodinger equation for a wave func-

tion @(8) that depends upon an angle variable, and he
presumes that the quantum Hamiltonian operator is the
classical Hamiltonian function H(I, 8) with the opera-
tor replacement I + ihB/BO + dh. This—approach has
the same problems as Miller's. The function @(8) cor-
responds to Miller's (8[ID), and if the kets ([8)j do not
exist, it is not clear that any well-defined function @(8)
exists. Furthermore, even if the Hamiltonian operator is
de6ned at all in this representation, it is not clear that
the above operator replacement in the classical Hamilto-
nian is the correct prescription.

Finally, while it is dificult to identify the phase pre-
scriptions used by Marcus, it is evident that he was
not using Maslov's prescription (which was not gener-
ally available at the time), so the formulas cannot always
hold together consistently.

The derivations given by Miller and Marcus are simple,
elegant, and appealing. Furthermore, except for Maslov
phases, the results are correct, at both the primitive and
the uniform semiclassical levels. Clearly there is some-
thing very deep about the correspondence principle that
we do not yet know.

C. Semiclassical wave functions
and the transition amplitude

In this section, we derive Eq. (18b) starting from
different perspective. It takes more effort, but everything
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is well defined. The strategy is simple: the Schrodinger
equation is a second-order diH'erential equation in q space,
semiclassical wave functions can be constructed in this
space, and the transition probability can be expressed as
an integral over q,

P(1„)= a'l(l„ll, (t))l
2

(27)

Semiclassical wave functions

As stated earlier, the initial Lagrangian manifold is a
simple loop in (p, q) space and for each point q there
are two values of p labeled pi, (q; Eo) and two associated
generators

Sl (q' Eo) = pa(q Eo)dq (28)

each of which contributes a term to the initial wave func-
tion

A. (q) = ).Ai, (q; Ep) exp[iS~(q; Ep)/5 —i pi, m/2], (29)

Ai, (q) = hT(Eo)
Op - S=J(e &o)

-Z/2

(30)

[Whenever we speak of "two" values of p, "two" genera-
tors, etc. , we are presuming that Hp(p, q) has the form of
Eq. (1) (i.e. , it is quadratic in momentum) and that the
initial Lagrangian manifold is a constant-energy curve of
Hp(p, q).) Since the angle Oo is the natural variable for
the initial Lagrangian manifold, we can use Eq. (8) to
relate Op to q. Then each quantity in Eq. (29) can be
regarded as a function of Op.

Using the method of Maslov and Fedoriuk [6], everything
in this integral can be expressed in terms of properties
of the final Lagrangian manifold, the classical curve in
(p, q) space at time ty that evolves from the initial man-
ifold. After everything is expressed in terms of classical
quantities, we can finally transform to action-angle vari-
ables; the essential properties of the manifold then are
contained in the functions Iy (Op) and 8y(8p). The vari-
able of integration dq in Eq. (27) is converted to dOp by
the relation q = q(ty, Oo). All classical functions of inter-
est on the manifold are single-valued functions of Op. We
thereby obtain an integral expression for the transition
coefficient. We then show that, to within the accuracy
of uniform semiclassical approximations, the integral ex-
pression is the same as the Miller-Marcus formula, except
that the correct Maslov phases are incorporated. If the
stationary-phase approximation is used for this integral,
it reduces to the primitive semiclassical approximation
[Eq. (18b)].

Si (q; Eo) = Sp(8o),
Ag(q; Ep) = Ao(Op),
V~ = Vo(8o).

(31)

The corresponding final state Ql (q) (which is an
eigenfunction of the same Hp) uses all the same formu-
las, but with Ep replaced by E . If we reexpress the
quantities in terms of the angle variable, we must note
that the relationship between 0 and q contains E, so
Op = 8(q; Eo) and 0 = 8(q; E ) are difFerent functions
of q. We write

S (q;E„) = S„(8„),
A, (q;E„) = A„(O„),
p~ = p (8).

(32)

When the pulse is turned on, the initial wave function
evolves according to the familiar semiclassical rules. For
each point on the final Lagrangian manifold there is a
generator S which could be regarded as a function of Op
and ty. It is equal to the generator at the corresponding
initial point S(Oo, tp) plus the integral of action along
the classical path

Cy

S(Op, t~) = So(Oo) + (pdq+ pidt).
&o

The change in the amplitude is given by

A(8p, t y ) = A(8p, tp)
J(8p, tp)
J Op, ty

where

Bq(8o, t)
80

(33)

(34)

where A&(q, ty) = Ai, (q(Oo, ty), tt) and similarly for Sz
and pI, . If the evolved manifold is very convoluted, there
may be several terms in the wave function contributing
at each point q.

Then the transition probability [Eq. (27)] is the abso-
lute square of the sum of interfering terms:

and q(Op, t) is the location of the particle on the path
that begins at (8p to).

The Maslov index is also incremented appropriately
along the classical path. We can also Gnd relative val-
ues of this index at various points on the manifold for
any fixed time. We examine at fixed t the Lagrangian
curve (p(t, 8p),q(t, Oo)). The Maslov index changes at
each point that the curve rises vertically above the q axis
[Oq(t, 8o)/88p = 0]. If at any such point we move along
the curve in such a direction that the curve bends to the
right, the Maslov index increases by 1; if the curve bends
to the left, it decreases by 1 (Fig. 1).

This function q(8o, tt) connects the amplitude
A(8p, tg), action S(Op, ty), and Maslov index defined on
the manifold to a location in space. The evolved wave
function is a sum of terms, one Rom each section of the
final. Lagrangian curve that has a projection onto that
point,

gl, (q, t) = ) Ai, (q, ty) exp[iSg(q, ty)/5 —i pi, vr/2], (36)
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derivatives

J = [o(U((, )7) + pBU((, rl)/(9)7+ p(9U((, rl)/(9(] e'~, (40)

where the canonical integral is the Pearcey function [14]

U((, g) = f exp(i(4T —(x —gT)]dx.

The parameters ((, rl) in the mapping &om q to x
are determined by difFerences in G(q) function eval-
uated at the stationary-phase points, G(q~) —G(qz).
The coefficients (n, P, p) are determined by the prod-
uct E(qi, ) d 2G(q i) /dq

2 evaluated at the stationary-
phase points, in addition to $ and q.

Therefore, we may say that two diferent integrals
FIG. 1. How the Maslov index is incremented on a La-

grangian manifold. We choose to traverse the curve in the
clockwise direction and the Maslov index changes as indi-
cated when (Bp/Bq -+ oo). The dashed loop represents
the final-state manifold while the solid loop represents the
time-evolved manifold.

J~ — F~ y exp iG~ y Q dy,

J2 —— F2 z exp iG2 z h dz

(42a)

(42b)

&(I ) = Ia I

G~ = dq &Ic q exp xg&IC q A —xp&IC—

jA:

f~l, ——hA~(q; E„)Ai,(q; ty),
g „=S„(q;t ) —8 (q;E„),
@~I = PI —P~.

(37a)

(37b)
(37c)
(37d)
(37e)

are semiclassically equivalent" if they have the same
reduction to canonical integrals, i.e., if (a) they have
the same number of stationary-phase points, (b) dif-
ferences in the G(q) functions evaluated at stationary-
phase points are the same, and (c) the quantity

E(q) d G(q)/dq evaluated at the stationary-phase
points is the same. Then the integrals yield the same
result to within A + /M, where M —1 is the number of
stationary-phase points considered [12].

Corrected Miller Mar cue fo-rmala

We will show that a phase-corrected Miller-Marcus for-
mula is "semiclassically equivalent" to this formula.

We stated earlier that the Miller-Marcus formula is
correct provided that the phase is adjusted by Maslov
indices. The phase-corrected formula is

2. Semiclassical equivalence

Given an integral of the form

J= F q expiGq hdq, (38)

G(q(x)) = —x —$x —)7x+ A,4 2

4
(39)

where (, )7, and A are found by forcing G(q) and G(q(x))
to match at the stationary-phase points. To within errors
of order h /4 the integral is given approximately by a
linear combination of a certain canonical integral and its

semiclassical theories use an expansion in powers of 5 in
which the first few terms in the expansion are integrals
of some standard type. A general &amework for accom-
plishing this was developed by Chester, Friedman, and
Ursell [11,12] and applied to atomic and molecular prob-
lems by Connor [13]. Their method involves examina-
tion of the stationary-phase points of the G(q) function,
at which dG(q)/dq = 0. For example, in the case con-
sidered in Figs. 5 and 6 in the preceding paper, there
are three stationary-phase points close together so the
appropriate mapping q M x is quartic,

1/2
a„=— dOp2' 80p I

x exp —[E2(8y I()) —I y8(Ip 0())]

-*~(qi(oo)] /2)

Op exp —g Op —ip, q Op ~ 2 dOp.

dg(Op) f' BE2
d8p ((98f

) (98f(Ip, Op)
") (98p

= [I,(I., 8.) I„]' &('-
p

(44)

Stationary-phase points at which 88f/88p ——0 do not
contribute because of the preexponential factor in Eq.
(43). The other points, where Iy(Ip, Op) = I, are points

We propose that this formula is semiclassically equivalent
to Eq. (37).

(a) Same number of stationary-phase points. The
stationary-phase points for the Miller-Marcus formula oc-
cur at
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where the evolved Lagrangian manifold intersects the
manifold representing the final state.

For each such point there is a term (j, k) in Eq. (37)
containing a corresponding stationary-phase point:

The second derivative of the phase term gives

c) Bpy Bp~ l
c)q2 c)q Bq ) (49)

dg, i, (q)
dq

OSi, (q; tg) c)S, (q; E„)
Qq l9q

= pi. (q;ty) p~-(q;E ) = o. (45)

Recall that these partial derivatives are taken at constant
Ip. Let us define a function on the final time manifold

Et(q) —= H(pt(q) q).

f, (iq) = hA, (q; E„)Ag(q; ty)
-1/2

Qcdpcd~ (OHp )
27l ( Bp

c)q(Op, tp)
l9ep

1/2
Bq(Op, ty)

BOp

-1/2
(OHp )

c) )» n=~(w;~0)
(46)

where subscript 0 indicates that the quantity is evaluated
at t = 0 while the subscript f denotes evaluation at the
final time. Now we note that

( c)qp ) dqp

(c)8p ) I dti
dOp 1 f'BHp i
dti et/(Ep) ( Op

(47)

where t1 is a timelike parameter on the initial manifold.
Therefore,

i=i(~ &-)

„~q(8p tx)
OOp

(48)

Since the first term represents the momentum at some
point on the evolved Inanifold and the second represents
the momentum on the manifold for the final state (I„~,
this term again vanishes at points where these manifolds
intersect.

(b) Same phase difFerences. In Eq. (37), the phase dif-
ference between successive manifold intersections is equal
to the area enclosed between the two manifolds in (p, q)
space. Such areas are Poincare/Cartan invariants and as
such are conserved under canonical transformations [15].
In Eq. (43) the phase difFerence is the corresponding area
in (Iy, Oy) space. Since (p, q) e+ (If, 8y) are related by
a canonical transformation, these areas are equal.

We make the Maslov phases equal by asserting that the
proper quantity p(Op) to use in Eq. (43) is the one that
makes the total phase at each stationary-phase point in
Eq. (43) equal to the total phase at the corresponding
point in Eq. ('37).

(c) Same amplitudes. Now let us examine
the quantities f~&(q) ~d gzi, (q)/dq ]

~ and

f(Op)]d g(8p)/dOQ ~ evaluated at the stationary-
phase points. Substituting the expressions for wave func-
tion amplitude into (37c), we obtain

Taking the derivative with respect to q and solving for
(c)pq/c)q). .. we obtain

(c)p„l dp„( dq l
( c)q ) I dt2 (dt2) Bq ( c)p )

Substituting these expressions into Eq. (49), we obtain

c)' r'BH) ' (c)Ef ) (53)

Combining Eq. (53) with (48) one then finds

-1/2
f ( )

d g, a(q)
—1/2 ~E —1/2

f
l9q

/co~ cjqf
2' l90p

—1/21 BIf
Oo

with the last simplification made possible by noting that

OEf (9Ef DIf
08p t9Iy c)Op

(55)

and that OEy/BIy = 1/~„at the manifold crossings.
The corresponding quantity from the Miller-Marcus

formula is

l902~

l90f OIf l90f
2K l90p OOp l90p

1 ~aI,
2' l90p (56)

Thus the phase-corrected Miller-Marcus formula for tran-
sition coeKcient [Eq. (43)] is semiclassically equivalent to
the result obtained by the method of Maslov [Eq. (37)].
Our analysis presumed that the configuration space form
of the semiclassical approximation is valid. This assump-
tion fails near turning points, but there the momentum-
space semiclassical approximation can be used. The ex-
pression for the transition coeKcient obtained by taking
the overlap of such wave functions may also be trans-
formed to action and angle variables, as in the above
analysis and, in fact, yields the same result as quoted
above in Eq. (43).

/Bpf i (BH) ' (BEgi (BH)
E ~q )I, k~q)„

Introducing a timelike parameter t2 on the final-state
manifold, we express (c)p„/Oq) I as
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Note that the action-angle representation of the tran-
sition coefficient depends only upon Iy (00, Io) and
e, (Os, Io) and that both of these are single-valued func-
tions of Oo. Because Iy and Oy are independent of time
after the pulse, t ) t„, it is evident that Eq. (43) is in-
dependent of Final time, as expected. This fact is not
immediately evident &om the expression for a in terms
of q [Eq. (37)] because it involves quantities defined on

(pg, qy) manifolds which continue to evolve after the pulse
has ended.

Once again, we note that the topological phase denoted
by P,[q(00)] has not been expressed in action and an-
gle variables: it must be externally determined &om the
configuration or momentum-space wave functions. This
term re8ects the number of singularities encountered on
a directed path on a manifold [6] and the difference be-
tween these terms evaluated at stationary-phase points
represents the number of such singularities on an arbi-
trary path between stationary-phase points on a manifold
in (p, q), as discussed in the preceding section. Under
canonical transformations the topology' of the relevant
manifolds changes radically, and we know of no consis-
tent treatment of topological phase under general canon-
ical transformations. However, the need to refer back
to the (p, q) manifolds is eliminated once the stationary-
phase approximation has been made, as is shown below.

If the stationary-phase points are sufBciently far from
each other, the stationary-phase approximation may be
used to evaluate both the Miller-Marcus and the Maslov
expressions for the transition coefficients [Eq. (43) and
Eq. (37)]. A careful analysis of the phase factors reveals
that the correct "Maslov" phase in the resulting expres-
sion is —'4 sgn (My/800) which is the complex phase
intended by the square root in Eq. (18b). Thus in this
example it becomes unnecessary to refer to the configu-
ration space wave functions in the primitive semiclassical
approximation.

We have thus shown that the rigorous analysis along
the lines of Maslov for the transition coefBcient in the
preceding section is equivalent to that obtained using the
methods of Miller [4] and Marcus [5] shown in Eq. (18b)
in the stationary-phase approximation to within the nor-
malization factor [Eq. (15)].

III. A HALF-CY'CLE PULSE INTERACTING
WITH ONE-DIMENSIONAL HYDROGEN

Here we apf&ly the semiclassical theory developed in
the preceding section to quasi-one-dimensional states. of
hydrogen in parallel static and time-dependent fields.
We first analyze the Hamiltonian for the full thr'ee-
dimensional system and we show how it approximately
reduces to one dimension. We also discuss special fea-
tures of this system and how the formulas were evaluated
numerically.

A. Classical description
Equations of motion

We now examine the two-dimensional (2D) classical
Hamiltonian for hydrogen in parallel static and time-

varying electric fields, where the ignorable P motion
about the z axis has already been removed. In cylin-
drical coordinates, the classical Hamiltonian is

1
II2D =

2 (p. + p, + &.Ip ) —e l(p + z )

+zemi+ ~.(t)] (57)

where Xi and %2(t) are the weak static field and the
pulse, and l, is the component of angular momentum
about the z axis, which we take to be zero in the current
study.

We make the canonical transformation to semi-
parabolic coordinates u and v,

u = (r+ z)', v = (r —z)' (58)

P~ —PP + PS ) PV PP P& (59)

and write the Hamiltonian in an extended phase space, as
was done in Sec. II A which includes time as a coordinate
by adding to the Hamiltonian the momentum conjugate
to time, pi ———E(t). The resulting transformed Hamil-
tonian is

1 p~+p~ 4e p
2p, u2+ v2

e+—(u —v ) [Wi + X2 (t)] + pi ——0.
2

(60)

ds ='ll +V )
d7

(61)

and the Hamiltonian becomes

H = —'8 = —(p„+p„) + —( — ) [X + W (t)]

+(u2+ v )p, —2e2

= 0. (62)

Hamilton's equations then read

d~

d~'
d

PLC

d

d P"

—t
d7.

d
pt

d7

1
J ~)

p
1

J v)
P

—2u e[X& + %2(t)] —2up„

2v e[Xi + %2(t)] —2vpi,

t4 +v

——(u —v )—%2(t).4

2 Bt

(63)

(64)

(65)

(66)

(67)

(68)

If %2(t) = 0 then the equations of motion are sepa-

The variable t (time) is now replaced by s as the variable
denoting parametric displacement along a trajectory. Fi-
nally, to remove the singularity along the axes (u = 0 and
v = 0), we make a transformation of the time parameter
s —+ 7, described by
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rable: Hamilton's equations for u and v do not depend
on one another. However, if a time-dependent field is
present, the two degrees of &eedom are coupled by a
time-varying energy (—p|,), and furthermore, the value of
time along a trajectory depends on both u and v. On the
other hand, if initially v(w = 0) = 0 and p„(v = 0) = 0,
then they remain zero for all time, and the motion is
coxnpletely described in the (p„,u, pq, t) subspace.

Wxv e/2 « ~v pg~,

Xxu e/2 « ~u pg~.

(73)

Then Eqs. (69) are the equations of two separate har-
monic oscillators, and the exact or semiclassical eigen-
values can be written down immediately:

2. Approximate separation; quantization of action
(74a)

From the above remarks, it makes sense to make an
approximate separation of variables by writing Eq. (62)
as

x/2

2Ze —P = 2(n„+ 1/2)
~ ~

txE~) (74b)

2—"+ u2p, —2e' + —u [Xx + X2 (t)]
2p 2

(with the extra factor of 2 in each equation due to our
definition of action). Elixninating P we obtain

2
+~ n& " )+&++&(~))) P )69)

2p 2

pZ'e4
2(n„+ n. + 1)'h' (75)

This is exact before the pulse, with P independent of
time, and it is exact after the pulse, with P again inde-
pendent of time (though in general it could have a new
value). Our assumption is that P remains small enough
that we can say it is nearly independent of time through-
out the pulse. The validity of this approximate separa-
tion is explored in the Appendix.

Then the resulting approximate one-dimensional
Hamiltonian for l, = 0 in atomic units is

II, = -p„'+u'p, —2+P+ -u'[X, +X,(t)] =O. (70)2" 2

1I„= p„(u; E, P)du,
4m

(71a)

p„(v; E, P)dv.
1

4m
(71b)

By transforming back to cylindrical coordinates, Eq. (1)
of Ref. [7] may be obtained. Note that after this trans-
formation, P becomes a small correction to the nuclear
charge.

Before the pulse, we define action variables for u and v
motion by using Eqs. (69) to express p„as a function of
u and p„as a function of v. (Both depend parametrically
on pr —— Eand on )9.) —Then

On the other hand, if we had simply set P to zero we
would have obtained

pZ2~4

2(n„ + 1/2)'h'' (76)

Hexice a nonzero value of P is required to connect the
correct half-integral quantization of the u motion to the
correct energy spectrum. [In past work it has been cus-
tomary to set P to zero, use the correct energy spectrum,
and therefore use full-integer quantization of I„.We pro-
pose that it is better to have P nonzero (thus adjusting
the efFective nuclear charge) and use half-integral quan-
tization of I„. In practice, for large n„ it does not make
much difference. ]

There is one final correction to the general theory out-
lined in Sec. II C for this particular system. The Maslov
index changes when a trajectory (or path on a manifold)
passes through u = 0 [16],in addition to the specification
given in Sec. II C. p„(u = 0) can only take on two values:
+i/4 —2P. For the positive value, if u goes &oxn negative
to positive p is incremented, while if the sign of u goes
from + to —,p is decremented. These rules are reversed
for p„(u = 0) = —i/4 —2P and are valid whether they
are evaluated in time along the classical trajectory or on
the constant-time manifold.

The semiclassical quantization for I and I„are [16]
B. Numerical procedure

I„=(n„+ 1/2)h,
I„=(n„+ 1/2)h.

(72a)
(72b)

Note that the factors 1/4rr in &ont of the integrals [Eq.
(71)] are unusual; they arise &om the 2:1 mapping be-
tween (u, v) and (p, z).

The significance of P can be seen again when we con-
nect the quantization conditions to the energy spectrum.
Before the pulse, suppose the static field is weak enough
that

A detailed description of how to obtain transition co-
efBcients is given here. The requisite initial parameters
are no, the initial quantum number; Tq, the static Geld
strength; Tq, the peak amplitude of the time-dependent
pulse; and t„, the pulse length.

The equations of motion for (p„,u, pq, t) are evaluated
using Eqs. (63)—(68) and setting v = 0. However, because
the v term is dropped &om Eq. (67), real time along the
trajectory is not correct, the period of motion actualiz
being too short [for zero electric field, n„= 0, TiD
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2 Rom the correct 2Dwhich differs by ~n om
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2
—"+ v'pt ——v [Xi + %2(t)] —= p
2p 2

(A1)

stays small, and close to its original value throughout the
pulse. If pt(t) ) 0 (negative energy) and W—:Xi + X2 (
0, then the v motion is confined by both terms in the
e8'ective potential energy. Whatever happens in the u
motion, we expect the 1D approximation to be accurate.

If pt(t) ( 0 (positive energy) then the motion of the
electron is unstable, and it will escape. If W ( 0, it is
the u motion that is destabilized, while if T & 0 it is the
v motion that is destabilized. Either way the probability
of ionization should be high; in the former case it should
be described accurately by the 1D approximation, while
in the latter case we expect the 1D approximation to fail.

Most interesting is the case pt ) 0 (negative energy)
and X ) 0 (force on the electron toward the nucleus).
Then the u motion is confined, and the 1D approximation
predicts no ionization. However, the effective potential
for v motion contains a barrier which becomes lower as
T increases. An adiabatic approximation predicts that v
confinement will fail if the top of this barrier falls below
p(t).

This value of the field is found by using the equations
for the action variables rewritten here as

I„=— p„(u; E,P, X)du,
1

4'
I„=— p„(v; E,P, W) dv.

1
4'

(A2)

(A3)

These action variables are the adiabatic invariants which
remain constant under a slowly changing electric field.
Changing X now results in changing E and P, defined
implicitly through these equations. However, for some
value of T = T' the v turning points will disappear,
signifying destabilization of the v motion. We find that,
for n = 0, the destabilization field strength of the blue
states is (in a.u. )

liy' = 4 = 0.3834
i

n ——
i~(n —1/2) i 2) (A4)

where a = jo gl —y4dy = 0.8740. For comparison, the
1

ionization field strength for the corresponding red states
is —1/(16n4 —8ns).

This failure is catastrophic in the adiabatic limit, and

compare the 1D approximation with a full 2D calculation
for a case considered in the preceding paper.

From Eq. (69), the 1D model presumes that
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FIG. 3 Cr.oss sections of the I„surface plot in Fig. 2(a)«r ev(t = 0) = 0.2s (dashed curve), s' (dotted curve), and
1.7s' (dash-dotted curve). The 1D result is shown as the sohd
curve.

would lead to complete ionization and complete failure
of the 1D approximation. Of course, if the field were
to exceed this threshold for only a &action of the Kepler
period, then the 1D approximation may still give credible
results.

Some of our calculations in the preceding paper involve
fields that exceed this threshold; in particular the inter-
esting bifurcation takes place in that regime. The pulse
length was set to half the Kepler period, and the bifur-
cation involved an orbit that was close to the nucleus,
and therefore catastrophic ionization and failure of the
1D approximation are not expected.

To examine this further, a 2D calculation was per-
formed and the results compared to the predictions of the
1D model. Toward this end, an ensemble of trajectories
with initial actions I„=(n„+1/2) li, I„=1/2h and a dis-
tribution of conjugate angles O„and O„was integrated
using Eqs. (63)—(68). After interacting with the pulse,
each trajectory was analyzed for I„(tf) and I„(tf). Sur-
face plots for I„(O„(0),8 (0)) and I„(e„(0),O„(0)) are
shown in Figs. 2(a) and 2(b), respectively, for n„= 19,
n„= 0, Ti ——0, T2 ——5 x 10 2T'. Cuts through
one of these surfaces are shown in Fig. 3. We see that
(1) many orbits survive with finite values of I„and small
values of I„; (2) the bifurcation persists in the 2D calcu-
lation. It is manifested in the double-minimum structure
of I„(O„,8„).We conclude that even in this case the 1D
approximation is at least qualitatively correct.
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