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Measurement of the Stark-induced amplitudes of the 6P1/2 = 7I'1/2 transition in atomic thallium
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A measurement of the Stark-induced amplitudes a and P for the 6P, iz~7P, i2 transition in atomic
thallium is reported. Absorption of cw laser light tuned to this transition at 293 nm was compared to ab-
sorption of 378-nm cw laser light tuned to the allowed 6Pl/2~7Sl/2 transition. The absorption sample
was an intense atomic beam in the presence of a strong electric field. The measured values are
a =2.01(4)X 10 s

Ps / (V/cm) and P= 1.67(4) X 10 'Ps / (V/cm), where iss is the Bohr magneton.
These results are in agreement with semiempirical theory, but disagree with previous measurements of
these amplitudes in this laboratory. A critical analysis of the previous measurement is given to explain
the discrepancy. The newly measured value of P makes it necessary to reinterpret previous measure-
ments of parity nonconservation in the 6Pl/2~7Pl/2 transition. In the course of the present experi-
ment, Stark shifts of the 6P l /2 ~7P l /2 and 6P l /2 ~7S l /2 transitions were also measured:

Av(6Pl/2~7Sl/2) = —112(6) kHz/(kV/cm) and hv(6Pl/2~7Pl/2) = —618(31) kHz/(kV/cm) . These
results are also in good agrement with semiempirical theory.

PACS number(s): 32.90.+a, 32.60.+ i, 32.70.Cs, 35.10.Wb

I. INTRODUCTION

The 6P,2~7P»2 transition in Tl has been studied ex-
tensively in this laboratory because of its utility in mea-
surements of atomic parity nonconservation. (See Fig. 1

for a diagram of the low-lying energy levels [1] of Tl.)

This transition is nominally forbidden M1 with amplitude
M. In the presence of an externally applied electric field
E, there are in addition Stark-induced E1 amplitudes a
(for light polarization aiiE) and P (for sj.E) which, for
E»1 V/cm, are much larger than M. Finally, there
also exists a very small parity nonconserving E1 ampli-
tude component CF, which arises due to the weak in-
teraction.

Previous experiments have used interference between
the dominant Stark-induced amplitudes and either CF [2]
or M [3] to measure the ratios Ct /P, M/P, and M/a.

These measurements, when initially reported, relied on
theoletical determinations [4,5] of the amplitudes a and P
in order to extract values for M and 8F. Subsequently, a
direct measurement of a and P was performed [6] in or-
der to remove the contribution of the theoretical uncer-
tainty in these quantities to the determination of 8t, and
M.

The values of a and P measured in Ref. [6] were in sub-
stantial disagreement with the calculated values. This
disagreement is significant for two reasons: first, it calls
into question the calculational methods used for Tl wave
functions, which are also used to interpret the value of 8
in terms of the standard model of electroweak interac-
tions; second, it leads to ambiguity in the extraction of 8
and M from experiment.

In order to resolve the existing discrepancy between
theory and experiment for the Stark-induced amplitudes,
a and P were remeasured using an alternative technique.
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The absorption of cw laser light tuned to the
6P, /2~7P, /2 transition (293 nm) was compared to the
absorption of cw laser light tuned to the 6P~/2~7S, /2

transition (378 nm), for which the A coefficient is accu-
rately known. The absorption sample was an intense
atomic beam in the presence of a large electric field.

Chopping of the atomic beam and normalization of the
laser powers were employed for noise and background re-

jection; this was critical because, even with the highest
achievable beam densities and electric fields, the resonant
absorption of the 293-nm light was weak ((3X10
fractional change in light intensity). The results are in

agreement with the calculated values of the Stark-
induced amplitudes. This appears to indicate that the

previous experimental result was subject to unconsidered
systematic errors; therefore, a critical analysis of the pre-
vious measurement [6] will be given.

In the course of the work on the Stark-induced ampli-
tudes, Stark shifts in the 6P, /2 7P, /2 and 6P»2 75, /2

transitions were measured. These measurements provide
additional checks of calculations involving Tl wave func-
tions.

A. Stark-induced amplitudes and energy shifts

In the one-electron central field (OECF) approxima-
tion, the presence of an external electric field E induces
an E1 transition amplitude between the states 6P~/2 and
7P &/'2 which takes the form

2
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where a is the polarization of the light field. There are two independent Stark-induced amplitudes alEI and PIEI corre-
sponding to allE and alE, respectively. In the OECF approximation, evaluation of the angular factors in the sums

yields
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where R6P „s=(6P,/2lrlnS, /2), etc. are radial integrals.
These amplitudes were calculated in Ref. [4] using a
Green s-function technique, which effectively includes
the sum over all discrete, continuum, and autoionizing
states. The results of this calculation were

I ( mP1/2 I rl nS1/2 & I

~E„S ="IEI',—y
mP 1/2 ns1 /2 mP

1 /2

a =2.05(30)X 10 1Li,s /(V/cm),

P=1.64(25) X 10 pe/(V/cm) .
(4)
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The applied electric field also induces second-order en-

ergy shifts which, in the OECF approximation, can be
written as

l(ms, /2lrlnP, /2) I2

bEp =e E
I /2 9 E —E

mS1/2 1/2 mS1/2
AE6p = —12(2) kHz/(kV/cm) (7)

The Stark shift of the ground state (6P, /2) has been

previously calculated using semiempirical wave functions
and including contributions from core-excited autoioniz-

ing states [7]
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(5)

To the best of our knowledge, no calculations of Stark
shifts of excited states of Tl have appeared in the litera-
ture. Using the calculated values of the radial matrix ele-

ments (r) for low-lying states which are tabulated in
Ref. [4] and also the experimentally determined energies
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bE7~ = —624(130) kHz/(kV/cm)

bE7s = —116(30) kHz/(kV/cm)

(8)

(9)

The uncertainties quoted here are dominated by the un-
certainties in the values of the radial matrix elements
from Ref. [4] (10%},but also include the uncertainties
arising from the omission of highly excited states (includ-
ing core-excited states} in the sums of Eqs. (5) and (6}.

(from Ref. [1]),the sums of Eqs. (5) and (6) can be numer-
ically approximated. These calculations yield [8]

The A coefficient for the transition 7S,&2 6P, /2 in Tl
(378 nm) is known from the total A coefficient for the
7$»z state [10] and the branching ratio [11] of
7S)]2~6P )/2.

A(7$i)7 ~6P, )2)=6.13(16)X 10 s (14)

Taking into account the hyperfine structure of each
level (both Tl and Tl have nuclear spin I=—,') and

evaluating the angular factors in the expression for the
line strengths ~ [Eq. (12}],one finds

K( 6P i &z,F= 1~7$ i &2,
F' =0 )

B. Determination of Stark amplitudes

from the relative absorption measurement

The near-resonant absorption of light by a sample of
atoms can be written in the general form

c2

32m 6 1/2 1/2

3 A(7Si~7~6Pi~2), (15)

transmitted —p, ( v —v )=e
incident

(10)

v=(27r) aFs g I(f,gIIa rli, g; &I'F(g;), (12)

where aFs is the fine-structure constant, g; (g&) is a label
which enumerates the degenerate sublevels of level i (f),
and F(g, ) is fraction of the total population in sublevel

For the determination of the Stark-induced amplitudes,
the advantage of a relative absorption measurement be-
tween the Stark-induced transition and a reference transi-
tion is that the column density fn(x}dx need not be
determined since it cancels in the ratio of absorptions
(p'/p). Note, however, that the function g(v —vc) is not
the same for two different transitions; in particular, the
peak values of the line-shape functions for the two transi-
tions are different. This means that in order to extract
the desired ratio of transition matrix elements from a rel-
ative absorption measurement, it is necessary to know not
only the ratio of peak absorptions, but also the ratio of
the peak values of the line-shape functions. This point
will be returned to below and in Sec. III B.

The line strength for the reference transition
6P, &2~7S»2 can be cast conveniently in terms of the A

coefficient for this transition. This is done by using the
easily derived relation (see, e.g., Ref. [4))

A (7$,)7 ~6P, )7 )

4 FS 7S1/2 ~6P ) /2
a v

(2w} (r7g 6P ) (13}

where the frequency-dependent absorption factor
p(v —vo) can be expressed in the form (see, e.g., Ref. [9])

p(v vo)=—ivy(v vo) f—n(x)dx . (11)

Here v,& is the frequency of the transition from initial
state i to final state f;g(v vo) is the—line-shape function,
normalized to unit area; n (x) is the (position-dependent)
density of atoms in the sample; and ~, referred to as the
line strength, is given by

X A6p 7s A (7$igz~6Piy2)
192~4 1/2 1/2

(17)

This is the expression used to determine the Stark-
induced amplitude a from the ratio of peak absorptions.

II. APPARATUS

The Stark-induced transition is, for achievable labora-
tory electric fields, much weaker than the 6P&&2~7S,&2

transition. Assuming that the ratio of peak values of the
line-shape functions is of order unity (as is the ratio of
transition frequencies}, Eq. (11) shows that the ratio of
peak absorption coe%cients is given approximately by the
ratio of line strengths. Using the expressions of Eqs. (15)
and (16) for the line strengths, as well as Eq. (14) for the
7$,&z~6P, &2 A coefficient and Eq. (4) for the theoreti-
cal value of a, the ratio of the 293-nm absorption
coefficient to the 378-nm absorption coefficient can be es-
timated. This ratio is found to be only -3X10 for
E=100 kV/cm. Thus, in order to produce the largest

where the factor of —,
' accounts for the thermal distribu-

tion of the population among the hyperfine sublevels of
the 6P»2 level. Similarly, the line strengths for the
Stark-induced transition (293 nm} can be evaluated, yield-
ing

3 (27r}
x(6Piiz, F=1~7Pi&2,F'=1;allE)=

4 hc
(16)

1 (2~)
a(6Pi)7, F=1~7P,)7,F'=1;slE)=— p E

hc

Using Eqs. (11), (15), and (16), the desired quantities a
and P can be written in a form which depends only on
quantities which are either previously known or mea-
sured in this experiment, i.e., the applied electric field,
the ratio of peak absorptions, the ratio of the peak values
of the line-shape functions, the transition wavelengths,
and the A coefficient of the 7S&&2 ~6P»2 transition. For
example,

1 }»3l„,dF=1~F —1 allE) 293 g37sl„,k
E p37s I p..k(F = 1~F'=0) 378 g2» I p..),
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possible absorption coefBcient on the weak Stark-induced
transition, it was attempted to maximize both the column
density of the atomic beam and the ability to sustain a
large electric field in the presence of the dense beam. The
following sections will describe in detail the relevant
features of the atomic-beam apparatus (shown in Fig. 2)
and the high-voltage electric-field system used to achieve
this goal. In addition, the optical setup (shown in Fig. 3}
and data collection and processing used for the absorp-
tion measurements will be described.

A. Atomic beam

The oven used to produce the atomic beam was con-
structed from tantalum sheet, fit together in the shape of
a rectangular box with a volume of -500 cm3. The box
was sealed by arc welding in an argon atmosphere. The
oven body was resistively heated with heaters constructed
from coiled tantalum wire held in ceramic tubes and was
surrounded with three layers of shielding to reduce radia-
tive heat loss. The use of high-purity alumina ceramic
was found to be essential to avoid a chemical reaction
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which destroyed the heaters at their points of contact
with the insulators.

The oven exit orifice was a slit 0.6 mm deep, 0.15 mm
high X13 mm long. The slit was cut into the end of a
sealed tube which extended from the oven body. This al-
lowed the slit to be heated separately from the body to
ensure that it was not the coldest part of the oven and did
not clog due to thallium condensation; it was typically
maintained at least 75 C hotter than the body. The slit
tube heater was constructed from a single piece of
molybdenum foil wrapped around a high-purity alumina
tube. The entire tube assembly was covered with four
layers of tantalum foil for radiative heat shielding. The
sheet heater design was chosen to minimize the voltage
on the heater at a given power so as to avoid the possibili-
ty of discharge in the dense thallium vapor just outside
the exit slit.

The oven body was typically maintained at —1100'C,
corresponding to a Tl vapor pressure of -50 Torr. At
this pressure, the beam was beyond the effusive regime
and well into the continuum-flow regime of operation.
Under these conditions, the material output of the oven
was -20 g/h.

Collimation of the atomic beam was necessary to avoid
thallium deposition on the electric-field plates in the
laser —atomic-beam interaction region (see below). How-
ever, the large material output of the oven described here
could quickly clog a collimating slit on which the thalli-
um could condense and solidify. Because of this, a pro-
vision was made to heat the initial collimator (skimmer}
and also to have the dimensions of the holes of the fol-
lowing (cold) collimators substantially larger than that of
the first.

Generally, it is known that the use of a noncondensing
collimator to avoid clogging limits the useful flux from a
continuum-flow beam source [12]. This is believed to be
due to collisions between beam atoms and atoms back-
scattered from the collimator. In the present work, the
collimator was maintained at a temperature somewhat
above the thallium melting temperature (300'C), where
the thallium vapor pressure is low ( & 10 Torr). In this
regime, it was found that a considerable fraction of the
beam flux condensed on the collimator, which reduced
backscattering; at the same time, the liquid condensed
thallium could drain away from the collimating slit
without permanently clogging it.

In the particular geometric arrangement of our beam
and collimator, it was found that the first collimator
remained above the thallium melting temperature with
no power directly applied to the collimator; the absorbed
radiative power from the oven was sufficient. The actual
ambient temperature of the skimmer under running con-
ditions was not measured because thermocouple leads be-
came immediately fouled with thallium condensation. In
this skimmer temperature regime, it was also observed
that the absorption signal was subject to intermittent rap-
id jumps of up to 10% every few tens of seconds; this was
likely due to passage of liquid thallium droplets into or
out of the skimmer slit. In the comparison between ab-
sorption on the two transitions, however, these variations
were canceled; thus no effort was made to remedy this sit-

uation.
The first collimator was constructed from two separate

knife-edged stainless-steel jaws with surfaces at a small
angle to the beam direction (see Fig. 2). This
"skimmer"-type jaw configuration was an attempt to
minimize specular-reflection backscattering. Because of
the rectangular beam geometry, "skimming" collimation
(i.e., with a collimating surface which is knife edged and
at near-grazing angles to the beam) was possible only in
the short (vertical} dimension; the only collimation pro-
vided in the long (horizontal) direction was from the flat
surfaces of the mounting block, which left a horizontal
opening of 25 mm. The jaws themselves were 20 mm
long in the horizontal dimension; the tip separation was 1

mm. Each jaw was hung from ceramic tubes mounted in
holes in a stainless-steel block. The mounting block was
surrounded by a sheet of stainless-steel foil to collect the
thallium emitted from the oven at large angles as well as
that scattered from the skimmer. The foil was shaped in
such a way as to funnel liquid thallium into a collector
cup placed under the skimmer. (The solidified thallium
from the cup was periodically melted into the oven for
reuse).

Following the skimmer, three additional collimators (3
mm high, 30 mm wide; 2 aluminum, 1 Teflon) were in-
stalled in the beam path before the electric-field plates.
These collimators prevented any direct geometrical path
from the open aperture of the skimmer to any part of the
plates. The collimators had flat front surfaces, but were
machined with knife-edged holes in an attempt to limit
scattering. In addition, the ambient temperature of these
collimators was sufficiently low that thallium could both
condense and solidify on them. Nevertheless, the traces
of thallium deposition indicated that some thallium was
scattered at angles of up to —10' after each collimator
surface. This meant that there was still substantial depo-
sition of thallium on the electric-field plates in the in-
teraction region. While this deposition was not suflicient
to noticeably change the spacing between the electric-
field plates, it did eventually lead to high-voltage
discharges between the plates. (These discharges took
the form of a low-current quasi-dc component plus oc-
casional high-current bursts. ) In addition, the first colli-
mator after the skimmer eventually showed substantial
clogging in the vertical (narrow} dimension. For these
reasons, the time of each run was limited to 5 8 h. Fol-
lowing each run, the vacuum system was opened and
thallium was cleaned off the collimators and electric-field
plates.

An atomic-beam chopper was a crucial element of the
absorption measurements. The ability to compare signal
with the atomic beam open to that with it closed has a
number of advantages over a system where the optical
thickness of the absorbing sample cannot be modulated.
Most importantly, nearly all absorption effects unrelated
to the atoms under study are canceled in the ratio of
beam-open to beam-closed signal.

The beam chopper was located between the first two
cold collimators. It was driven via a ferrofluidic rotary
vacuum feedthrough by a stepping motor at 13.5 rps.
The chopper had five vanes.
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The entire beam apparatus was inside a vacuum
chamber pumped by a diffusion pump and a liquid-

nitrogen cold trap. The residual pressure with the oven
at operating temperature was typically —10 Torr; no-
ticeable attenuation of the beam occurred if the chamber
pressure rose above -3X 10 Torr.

B. Lasers and optics

Two lasers were used in the absorption measurements.
The 378-nm light used to measure absorption on the
6P, &2~7S,&2 transition was produced by intracavity
doubling with a LiIO& crystal of the fundamental beam of
a ring dye laser (Coherent CR699-21). The dye laser
operated with LD700 dye and was pumped by -6 W
from the red lines of a Kr+ laser (Coherent Innova 100-
K3). The dye laser operates in a single mode and has ac-
tive frequency stabilization. This provides a nominal
linewidth of 1 MHz in the uv output. Typically, 3-5
mW of 378-nm light were produced. The beam was

linearly polarized.
In order to perform the relative absorption measure-

ments, it was important that the 378-nm beam have very
smail power to avoid optical pumping effects and also
that it have a shape and size which approximated that of
the 293-nm beam. In order to accomplish this, the 378-
nm beam was passed through an iris diaphragm to match
its size to that of the 293-nm beam. After the aperture,
the beam passed through two nearly crossed polarizers
which attenuated the power to 5 nW. After the polar-
izers, the beam passed through a 50-50 beam splitter.
The transmitted beam traveled directly into a photomul-
tiplier tube used for normalization of the laser power,
while the reflected beam traveled on to the interaction re-

gion with the atomic beam.
The 293-nm light used to measured absorption on the

Stark-induced 6P, &z~7P, &2 transition was also pro-
duced by frequency doubling. The fundamental beam at
585 nm was produced by a single-mode, actively stabi-
lized standing-wave dye laser (Coherent CR599-21) using
Rhodamine 66 pumped by -4.5 W (all lines) from an
Ar+ laser (Coherent Innova 70). The 585-nm output
beam, with a typical power of —100 mW and a nominal
linewidth of 1 MHz, was focused with a 7.5-cm focal
1ength lens into a 5-cm-long temperature-tuned ammoni-
um dihydrogen arsenate (ADA) crystal. The 293-nm
beam had typical power -500 nW and a roughly TEMOO

transverse mode structure. The beam was linearly polar-
ized.

The diverging 293-nm beam emerging froxn the crystal
was recollimated and sized with two lenses. After
reflections by a series of mirrors, the beam passed
through a 50-50 beam splitter. One of the resulting two
beams was incident on a photodiode used for normaliza-
tion of the laser power. The other beam, which was used
to measure absorption, passed through a k/2 plate which
could be adjusted to rotate the linear polarization of the
light. The quality of the linear polarization was checked
several times throughout the lifetime of the apparatus by
noting the ratio of maximum to minimum transmission
through a polarizer placed after the A, /2 plate; this ratio

was &7X10
After the A. /2 plate, the 293-nrn beam was reflected

from a dichroic mirror which was used to spatially com-
bine it with the 378-nm beam. The positions, angles, and
sizes of the two beams were matched at this mirror visu-

ally (using a fluorescent card); the beams were roughly
circular in cross section with 2 mm diameter. The over-

lapped beams then passed through a 1-m focal length
fused silica lens. The region of overlap with the atomic
beam was -75 cm from the lens. On the other side of
the vacuum chamber, near the focal point of the lens, a
mirror reflected both beams back through the vacuum
chamber at a small angle to the incident direction. After
the passage of the two beams through the vacuum
chamber, a dichroic mirror separated the two wave-

lengths; the 293-nm beam was reflected into a photo-
diode, while the transmitted 378-nm beam passed into a
photomultiplier tube.

The beams were focused in the interaction region be-

cause of the danger of systematic effects in the relative
absorption measurement due to inhomogeneity in the
atomic beam. The small laser beam sizes help to mitigate
these effects. Because of diffraction, the waist size of the
beams in the interaction region was ~ 0. 1 mm (the actual
sizes were not determined). Assuming that the beam
waist was given by the diffraction-limited minimum, it
was necessary to limit the 378-nm power to P378 (5 nW

in order to ensure that less than 1% of the atomic beam
could be optically pumped to nonabsorbing states. In ad-

dition to maintaining this limit during all data taking, it
was also confirmed that the 378-nm absorption did not
change noticeably when the 378-nm power was increased

by a factor of 10 over the usual level. (Because the line

strength of the 293-nm transition is, for the maximum
available electric field of 100 kV/cm, (3X10 of the
line strength of the 378-nm transition, the corresponding
limit for the 293-nm power was P29& &15pW; the avail-

able power was less than this limit. )

To block out stray light, the input windows of the 378-
nm detecting photomultiplier tubes (PMTs) were covered
with 378-nm interference filters, while the input windows

of the 293-nm-detecting photodiodes were covered with

uv transinitting, visible absorbing colored glass (Hoya
U330). The alignment of the beams relative to the elec-
tric field was set with a series of fixed apertures to within
2'. The alignment of the 293-nm polarization relative to
the electric field was checked via the angular dependence
of the Stark-induced signal (see Sec. III D).

C. Detection electronics and data collection

The 378-nm light beams were detected by PMTs, while
the 293-nm light beams were detected by photodiodes.
The use of different detectors was due to the different
power levels used at the two wavelengths.

The PMTs (EMI 9750QB) used for 378-nm detection
were adjusted to give a gain of -4X 10 . The outputs of
the PMTs were sent to preamplifiers and then to adjust-
able gain dc amplifiers to ensure that the fu11 dynamic
range of the electronics system could be used, thus allow-

ing accurate measurement of large absorptions. The
378-nm transmission and normalization signals will be re-
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St378

beam open
JM378= —ln

St378
(19)

beam closed

The absorption of 293-nm light due to the Stark-
induced 6Pli2~7P, i2 transition was determined from
the relation

1
P293 ioo

Sg293

beam open

S&293

a 293 beam closed

ferred to as St378 and S„378respectively.
The 293-nm light beams were detected by uv-sensitive

photodiodes with built-in preamplifiers (UDT 455UV).
The outputs of the preamplifiers were each sent to adjust-
able gain dc amplifiers; the outputs of the amplifiers (St293
and S„293,defined as for the 378-nm beams} were sent to
averaging and differencing circuits which produced the
output signals

S,2»=[S,29,+S„2»]2,
(18)

d293 [ !293 n293] '

The gain of each channel in the averaging circuit was
determined by feedback resistors to within 0.5%; the gain
of the difFerencing circuit was determined to 0.1% by the
use of a precision instrumentation amplifier (Analog De-
vices AD624C). During data taking, the difFerence signal
tended to drift slowly away from zero; this was believed
to be due primarily to thallium deposition on the vacuum
windows which gave rise to gradually increasing absorp-
tion of the transmitted beam. The gains of each channel
were adjusted every few minutes to rezero the output (see
below). The four signals St37s Sn37s Se293 and Sd293 were
all sent to gated integrators, with gates synchronized to
the atomic-beam chopping wheel (see below). The out-
puts of the gated integrators were digitized by 12-bit
analog-to-digital converters (ADCs} (IBM Data Acquisi-
tion and Control Board). For all channels, the ADC zero
level due to small dc offsets in the electronics chain was
determined by measurements with laser light blocked;
this zero level was subtracted from each of the four digi-
tized signals before storage in the computer.

The data taking was synchronized to the position of
the chopper by using the signals from a digital encoder
attached to the chopper drive shaft. The half-cycle time
of the beam chop was 7.5 ms. A delay of -2.5 ms be-
tween the opening of the beam and the beginning of the
gate pulse to the gated integrator was included to allow
the photodetector preamplifiers (with RC time 500 ps) to
settle to a value within 1% of their dc level. The gate
was then opened for -3 ms. This left -2 ms for the
computer to digitize and store the signals.

The density of the atomic beam was sufficient to pro-
duce several absorption lengths on the 378-nm transition.
Therefore, the absorption coefficient of 378-nm light due
to the 6P»2~7S, i2 transition was determined from the
relation

where the factor of 100 accounts for the gain in the
differencing circuit. The use of this relation requires both
that the beam-dependent 293-nm absorption coefficient
be «1 and that the signal sizes in the transmission and
normalization channels be matched. Defining the quanti-
ties pT, (the atomic beam-dependent absorption
coefficient for 293-nm light} and s (the signal size
mismatch) such that

pT, =——ln
t293

beam open

n293ibeam open

and

t293 i beam closed

Sn293ibeam closed
(22)

it can be shown that the relations of Eqs. (20) and (18)
yield, as desired,

F293 PTl [ 1 +0(s, sPT1,PTl }] (23}

During data taking, s was maintained to be & 5 X 10 3 by
occasional adjustment of the gains of each channel. In
addition, the atomic-beam-dependent absorption pTl was
& 3 X 10 . Thus Eq. (20) determines @293 with negligible
corrections. In addition, the relation of Eq. (20} removes
spurious absorption backgrounds which do not depend
on the presence of the atomic beam, as well as noise due
to fiuctuations in laser power or optics transmission.

D. The high-voltage-electric-field system

(20)
gf(Tefion structure)=5. 39(13) mm .

The high voltage for the intense electric fields needed
for the Stark absorption measurement was supplied by a
precision 50-kV power supply (Spellman RHR-SOP50).
The danger of line broadening due to electric-field insta-
bility led to stringent limits on the time variation of the
high voltage (see Sec. III B). This unit has specified drift
2X10 /h and ripple 2X10 . The voltage was mea-
sured via a high-impedance voltage divider, the readings
from which agreed with the power supply front panel
voltage setting to within 0.5%. This level is taken as the
overall uncertainty in the applied voltage.

The electric field used for the Stark measurements was
formed between two stainless-steel plates (50 mm long
X25 mm wide} bolted to insulating blocks. The spacing
between the field plates (nominally 5 mm) was measured
by inserting a series of precision-ground spacer rods be-
tween the plates.

Originally, the insulating structure was made from
Teflon. However, it was found after several data-taking
runs that, due to the softness of the Teflon, the plate
spacing varied noticeably each time the structure was
disassembled, cleaned, and reassembled (see below).
After this was noticed, the range of variation of the plate
spacing was determined by repeated disassembly and
reassembly of the structure; this led to an assignment of
the plate spacing for the runs taken with the Teflon insu-
lating structure:

(24)
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To alleviate spacing variations, for the final data-taking
run the insulating structure was rebuilt from Delrin,
which is more mechanically stable than TeAon. This
structure had the plate spacing

d(Delrin structure) =4.98(3) mm . (25)

As mentioned before, after -8 h of operation, the
deposition of thallium on the field plates became thick
enough to cause both quasi-dc and transient discharges
between the plates. Because of this, the electric-field
structure was disassembled after each run; the plates
were then cleaned with dilute nitric acid and the struc-
ture reassembled for the next run.

~ data

3

0
2-

G4

0

C

asahktt0
-0.6 -0.4 -0.2 0.0 0.2

Relative 378 nm Laser Light Frequency (GHz)

0.6

III. STARK-INDUCED AMPLITUDES
OF THE 6P1~2 —+7P1]2 TRANSITION

A. Overview of the experimental procedure

The absorption of 293-nm light due to the Stark-
induced 6P, &2~7P, &2 transition was measured as the
laser was scanned through the Tl F= I ~F'= I reso-
nance line. Each scan consisted of 20-30 points separat-
ed in frequency by -40 MHz. At each point, the absorp-
tion was averaged over -200 consecutive beam chop cy-
cles (corresponding to a real time of -3s). This led to a
typical absolute uncertainty in @293 of -5X 10 per fre-
quency point. The scan width covered the entire reso-
nance line shape of a single isotope and hyperfine com-
ponent of the transition and extended far enough into
each wing of the line to determine the presence of any re-
sidual background. A typical scan through the Stark-
induced resonance is shown in Fig. 4.

Two different procedures were used for the normaliza-
tion of the 293-nm absorption signal by the 378-nm ab-
sorption signal. In both procedures, the 378-nm laser
was scanned through resonance prior to each 293-nm
scan. Each 378-nm scan consisted of 100 frequency

1.5

V

1.0-
C0

a 05

0.0
-0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 04

Relative 293 nm Laser Light Frequency (GHz)

FIG. 4. A typical sean through the 293-nm Stark-induced' 'Tl 6P, ~2(F =1)~7P&~2(F'=1) absorption resonance, with
E=80.1 kv/cm, 293-nm laser light polarization a[(E, and Tl
density corresponding to an absorption coefficient on the refer-
ence transition of p378( Tl, F=1~F'=0)=3.5. Each data
point represents the average over 256 consecutive beam chops.

FIG. 5. A typical scan through the 378-nm ' 'Tl
6P&&2(F =1)~7S&&2(F'=0) resonance used to normalize the
Stark-induced absorption. The points show the experimental
data; each point represents the average over 24 consecutive
beam chops. The solid curve shows the result of the deconvolu-
tion of this data set from the Lorentzian line shape due to the
natural width of the transition.

points separated by —10 MHz', at each frequency point,
the absorption was averaged over 24 consecutive beam
chop cycles. A typical 378-nm scan is shown in Fig. 5.

In one normalization procedure ("on-line normaliza-
tion"), the 378-nm scans were used only to check the tun-
ing of the 378-nm frequency. After each 378-nm scan,
the line shape was fitted in order to find the frequency of
the absorption peak and the 378-nm laser was tuned to
this frequency. During the subsequent 293-nm scan, the
ratio A/93(v293)/)Lt37s (peak) was computed for each beam
chop. It was found that when the 378-nm laser was
tuned to the peak of the absorption line, there appeared a
small background in the observed 293-nm absorption.
The cause of the background was not understood. How-
ever, because this background was never more than a few
percent of the peak 293-nm absorption and could be
determined accurately from the far off-resonant points in
the 293-nm scan, it was not a serious limitation. (We
make the reasonable assumption that this background
was not affected by the tuning of the 293-nm light onto
resonance. )

The other normalization procedure ("of-line normali-
zation") was devised to eliminate the background in the
293-nm absorption which appeared when the 378-nm
laser was on resonance. In this procedure, the 378-nm
absorption used to normalize the data from a 293-nrn
scan ~as determined from the average of the peak ab-
sorptions of the 378-nm scans immediately preceding and
following it. During the 293-nm scans, the 378-nm laser
was tuned to a point -500 MHz above line center. This
procedure had the disadvantage that fluctuations in the
atomic-beam density added to the noise in the relative ab-
sorption measurement.

%'ith both normalization procedures, it was possible to
determine the occurrence of a transient discharge in the
high-voltage system directly from the 378-nrn absorption
data. Any change in the electric Geld led to a significant
change in the 378-nm resonance frequency due to the dc
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Stark shift. Such a frequency jump manifested itself as a
large change in the observed 378-nm absorption either
when the laser was tuned on resonance (in which case the
absorption would diminish) or when the laser was tuned
to the high-frequency wing of the line (in which case,
since the dc Stark shift for this transition was negative,
the absorption would increase). Any data point which
showed evidence of a high-voltage instability was not
considered in the subsequent analysis.

g37s (peak )

g393 ( peak }

378
293

(26)

There are, however, corrections to this relationship
due to other contributions to the measured line shapes.
The most important additional contribution to either of
the measured line shapes was that due to the 21.1-MHz
natural linewidth of the 378-nm transition. This contri-
bution was removed by deconvolving the Lorentzian line

shape due to spontaneous emission from the measured
378-nm absorption line shape. Data from a typical scan
through one isotopic component ( Tl) of the
F= I~F'=0 378-nm resonance, along with the results
from the deconvolution of this data, are shown in Fig. 5.
The absolute frequency scale was determined by scanning
over a wider frequency range and observing both isotopic
components of the transition, the separation between
which is known from the isotope and hyperfine structure
of the 6P, &z [13]and 7S,yz [14] states. (See Sec. IU A for
further details. ) The "peak correction factor" C37s,
defined as the ratio of the peak of the deconvolved line

shape to that of the actual line shape, was determined
from the deconvolution of a number of experimental
378-nm absorption profiles to be

gdeeonyolnfed( Pe
C378

g experimental (P

g Doppler only P
1 07( 1 )

( eak)

g experimenral (peak )
(27)

The uncertainty in this value arises primarily from the
fact that any noise in the experimental line shape is
amplified in the deconvoluted line shape [15), but also in-
cludes the uncertainty from possible additional line
broadening of the 378-nrn transition due to the laser
linewidth (nominally 1 MHz) and from possible errors in
the absolute frequency scale calibration.

Broadening of the 293-nm transition due to the natural
linewidth (2.6 MHz) [16,17] and to the laser linewidth
(nominally 2 MHz} was considered and found to give

8. Line-shape considerations

The line shape of each transition (with a full width at
half maximum of -300 MHz for both transitions} was
dominated by Doppler broadening due to the transverse
velocity distribution of the atomic beam. If this were the
only source of linewidth, the peak values of the line-shape
functions g(v —vo) [ see Eq. (11)] for the two transitions
would be simply related by the ratio of the transition
wavelengths

corrections 0.5%. Defining CQ93 in a manner analo-
gous to C378 this implies

C293 = 1.005( 5 ) (28)

Thus we write the ratio of the peak values of the line-
shape functions in Eq. (17) as

g37s(Peak) 378 C39

g393 (peak ) 293 C37s
(29)

In the preceding discussion, it has been assumed that
the Doppler effect is the only source of inhomogeneous
broadening. In the conditions of this experiment, howev-
er, additional inhomogeneous broadening due to the
nonuniformity (spatial or temporal) of the applied electric
field was a serious concern because of the relatively large
dc Stark shifts of the levels studied. At the largest elec-
tric fields used ( —100kVlcm), Eq. (8) shows that devia-
tions in E as small as (5E/E) =3X 10 can in principle
lead to additional broadening which is significant at the
1% level for the -300-MHz-wide 293-nm transition. (In
fact, the slight asymmetry of the 293-nm absorption line
shape shown in Fig. 4 is believed to be due to spatial in-
homogeneity of the electric field; see Sec. III D.) In order
to guard against such systematic effects, measurements of
the relative absorption were performed over a range of
values of the applied electric field and the linearity of the
relative absorption as a function of E was checked.

C. Other systematic efTects

A source of potential systematic errors was the spatial
inhomogeneity of the atomic beam. Such inhomogeneity,
in combination with imperfect spatial matching of the
two laser beams, can cause systematic deviations in the
relative absorption measurements. The homogeneity of
the atomic beam was checked by comparing the peak
378-nm absorption at several different positions of the
378-nm laser beam. Using these data for the beam inho-
mogeneity and assigning a conservative limit for the
range of spatial separation of the two laser beams, the
systematic uncertainty in the relative absorption due to
the efFect was estimated to be &1%. The overlap of the
two laser beams was frequently checked during runs and
occasionally adjusted to correct for small drifts.

Nonlinearity of the detection electronics for the 378-
nm absorption was also a concern because of the large
range of variation of the transmitted 378-nm signal, since
the atomic beam had an optical thickness of several ab-
sorption lengths for this transition under normal running
conditions. In order to minimize any possible effects due
to this, the weakest isotope-hyperfine component of the
378-nm transition (the Tl F=1~F'=0 component}
was used as the reference transition for a11 relative ab-
sorption measurements. In addition, the atomic-beam
density was maintained such that lLi, 378 ( Tl
F=1~F'=0)& 4 (this was close to the maximum achiev-
able optical thickness). In order to verify the linearity of
the system over this dynamic range, the ratio of peak ab-
sorptions of two adjacent isotope components of the 378-
nm transition was recorded over a wide range of beam
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densities up to @378=4 for the largest component. The
measured ratio was always found to be consistent with
the value

p( Tl) 70.5

p( o Tl) 29.5
(30)

expected from the known natural abundance [18]. The
measured value of this ratio, averaged over several data
sets with widely varying beam densities, was 2.41(2) (the
uncertainty was dominated by noise due to fiuctuations in
the beam density over the time of a scan). We use the
standard value of Eq. (30) in our determination of a.

Possible systematic efFects due to angular misalign-
ments in the laser-beam linear polarization (see below)
and laser-beam pointing (see Sec. II B},as well as due to
residual elliptical polarization of the 293 laser (Sec. II B),
were also considered [8]. These eFects were found to give
combined systematic uncertainties of (0.5% in the rela-
tive absorption measurement.

D. Results

Relative absorption data were taken in several
different runs. In the course of each run, several data sets
were taken at difFerent values of the applied high voltage
or the 293-nm linear polarization. Each data set consist-
ed of approxiinately ten consecutive pairs of scans
through the 378-nm resonance (2 3T1; F=1~F'=0) and
the 293-nm resonance (203T1; F= 1~F'= 1).

In one of the runs, one data set was taken at each of
ten values of the 293-nm polarization as the polarization
was varied over a range of 90'. Off-line normalization
was used in this run. The corresponding data are shown
in Fig. 6. From Eq. (16), the expected dependence of the
293-nm absorption on the angle 8 between the 293-nm
polarization s and the electric field E is given by

@293(F=1~F'=1)~3a cos 8+2P sin 8 . (31)

The data were therefore fitted to a function of the form

M(8&/2) = A [cos 2(82/2 —q)+R sin 2(82/2 —y)],
where 0&/2 is the angle of the A, /2 plate relative to an ar-

bitrary angular position on its rotary mount. The results
of this fit determined the angle y (i.e., the angle between
the reference position on the A, /2 plate mount and posi-
tion of this mount corresponding to allE} to within 2'. In
addition, from the fitted parameter R =0.48(3) and Eq.
(31), the ratio Ip/al is found to be

' 1/2

Ip/~l = =0.85(3} .
3R
2

(33)

Here d is the separation between the electric field plates,
V is the applied voltage to the plates, and
a( Tl)/a( 0 Tl) is the ratio of isotopic abundances.

In each run, a number of data sets were taken at vari-
ous values of the applied electric field. The quantity Q
defined by Q—:[@293(peak)/p37s(peak)] was plotted as a
function of E =( V/d ) for each run to check for lineari-
ty. Two such plots are shown in Fig. 7, where the error
bars are determined from the statistical deviation in

f293(peak ) /p 37s( peak ) (typically - 1% for the largest
values of E) combined in quadrature with the uncertainty
due to imperfect laser beam overlap (1%). As can be seen
from Eq. (34), Q should be a linear function of E .

Once the angular alignment of the 293-nm polarization
was determined, four separate runs were taken to deter-
mine the value of a to high precision. In runs 1 —3, the
ofF-line normalization method was used and the electric-
field plates were held in the TeQon assembly. In run 4,
the on-line normalization method was used and the
electric-field plates were held in the Delrin assembly.

The value of a was determined from the relation of
Eq. (17), modified to take into account the relationship of
line-shape function peak values given in Eq. (29) and also
to take into account the use of the less abundant isotope

Tl for the 378-nm absorption:

293 9293 I Pe.k(F = 1~F' = 1;&IIE;"'Tl} d '
~378 p37sI„„(F=1~F'=0;"'Tl}

a( Tl) h
205 4 ~6P 7S A (7S1/2 ~6P1/2 }

a( Tl) 1927r

(34)

3.5

3.0—
8

2.5

c 2.0-
O

o 1.5
C)

1.0

gg 0.5

C
~a Q 6ed

5

S3 9
0 C4

Run 4
Run 2

Fit to Run 4

Fit to Run 2

0.0
40

I

50
I

60 70 80

Waveplate Setting ~ (Degrees)

100 0
0

I

2000
I

4000 6000

E2 (kv/Cm)2

8000
I

10000

FIG. 6. Dependence of the Stark-induced absorption on the
orientation of the A, /2 plate used to set the linear polarization of
the 293-nm laser light. The curve is a 6t to the expected depen-
dence given by Eqs. (31) and (32).

FIG. 7. Plot of ratio of peak absorptions
@pc}3(peak)/p3»(peak) vs the square of the applied electric Seld.
Data from two runs are shown, as well as the least-squares fit to
the data from each run.
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=7.58(14)X 10 '" (V/cm) (35)

Finally, the value of ~a~ was extracted from Eqs. (27),
(28), (30), (34), and (35), yielding

~a~ =2.01(4)X 10 ps/(V/cm), (36)

where the uncertainty is determined by adding in

8.5

8.0

Weighted Average =
7.58(14)

E

7.5
CY

7.0

6.5

Run Number

FICx. 8. Values of the quantity Q „(i.e.,
[@393(peak)/@373(peak)]/E, averaged over an entire run) for
the four runs used to determine the value of a.

Therefore, any systematic deviation from linearity of Q as
a function of E would indicate a systematic effect such
as that due to an electric-field dependent component of
the inhomogeneous broadening (see Sec. III B). Despite
the noticeable (but relatively small) asymmetry in the
293-nm line shape at the highest values of the electric
field (see Fig. 4), no such systematic variation was ob-
served in the data from any of the runs at the level of
&0.5%. This implies that the observed line-shape asym-
metry affected only the wings of the line and not the cen-
tral region where the peak absorption is measured. This
can be interpreted as evidence that the line-shape asym-
metry was due to a small spatial inhomogeneity of the
electric field near the edges of the atomic beam, where
the transverse velocity is large and there is little contribu-
tion to the peak value of the line shape. This interpreta-
tion is consistent with expectations based on a calculation
of the spatial variation of the electric field. (This calcula-
tion used an overrelaxation method solution to the La-
place equation [15].)

Because of the absence of systematic effects in the ratio
of peak absorptions due to electric-field-induced inhomo-
geneous broadening, the values of the E-field-independent
quantity Q'= Q/E fr—om all data sets in each run could
be averaged to form the quantity Q,'„„.The uncertainty
in each value of Q,'„„wasassigned to be the quadrature
sum of the statistical uncertainty determined from the
variation of Q' within the run (typically (0.5%) and the
systematic uncertainty due to the electric-field plate spac-
ing. For all runs, the uncertainty in Q,'„„wasdominated

by the latter. The quantity Q,'„„wasdetermined from a
weighted average of the four values of Q,'„„(seeFig. 8}:

)M293( peak ) d
)M»s(peak) y'

quadrature the uncertainties due to Q,',~& (1.8%), C37s
(1%), C293 (0.5%), the voltage calibration (0.5%), and

A(7S)/2~6P~/2 }(2.6%}. The sign of a will be discussed
below.

E. Discussion

The results obtained in this experiment differ
significantly from those obtained in this laboratory using
a similar technique. In Ref. [6], it was reported that
a=1.31(6)X 10 pz/(V/cm). Because of this
discrepancy, it seem worthwhile to speculate on possible
systematic errors which may not have been considered in
the analysis of that experiment. In order to do this, let us
review briefly the methods of the previous measurement.

In Ref. [6], absorption due to the Stark-induced transi-
tion was measured using 293-nm laser light produced by
frequency doubling of a cw-seeded pulsed laser amplifier
system [19]. The ratio of transmitted intensity to in-
cident intensity was measured at two frequency points:
one on resonance and one 8 0Hz off resonance. In addi-
tion, at each frequency point, this ratio was measured
both with and without an applied electric field (E=1700
V/cm). The measurements off resonance were considered
necessary because of the presence of an electric-field
dependent background. (This background was seen in
the fluorescence accompanying the decay of the excited
7P, /2 state. ) The linear dependence of the absorption on
E was verified.

The density of thallium in the vapor cell used as the
absorption sample (n =10' cm ) was determined by
measuring the absorption of 535-nm light (produced with
a cw dye laser) tuned to the 6P3/2 ~7S, /2 E I transition,
in combination with a determination of the cell tempera-
ture (to determine the thermal population of 6P3/p rela-
tive to 6P, /z) and cell length. For both transitions, the
line shape was assumed to be due entirely to Doppler
broadening. Using this line-shape model, a was extracted
from the measured 293-nm absorption and the density, in
combination with the known length of the electric-field
plates.

We have considered many possible sources of systemat-
ic error not explicitly discussed in Ref. [6] and have re-
jected most of them as either inconsistent with the data
reported there or insufficient to explain the discrepancy
between the result reported there and our measurement.
For instance, etalon effects in the optics which can in
principle mimic a small absorption should be canceled by
the comparison of E-on to E-off absorption both on and
off resonance. Effects due to space-charge shielding of
the applied electric field (which can arise from photoelec-
tric emission from the field plates or from photoioniza-
tion of Tl} should cause a deviation from the observed
linear dependence of the 293-nm absorption on E . Ab-
sorption from the excited 7P&/2 state (inducing transi-
tions to the continuum), which would lead to an E
dependence of the 293-nm absorption, is expected under
the conditions of Ref. [6] to be small [8]; moreover, this
would lead to an anornalously large apparent value of a
rather than the anomalously small value reported.

One potentially serious systematic effect not considered
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in the analysis of Ref. [6] seems to us plausible as an ex-
planation of the difference between the results reported
there and our results. This effect is related to the full
spectral profile of the pulsed 293-nm laser light used in
Ref. [6]. There it was assumed that this light was con-
tained in a bandwidth of -200 MHz, which was con-
sidered negligible compared to the Doppler width of
—1.6 GHz. However, it has been noted on several oc-
casions in recent work in this laboratory [20] that the
visible output of the pulsed laser amplifier system (i.e.,
the output before doubling) has, in addition to the nomi-
nal spectral width, a large spectral pedestal with width
-30 GHz. In fact, the integrated intensity outside the
narrow spectral peak of the pulse can account for —

—,
' of

the total intensity. Although the fraction of the intensity
in this pedestal may be affected by the frequency-
doubling process, it is plausible that the 293-nm light re-
tains a similar spectral profile, since the laser intensities
used were more than sufBcient to saturate the doubling
efficiency of the deuterated potassium dihydrogen phos-
phate (KD'P) crystal used. Obviously, if a large part of
the spectral intensity of the light is outside the Doppler
width of the transition, the observed absorption will be
diminished; this would lead to an anomalously small ap-
parent value of a.

The systematic effect just described should not, howev-
er, affect a measurement of the ratio ~P/a~ since the spec-
tral width of the 293-nm light enters with the same mul-
plicative factor in the measurement of each Stark-
induced amplitude separately. The ratio ~P/a~ was ob-
tained in Ref. [6] both by the absorption technique and

by measuring fluorescence resulting from excitation of
the Stark-induced transition; in both cases, the appropri-
ate signal was compared for the 293-nm light polarization
a~~E and for aj.E. These techniques gave results con-
sistent with each other [~P/a~ =0.83(8) from absorption
and ~P/a~=0. 83(l) from fiuorescence], with the results
reported here [Eq. (33)], and with an earlier result [3].
For these reasons, it is believed that the measurement of
~P/a ~

reported in Ref. [6] (in particular, the more precise
fluorescence measurement, which would not suffer from
the systematic effect described above) is valid.

Let us now return to the results of the present work.
The final result of Eq. (36) for ~a~ is in agreement with
the theoretical prediction [4] for a [Eq. (4)], up to the
sign ambiguity. We therefore assume that the theoretical
sign is also correct and find

a=2.01(4)X 10 p~/(V/cm) . (37a)

Using the result from Ref. [6] that the ratio
~p/a~ =0.83(1) (which is in agreement with both theory
and the results obtained in this experiment, but more pre-
cise than either) and also the value of the sign of P/a
from Ref. [3] (also in agreement with theory}, the value of
P is determined to be

P=1.67(4)X10 pii/(V/cm) . (37b)

These results for a and P lead to a reinterpretation of the
data from previous experiments which measured the ra-
tios M/a [3] and Im(6&/P) [2], where M is the Ml am-

plitude and 6z is the parity nonconserving E1 amplitude

of the 6P, &2~7P»2 transition. The new measurements
lead to the revised values

M= —2.07(21)X 10 p~,
Im(A'~) = —2. 89(55) X 10 p~ .

Both revised values are in reasonable agreement with
theoretical predictions [4,21 —23].

Finally, we would like to point out the general power
of this technique for measuring weak transition ampli-
tudes (including, e.g. , the analogous Stark-induced ampli-
tudes in Cs) to very high precision. The largest uncer-
tainties arising from our experimental technique could
clearly be reduced considerably with some effort. In par-
ticular, we note that (i) the statistical uncertainty could
be reduced by using a higher-power laser beam for the
weak transition, (ii} the uncertainty due to mismatch of
the two laser-beam positions could be reduced by using

array detectors to image each beam, (iii) the uncertainty
due to line-shape corrections could be reduced by careful
laser frequency calibration on the scale of the absorption
line profile, and (iv) the uncertainty due to field plate
spacing and voltage calibration could be reduced by care-
ful construction. Because the largest single contribution
to our final uncertainty arises from the uncertainty in the
A coefficient for the reference 6P»z~7S&&z transition,
we did not pursue these improvements. However, for
many elements (in particular Cs} [24], the A coefficient
for the principal resonance line is known to much better
than 1%. Thus this source of uncertainty would be
greatly reduced by using such reference transitions.

IV. dc STARK SHIFI'S

A. The 6P)/2 ~7S)/2 transition

In order to measure the dc Stark shift of the
6P

~ /2 ~7S
& y2 transition, the absorption of the 378-nm

laser was recorded as the laser was scanned through both
isotope components of the F=1~F'=1 transition at
different values of the applied electric field. (This
hyperfine component was selected because it gives the
maximum absorption and thus allows running at lower
than usual Tl fluxes to minimize discharges in the high-

voltage system. ) The peak frequencies were determined

by fitting the measured line shapes to Gaussians. Two
typical scans and fits at different E fields are shown in

Fig. 9. The absolute frequency scale was determined by
comparison of the observed separation between isotopic
components to the separation expected from previous
precise determinations of isotope shifts and hyperfine
constants for the 6P, &2 and 7S,&2 states [13,14]. The ap-

parent isotope peak separation was observed to vary by
S 1% between scans at different values of E (i.e., with the
peaks shifted significantly within the scan range); we take
this as evidence that the absolute frequency calibration is
determined to within 1%, including possible scan non-

linearities.
A graph of the position of the fitted peak frequencies

vs E is shown in Fig. 10. The graph shows the expected
linear dependence. From the slope of this line, the dc
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FIG. 9. Scans through the 378-nm 6P1&2(F=1)
—+7S (F'=1) resonances used to determine the dc Stark shift.1/2

203The two peaks in each scan corespond to the two isotopes Tl
and 'Tl. Each data point represents the average over 24 con-
secutive beam chops. The solid lines represent a fit to the data,
where for simplicity the line shape for each isotope is represent-
ed by a Gaussian.

FIG. 11. Typical scans through the two-photon

6P1/2 ~7P1/'2 transition used to determine the dc Stark shift.
Each data point represents the average over four consecutive
laser pulses. The two peaks in each scan are the two isotopic
components ( Tl and Tl) of the F=1~F'=1 transition.
The solid lines represent a fit to the data, where for simplicity
the line shape for each isotope is represented by a Gaussian.

Stark shift is extracted:

dv(6P&&2~7S&&2)= —112(6) kHz/(KV/cm)2, (39)

where the uncertainty is dominated by the uncertainty in
the electric field calibration of 2.5% (the data were taken
with the Tefion electric-field plate assembly). This result
is in reasonable agreement both with a previous deter-
mination [25]

d,v(6P, && ~7S,~2 )= —96(10) kHz/(KV/cm)2 (40)

and with the prediction from semiempirical theory [Eqs.
(7) and (9)]

dvthe, ~(6P, ~2 ~7S,~2 )= —104(30)kHz/(kV/cm)

(41)

B. The 6P1]2~7P1]2 transidon

The long integration times needed to achieve a reason-
able signal-to-noise ratio in the absorption signal on the

Stark-induced transition hampered the measurement of
the 6P»2~7P, &2 transition Stark shift because of laser
frequency instabilities. To avoid this difficulty, this shift
was measured by observing the transition with a different
technique, which gave an improved signal-to noise ratio.

For this measurement, a cw-seeded pulse-pumped laser
amplifier [19]produced 585-nm light, which was used to
excite the twa-phaton 6P, &2 ~7P»2 transition. The out-
put pulses had ~-5 ns and contained a large intensity
component with a bandwidth of -150 MHz; a pulse en-

ergy af -10 mJ was used. Absorption of a third photan
from the same laser beam led to photoionization of the
7P&&& state. The charge induced on the field plates in the
electric-field assembly was converted to a voltage signal
by a charge-sensitive preamplifier (Tennelec TC174).

The dc Stark shift was measured by scanning across
the two isotopic components of the F=1~F'=1 transi-
tion at various values of the electric field up to -100
kV/cm. At each frequency point, the signal was aver-
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FIG. 10. Graph of the relative frequency shift of the fitted
resonance peaks of the 378-nm 6P1/2~7S1/2 transition vs E .
The uncertainty in the fitted slope is statistical and does not in-
clude the 2.5% uncertainty in the electric field calibration (see
text).
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FIG. 12. Graph of the frequency shift of the 6P&/2~7P&/2
E2transition (relative to points taken at E=1.77 kV/cm) vs E .

The uncertainty in the fitted slope is statistical and does not in-

clude the 2.5% uncertainty in the electric-field calibration (see
text).
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aged over four laser pulses. Two typical scans at different
values of electric field, along with the fitted curves used to
determine the peak frequencies, are shown in Fig. 11.

The absolute frequency scale was determined to within
1% by comparison of the observed separation between
isotopic components to the separation expected from pre-
vious precise determinations of hyperfine constants and
isotope shifts for the 6P, &z and 7P, &2 states [13,26]. A
graph of the position of the fitted transition peaks vs E
is shown in Fig. 12. From the slope of the fitted line, the
dc Stark shift is extracted:

hv(6P, &2~7P&zz)= —618(31) kHZ/(kV/cm)z, (42)

where the quoted uncertainty is again dominated by the
uncertainty in the electric-field calibration. The predic-
tion from semiempirical theory [Eqs. (7) and (8)] is

V. CONCLUSION

An intense atomic beam of thallium in the presence of
a strong electric field has been used as an absorption sam-

ple to measure the Stark-induced amplitudes a and P for
the 6P, && ~7P»z transition in atomic thallium and also

to determine the dc Stark shifts of the 6P, &2 ~7P, z2 and

6P, &2~7S,&2 transitions. These measurements serve as

tests of complex calculations involving thallium wave
functions. In all cases, the agreement between experi-
ment and semiempirical theory is excellent. In the case
of the Stark-induced amplitudes a and P, this measure-
ment resolves a previous discrepancy between experiment
and theory. In addition, the newly measured values of a
and P lead to a reinterpretation of previous Stark-
interference measurements of both the parity nonconserv-

ing amplitude and the M1 amplitude of the
6P ) ~2 ~7P &/z transition.
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