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A harmonic oscillator interacting with the electromagnetic field in the vicinity of the planar
dielectric-vacuum interface has been analyzed. The electromagnetic field is described in terms of
Carniglia-Mandel modes (triple-wave modes) which take into account proper boundary conditions at the
interface. Exact resolvent functions, which determine the solution of the initial-value problem for the
oscillator and the electromagnetic field, have been obtained. These functions give frequency shifts and
decay times for oscillator excitations. In most cases, when the oscillator approaches the interface, its ex-
citation decay time decreases. Radiative frequency shifts have been calculated and interpreted in terms
of the coupling with the Carniglia-Mandel photons. Outgoing photons, i.e., photons characterized by
the outgoing waves and the outgoing wave vectors, have been used for a description of angular radiation
intensity patterns. Some results for the radiative damping and the radiation angular distribution are
equivalent to the classical ones, however, they get a new quantum interpretation.

PACS number(s): 42.50.—p, 32.80.—t, 12.20.Ds

I. INTRODUCTION

There is much current interest in modifications of
atomic radiative processes due to changes of the environ-
ment. Originally, effects such as spontaneous emission,
radiative decay, and radiative frequency shifts were con-
sidered in the empty space with corresponding structure
of the free electromagnetic field. Various optical ele-
ments, e.g., mirrors, resonators, or simply optically active
media, cause changes in the properties of the free elec-
tromagnetic field. The modifications of the free field
affect all atomic radiative processes.

Historically, the first radiation emission problem in
which the environment played a crucial role was ana-
lyzed by Sommerfeld, who studied the emission and wave
propagation of radio wave antennas [1,2]. Dielectric and
conductive properties of the Earth surface were crucial
for his study. Investigating various dipole antennas,
Sommerfeld described the field emitted by those antennas
and gave formulas for energy losses (radiative damping
constant of the oscillating dipole); in fact, he found the
Green function for the Helmholtz wave equation such
that the continuity conditions on the boundary plane be-
tween air and Earth were automatically fulfilled. The
problem of asymptotic properties of Sommerfeld’s solu-
tion has attracted a lot of attention in the past few de-
cades [3,4].

Similar modifications of radiative properties due to
changes of the environment, resulting in modifications of
the free electromagnetic field, were expected for micro-
scopic atomic sources. In 1946 Purcell [S] pointed out
that the spontaneous emission rate should increase
significantly when the radiation is held in a lossy resonant
LC circuit. This circuit plays the role of a resonant cavi-
ty in current optical experiments. With recent technolog-
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ical progress a construction of microscopic resonant cavi-
ties and waveguides has become feasible. In these struc-
tures the atomic radiative decay as well as the frequency
shifts can be measured. Excited atoms can exhibit either
enhanced or suppressed radiative decay. Interaction of
atoms with the electromagnetic field inside optical reso-
nators and optical waveguides ia subject of the so called
cavity quantum electrodynamics (CQED) [6].

The first experiment in the optical region in which
atomic radiative processes have been modified by the en-
vironment was done by Drexhage (and co-workers) in
1968 [7-9] who measured the lifetime and frequency shift
of some molecules near a metallic surface. Apart from
the increase of frequency by several orders of magnitude
these systems resemble very much those investigated
originally by Sommerfeld. Not surprisingly, Drexhage’s
results on the decay rate were theoretically explained by
Morawitz [10], Morawitz and Philpott [11], and Chance,
Prock, and Silbey [12] using the classical Sommerfeld ap-
proach.

Analyses of the frequency shift of atoms in the vicinity
of dielectrics and imperfect conductors have also been
presented (for small values of the distance from the con-
ducting medium) by Chance and co-workers [13] (see Ref.
[14] for more references). Recently, this type of frequen-
cy shift in a micrometer-sized cavity has been measured
by Sandoghar et al. [15].

The above investigations were based mainly on classi-
cal electrodynamics. In the present paper we want to dis-
cuss a similar system, an atom modeled by a harmonic os-
cillator, placed in the vicinity of a planar boundary of a
dielectric occupying the half space. Our discussion is
based on the quantum electrodynamical approach.

The quantum approaches were also applied in previous
analyses of similar systems. Particular problems have
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been treated in [16—-26]. These papers cover, within some
approximations, various aspects of the interaction of
atoms with the electromagnetic field in different environ-
ments, e.g., spontaneous emission rates and frequency
shifts [19,20].

Modifications of atomic processes occur also for atoms
immersed inside a homogeneous dielectric. Glauber and
Lewenstein [27] presented a general scheme of quantiza-
tion of the electromagnetic field in a linear and non-
dispersive dielectric medium. They also obtained the
spontaneous emission rate of an atom embedded in an
infinite uniform dielectric, taking into account local field
effects. Corresponding expressions for the decay rate
were independently derived and checked experimentally
by Yablonovich et al. [28].

The relative simplicity of a harmonic oscillator in-
teracting with the electromagnetic field corresponding to
the imposed environment configuration permits an al-
most exact solution of its quantum dynamics. The pro-
cedure leading to this solution illustrates the detailed
structure of coupling between electromagnetic field
modes and sources. This may help in treating more com-
plicated systems, e.g., dielectric resonators and
waveguides.

Our approach follows the works [29,30] on harmonic
oscillators interacting with an electromagnetic field in
vacuum. However, we have to modify the description of
the free electromagnetic field according to the imple-
mented structure of space. In our case the half space is
occupied by transparent dielectric with a planar bound-
ary while the second half space is empty. The oscillator
can be located either in the vacuum side or inside the
dielectric.

Very useful in the description of the interaction of radi-
ating systems with the electromagnetic field and a dielec-
tric half space with a planar boundary was construction
of a mode decomposition of the field given by Carniglia
and Mandel (CM modes) [34]. Their modes automatical-
ly take into account the boundary conditions. The modes
are orthonormal and, as has been proved in [35], form a
complete set. The CM modes and the corresponding
photons that can be connected with these modes are the
key ingredient of our analysis.

One of the important properties of radiation emission
near the dielectric interface is its directional intensity
characteristics. For Sommerfeld and many of his fol-
lowers the knowledge of the radiation patterns had very
important and practical applications in the construction
of efficient directional antennas. For atomic micro-
sources the angular intensity distributions were described
and experimentally investigated in [31]. It was theoreti-
cally predicted and experimentally observed that for a
source near the dielectric boundary much of the radiation
is emitted into the dielectric at angles around the critical
angle for a total internal reflection. Similar properties are
stated in [32].

Previous discussions of directional properties of the
spontaneous emission of atoms were given almost ex-
clusively in terms of the classical electrodynamics. In our
paper we want to discuss a directional emission pattern in
the framework of quantum electrodynamics and the
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modes and photons introduced by Carniglia and Mandel.
There was some ambiguity about how these CM photons,
associated with triple waves (incoming, reflected, and
transmitted), can determine the emission directional
characteristics. An attempt [27] to apply those photons
to the description of a transition radiation, emitted when
an electron crosses the boundary between two dielectrics,
is not correct. The quantum interference effect between
two paths, corresponding to two kinds of CM photon
emission, was overlooked [33]. The above difficulties can
be avoided if one introduces, equivalent to the CM
modes, the set of modes which are parametrized by the
outgoing waves. The original Carniglia-Mandel modes
are parametrized by the incoming waves.

Although the exact dynamics of the system composed
of a harmonic oscillator coupled to an electromagnetic
field is found in this paper, our description of the radia-
tion intensity pattern will be based on a standard pertur-
bation theory approach. Thus we will not be able to de-
scribe temporal and spectral characteristics of the emit-
ted radiation. However, a photonic interpretation of the
angular intensity pattern will be simpler.

While our discussion solves a harmonic oscillator prob-
lem, i.e., the problem of the simplest possible radiation
source, not all results derived here may be valid for real
atoms which are basically nonlinear objects with a com-
plex structure of energy levels and resonances. Neverthe-
less, we may expect that our discussion provides a useful
qualitative insight into the modifications of atomic radia-
tive processes by environmental changes and related
changes of the free electromagnetic field. We may expect
quantitative validity of our results in situations when a
system of real atoms is well approximated by harmonic
oscillators. Generally that occurs for weakly excited sys-
tems. Besides, a harmonic oscillator model is adequate
for the description of nonrelativistic electrons in a static
uniform magnetic field. Their interaction with the elec-
tromagnetic field in the free space given in [36] can be ex-
tended, using our approach, to more complex situations,
e.g., electrons inside semiconductors, close to a boundary,
in uniform magnetic field. This application of our ap-
proach will be addressed in future work.

The rest of the paper is organized as follows. In Sec. II
we formulate and solve equations describing the dynam-
ics of a system composed of an oscillator and electromag-
netic field. The oscillator can be located either outside or
inside the dielectric half space. The resolvent functions
contain information on radiative decay lifetimes and radi-
ative frequency shifts. In a particular case, i.e., when the
oscillator is placed outside the dielectric, the computed
decay time agrees with that previously derived by Som-
merfeld and Morawitz by different methods. The decay
time of an oscillator located in a dielectric and far from
the interface agrees with the decay time derived in [28,27]
for an atom embedded in a dielectric. In Sec. III we dis-
cuss the angular intensity distribution of the oscillator’s
radiation. Section IV contains some concluding remarks.
In Appendix A 1 we recall the Carniglia-Mandel modes
following their definitions given in [34], while in Appen-
dix A2 we define an equivalent set of outgoing modes,
useful in discussions of the directional emission pattern.
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II. DYNAMICS
OF CHARGED HARMONIC OSCILLATOR
NEAR THE DIELECTRIC-VACUUM INTERFACE

Let us consider a harmonic oscillator, located at a
point ry=(0,0,h) near the dielectric-vacuum interface.
An ideal, homogeneous, lossless, and nondispersive
dielectric, with the refraction index n, is occupying the
left half space, Fig. 1. The oscillator is composed of a
charge e, having a mass m, bound to a fixed center by the
elastic force. We are interested in the charge dynamics
due to its interaction with the electromagnetic field. We
will use the dipole approximation and choose a system of
units with i=c=1.

The Hamiltonian of the system, written
Coulomb gauge, div(e A)=0, is

in the

H=-1[p—en Alrg) P+ imodx+ V2, (x)+He , (1)

2m

where the free field Hamiltonian, expressed in terms of
the V and D photons described in Appendix A, is

1 vV Vv
Hp= d;K Kag'.a
F (277_)3 S=2L2 sz <0 3 K,s%K,s
+ X d kKak Sak s (2)
3>
and V,, is the instantaneous electrostatic dipole-

dielectric interaction necessary in the Coulomb gauge. It
is equal to

Ve (x)=imx"-D, 3)
where
2 2
N e 1 n"—1g
D,=— \4 4)
e 4megm (2h)3 n2+1 °
if the oscillator is placed in the vacuum (4 >0) and
. 2,2 21 .
o P I K A— s L9, 5)
dre,mn® (2|h]) +1
dipole
didectric z
vacuum

FIG. 1. Oscillator near dielectric-vacuum interface. The os-
cillator in a dielectric is placed in a microscopic spherical vacu-
um hole.
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if it is located in the dielectric (A <0). The matrix flo is
1 00
Vo=1010

0 0 2]

(6)

The factor parameter 7 is supposed to imitate local near
field effects in the dielectric, similar to those included in
the derivation of the Clausius-Mossotti law. It indicates
a distinction between the macroscopic mean field in the
dielectric and the microscopic field which actually cou-
ples to the dipole. The 7 factor can be obtained in a
model in which the radiating atom is placed in the center
of a small spherical hole inside the dielectric. In this case
3n?
e (

L 7
The electron displacement from its equilibrium position
is x and its canonical momentum is p. The vector poten-
tial taken at the position of the center of the oscillator is
basically given by Eq. (A8) of Appendix A. However,
high-frequency cutoff functions g,(K) replacing 1/VK
have to be introduced to make the model finite within the
dipole approximation. Similarly as in [29] the following
cutoff form factor is used:

1 Q,

The index n indicates a distinction in the frequency cutoff
function for an oscillator placed in the vacuum and one
placed in the dielectric. The cutoff form factor tempers
the waves violating the dipole approximation. As the
waves of a given frequency are shorter in the dielectric,
the corresponding cutoff frequency (2, should be re-
duced. It seems reasonable to take Q,=Q,,./n. In such
a case there is only one cutoff function when it is ex-
pressed in terms of the length of the wave vector.

The dynamics of the system, i.e., the oscillator and the
field, is determined by the Heisenberg equations of
motion for the complete set of dynamical variables. This
complete set includes the electron position and velocity x,

=(1/m)[p—en Al(ry)], and the photon creation and an-
mhllatlon operators a,‘é s aKV o al? o aI . The equations
of motion are

g.(K)= (8)

Ex v, %)
d 1
E;v—~w5x—;V %(x +—1LEl(r0 , (10)
d p D
—ay,=—iKa,—en __g (K)Wv-6¢2(ry) , (11)
ar k. K \/60 ks To
d _ip
—a S—zKa S—en —g(K)v-6p +(1g) (12)
d
—ay ,=—iKay ,— ._g(K)v-é"VS(r), (13)
dt K K, \/60 K,s'70
ia*V =iKal —en—=g(KWv-6¥ ,(r,) , (14)
K,s K,s K,s'\'0
dt € ’

where
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1
El(l'o)=(—2m 2 [fk3>0d3ng(K)[GESGBS(I())"'G 6; (ro)]
0 s=12
+ [ dKKg(K)lag 6% i(ro)+af 6% (xo)] | - (15)
3

These equations are valid either when the oscillator is placed in the vacuum

(p=1), or in the dielectric (p#*1). The

most effective method to solve this set of equations is the Laplace transform method, f(z)= f o e “f(t)dt. Solving

Egs. (11)-(14), e.g.,

aBs(z)= aES(O)—en

z+iK

€9

—g(K)¥(z)-6£2(ry)

(16)

one can eliminate the field variables from the equation of motion of the charge. Afterwards one gets

H(z)-9(z)=F(x(0),v(0),z)+A 4,4(0,2) ,

(17)

where the right hand side terms include the initial data for the oscillating electron (the first one) and the field (the

second). To shorten the formulas we intradnce the wave vectors k> =k and kY=K,
F(x(0),v(0),z)=(—D, —w?)-x(0)+2zv(0) , (18)
7,(1p) &* (r,)
Aq(0,z)=—FZ1 3 J __+ o)Xl O |
e1d(0,2) Grrmy/e szm;{)yfd K'Kg(K) |as (0—=——+a 3 (00— (19)

The integration over kP extends to kD >0 only, while the integration over kY extends to kY <0. The resolvent matrix

function is given by the following expression:

~ 2,2
H(z)=z>+w}+D, +222——
(2m)y’mey s=1,202v,p

Important properties of the system dynamics, its damp-
ing and radiative frequency shifts, are described by this
resolvent. For the selected modes of the electromagnetic
(EM) field, 62,(r) and &y (r), some structure of the
coupling between the dipole and the field can be found.
The picture is somehow different depending on whether
the oscillator is placed in the vacuum or in the dielectric,
so we will draw them separately. The resolvent function
H(z) is expressed with the help of a three-dimensional in-
tegral over the wave vectors k or K parametrizing the
field modes. The integration over only two variables: the
cylindrical angle ¢ and the length of the wave vector, can
be effectively performed. Thus the resolvent function can
be expressed via a one-dimensional integral over the az-
imuthal angles ® or 6.

A. Oscillator in vacuum

Introducing the explicit form of the field modes into
the dyads &, (rg)62/ (ry) we find terms that are in-
dependent of the position of the oscillator ry. For the os-
cillator placed in the vacuum these terms are the prod-
ucts of the incident components and the products of the
reflected components of the V mode, Egs. (A1) and (A2),
and all the propagating D modes. All these terms com-
bine together with the free oscillation part of H(z),
(z24+w}), to give the resolvent function of the oscillator
interacting with the electromagnetic field in the free
space, Hy(z), which was calculated and discussed in [29].

S [4, k’ng(K)

J (1‘0)6 (ro)
2+K2

(20

r

Position dependent terms arise from the products of the
incident-reflected parts of the V modes and the evanes-
cent waves of the D modes. The product of the incident-
reflected components takes the form of a standing wave
and coupling to the &Y% mode is proportional to
cos(2Kh cos®). The coupling to 6P modes is propor-
tional to _the exponentially decreasing factor
exp(—2KhV'n%in’0—1). The complex independent
variable z of the Laplace transform appears only in terms
involving integrations over the length of K or k. An ex-
pansion

K? o1
K*+z? K*+22
appears useful. All integrations involving the first term,
i.e., “1,” can be performed analytically. The correspond-
ing term is denoted as Lin Eq. (21). The contributions of
the second term can be integrated over the angle ¢ and
the wave vector length X (or k) only. However, the K in-
tegration for the evanescent wave leads to special func-

tions given in Appendix C. Finally, the resolvent func-
tion H(z) can be written in a form

H=H,+D,+L+W+0, @1

where the free-space resolvent function

2 2
1+2_¢ @

Ho(z)= 3 4megm z+Q ”I ’ 22)

a)<2,+zz
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where T is a unit matrix, the electrostatic part ﬁe is given
by Eq. (4), the evanescent D modes and a grazing angle
of the V-mode contribution:

) ) 1 n? 0 0
S e 2 n-— 2
L= — 0
47reomz 4h (n241)>? " 0 ’
0 0 2(1+2n°)
(23)
the V mode contribution:
N — 1 e : 37 : 2hz cos®
W=—— z f d® sin®e
2 4meym /2
fov,1ﬁ1+Rv,2ﬁz(@)} , (24)

and the evanescent part of D modes:

2,33
-~ 1 ez°n
I___——————

3 o o 2hzV nlsin?0—1)
T A€ p

d9( sinf)F(

i ~
—|Tp,, I’M,;

+|TD’2|21013(9)] . @25

The matrices appearing in the above equations, l@[,, ﬁz,
and M;, result from the integration of the corresponding
products of the polarization vectors over ¢. Their expli-
cit form is given in Appendix B. The function F(az), ex-
pressed by special functions Si and Ci and defined in [39],
is given in Appendix C. We point out that the cutoff
function g(K') appears only in the resolvent function H,
of the free space. All the other terms do not require any
tempering and we take g(k)=K ~'/2.

B. Oscillator in a dielectric

When the oscillator is placed in the dielectric, position
independent terms originate from the V modes and the
products of the incident-incident and reflected-reflected
waves of the D modes (including propagating and evanes-
cent waves). All these terms combine together with
2%+ o} to the resolvent function of the oscillator interact-
ing with the EM field in an infinitely extended dielectric
medium:

A

2 QZ
142, S s 0

ﬁdiel —
0 (2) 3" 4megm z2+Q,

wi+z?

This resolvent leads to a commonly accepted reduction of
the excitation time due to emission of radiation in the
dielectric, cf. [27],

9n°

Qn2+172 7% e
The oscillator position dependent coupling terms come
only from the product of the incident-reflected waves
which form a standing-wave pattern. There are some
differences between these contributions from the sector
0 <6, (propagating waves) and from the sector 6> 6.

Y diel ™
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(evanescent waves). The 6’& mode contribution in the
propagating sector is proportional to cos(2kh cosf). The
reflected waves in the evanescent sector gain some addi-
tional phase shift and the coupling is not only propor-
tional to cos(2kh cos@) but also terms proportional to
sin(2kh cosf) occur. The resolvent function HY can be
written in the following form:

Hdlel HdlelDdlel+deel+wd1el+wdlel+wdlel , (28)

where the electrostatic part Dg'el is given by Eq. (5)
(h <0), and

10 0 i

2.2 2 !

~di 1 n°—1 i
fdiel—_€ 1M 2 1 | 9
477'60mz 4h (n?41)>? 0 20 29)

0 0 2(n-+2)

The D-mode contribution in the propagating sector:

W;iel — 72 3 f d 0 sin@e 27z coso

2 477-60m
X {RD,1ﬁ1+RD,2ﬂ2(9)f )
(30)

while the D-mode evanescent wave sector gives two con-
tributions:

wdlel_ ___Z]_ 3 dgsmgeznhzcose
2 "amem ec
X {Re(Rp, | )M,
+Re(Rp,)M,(8)] (1)
and
Wd‘el ———71— 3f d9 (sin@)G (—2nhz cos6)

2 4megm
X (Im(Rp, | )M,
+Im(Rp, ) M(6)) ,  (32)
with the G(s) function defined in Appendix C.

III. DECAY RATE AND FREQUENCY SHIFT

Time evolution of the system is given by functions ob-
tained as inverse Laplace transformations (§=0,1):

£ )= — ez 2)dz (33)

2mi
where the contour I' goes parallel to the imaginary axis
from —iow to +ic and is shifted to the right of all
singularities of the integrand functions.

To perform the inverse Laplace transformation one has
to know the analytical proPertles of the inverse resolvent
functions H™!(z) or HY¢!" (z). As the resolvent matrices
H are diagonal the matrix inversion is simple.

We can divide the oscillations of the dipole into two
classes; oscillations parallel to the z axis (calling them
“parallel””) and oscillations perpendicular to the z axis
(calling them “perpendicular”). Accordingly, we will
denote the corresponding resolvent functions by H(z)
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and H (z) and the time-resolvent functions by f ﬁ( ne),
1 _
flu == [ e"2*Hy, " 2)dz . (34)

The resolvent functions H(z) are multivalued because
they include special functions: Si(z), Ci(z), Ei(z), and
E,(z) which have a logarithmic branching point at z=0.
To perform the inverse Laplace transformations we have
to select proper Riemann surfaces and introduce cuts
connecting the branching points at z=0 with the one at
z=o. For all resolvent functions a convenient cut goes
along the negative part of the real axis.

Properties of the functions ff,,(¢) are determined by
all poles of H;\(z) [the roots of Hy,(z)=0] and in-
tegrals along the cut. The integrals along the cut contrib-
ute to, so called, nonexponential decay. In analogous
problems of quantum optics all such nonexponential de-
cays are extremely weak and out of any experimental ob-
servation.

Having in mind an analogy with a solution of two os-
cillator problem [30], one may expect that the equations
H(z)=0 and H,(z)=0 have an infinite number of roots.
All of them, except a pair of roots close to a free oscilla-
tion frequency, z,==iw, are unknown. It is generally
believed and for the two oscillator problem shown [30],
that the contribution of these unknown roots is small.
They may be important in some fine transient evolution
just after the initial moment. All observable effects de-
pend on the roots that are close to fiw,. Their accurate
values can be determined using any iterative procedure
that starts from z, =iw, e.g., the Newton iteration:

« Ha(z;z_l)

a _
n—1 ar(_a -
H (Zn_l)

z, =z (35)

The index a denotes either || or L with additional
specification if the oscillator is in the vacuum or in the
dielectric. In Figs. 2 and 3 the radiative damping and the
radiative frequency shift for “perpendicular’ and “paral-
lel” oscillations and for several refractive indices n, as a
function of the dipole separation from the dielectric
boundary, are shown. Because the EM coupling is very
weak the iterative procedure can be limited to one itera-
tion only. If we restrict accuracy to the terms of the or-
der e? only, then H*(z&) can be replaced by +2iw, and
we get explicit formulas for the oscillator excitation
damping and its frequency shift.

52¢ =i5ma—ya=iiﬂa(mo) . (36)
0

Such formulas for the damping constant y, and y, have
already been obtained by Sommerfeld and repeated many
times later. We wish to emphasize the role of the evanes-
cent waves in the oscillator damping when the oscillator
approaches the interface.

In the case of the interface with a perfect conductor,
when the separation of the oscillator from the boundary
goes to zero, h —0, the damping of ‘““parallel” oscillations
is enhanced by a factor of 2, while the damping of “per-
pendicular” oscillations vanishes. This contrasts with ob-
served properties of radio wave propagation (Sommer-
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FIG. 2. Decay rate and frequency shift for perpendicular os-
cillations as a function of distance from the dielectric boundary
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FIG. 3. Decay rate and frequency shift for parallel oscilla-
tions as a function of distance from the dielectric boundary.
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feld) and atomic excitation damping in the Drexhage ex-
periments. Both effects exhibit much stronger damping
in this limit. Obviously, neither the earth surface nor the
metallic substrate are perfect conductors and by taking
into account their finite conductivity a good quantitative
agreement with observations was reached. Those discus-
sions claimed a dissipative nature of the media to be
necessary for explanation of the observed damping
enhancement. However, we point out that a critical fac-
tor in enhanced radiative damping, in the limit # —0, can
come from the coupling of the oscillator to the evanes-
cent modes. A similar conclusion, but reached in another
way, was formulated in [25].

An analysis of the radiative frequency shifts presents
more difficulties, and it is more difficult for an experimen-
tal observation. For larger distances from the dielectric
boundary the frequency shifts show similar waving varia-
tions with distance as are shown by the radiative decays.
However, in the limit & —O0, the electrostatic shift be-
comes dominating. Then we get a divergent, van der
Waals type frequency shift proportional to |k| 3, “red”
shift when the oscillator is in the vacuum, and a similar
“blue” one when it is in the dielectric. As far as we
know, only the first one has been recently confirmed in
the experiment [15]. In addition to the above van der
Waals frequency shift caused by coupling with the longi-
tudinal field, one can distinguish oscillatory with the dis-
tance h shifts due to the coupling with the transverse
fields and the shift <4 ~! caused by the evanescent waves
and waves at the critical angle 6.

IV. RADIATION PATTERN

The angular characteristics of emission by an oscillat-
ing dipole located near the dielectric-vacuum interface
were mostly discussed in the framework of classical elec-
trodynamics. The Green function, first found by Som-
merfeld, allows one to find the classical EM field corre-
sponding to a given dipole current. Difficulties in appli-
cation of the Green function are due to complex contour
integral expressions representing the radiation field.
During the long history of these problems quite good un-
derstanding of related phenomena has been reached. The
evaluation methods have been developed and presented,
e.g., in the monographs [3,4]. The Green function ap-
proach has been used to obtain the radiation pattern
within the quantum-electrodynamical framework by
Agarwal [17,18] and Arnoldus and George [23].

A typical radiation emission pattern of a dipole located
near a dielectric boundary is shown in Figs. 4 and 5.
When the dipole is far from the interface, |h|>>A, one
can recognize, in the same half space in which the oscilla-
tor is placed, a number of lobes in the angular intensity
characteristics. Classically, these radiation lobe patterns
can be interpreted as an effect of the interference between
the direct radiation waves emitted in a given direction
and the waves which propagate in this half space after
reflection from the interface. The number of lobes de-
creases when the dipole approaches the dielectric bound-
ary. The lobe structure of the angular emission can be in-
terpreted in terms of interference fringes appearing on a
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FIG. 4. Radiation pattern for an oscillator placed in the vac-
uum. The oscillator is excited in the x direction and the intensi-
ty of radiation of TE polarization, in the x-z plane, as a function
of the angle 0, is shown. The dielectric refraction index n =1.5.

screen located near the radiation source. The
configuration of our system resembles Lloyd’s mirror.
When the oscillator approaches the interface from the
vacuum side more and more radiation is emitted into the
evanescent wave sector of the dielectric. In fact, for a
selected polarization (TE) and the dipole orientation (per-

FIG. 5. The same for an oscillator in the dielectric.
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pendicular), the maximum intensity is reached near the
critical angle 8,. This effect has been tested experimen-
tally [31].

In this paper we want to present the quantum interpre-
tation of the classical intensity directional pattern. We
will use the most orthodox perturbation theory approach
following the scheme given, e.g., in [37]. Within this ap-
proach the spontaneous radiation intensity is associated
with the quantum transition probability, per unit time.
During the transition the EM field state is changed from
the vacuum state to a specified single photon state while
at the same time the atom makes transition from the
upper to lower energy state. While the perturbation pro-
cedure is clear and widely used in atomic physics for
atoms radiating in vacuum, its application to problems of
emission in space showing some structure, e.g., the prob-
lem discussed in this paper when the half space is filled
with a dielectric, is unclear and has been rather avoided.
Attempting to explain and clear up those difficulties we
want to give the radiation intensity directional charac-
teristics in terms of modes and photons that have been in-
troduced by Carniglia and Mandel [34].

The Carniglia-Mandel modes are composed of triplet
waves: incident, reflected, and transmitted ones. There is
no obvious relation between an emission of the CM pho-
tons and the intensity of radiation in a given direction,
measured by a photodetector placed at a given point and
directed toward the source oscillator. When the oscilla-
tor and the detector are located in the vacuum half space
one can expect that the counter is effected by the
reflected “fragment” of V photons and the transmitted
“fragment” of D photons.

A discussion of emission process in terms of the above
photons has been given in [27]. Discussing a transition
radiation, induced by an electron crossing the interface
between two dielectrics, Glauber and Lewenstein as-
sumed that the emitted photons of D and V type contrib-
ute incoherently to the detected field, so they postulated
that the rate of detection is proportional to

dN < (P, T+PyR)Q , (37

i.e., the sum of the probabilities of D- and V-photon
emission, Pp and Py, weighed by the transmission 7 and
the reflection R coefficients.

However, the postulated equation seems to overlook a
possibility of interference of photons of the two types, D
and V [33]. When the detector measures the photon we
cannot recognize, even in the gedanken experiment,
whether the detection was due to absorption of the V
photon or D photon. The fundamental lack of such dis-
tinction is the essence of the quantum interference effects
[38]. Dealing with such quantum interference we have to
sum the amplitudes, not the probabilities, for various
paths connecting the initial and the final state. In our
case, the final state of the photon detected within a given
solid angle is connected to the initial vacuum photon
state by the two indistinguishable paths corresponding to
the emission of the D and V photons. Although different
photons are independent (their creation and annihilation
operators commute), their emission by one source cannot
be viewed as an incoherent process. Such photon coher-
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ences are another aspect of the quantum interference phe-
nomena.

The radiative transition between the initial and final
states is caused by a coupling Hamiltonian

H,=—e7;Lp'A(r0) . (38)

The parameter 7, as was explained earlier, allows model-
ing of local field effects when the oscillator is placed in
the dielectric. In the model with a spherical vacuum mi-
crocavity surrounding the oscillator it is given by Eq. (7).
When the oscillator is in the vacuum n=1.

The initial state of the system corresponds to an excit-
ed oscillator state |¢;) (of energy E;) and the vacuum
photon state Iﬂph). The final state corresponds to a

deexcited oscillator ¢, ) (of energy E, <E;) and a single
photon state which we will specify in a moment.

The radiation spatial intensity pattern is not directly
described by the Carniglia-Mandel photons due to, as dis-
cussed above, the lack of a unique correspondence be-
tween the angular distribution of the intensity and the
photon types. The Carniglia-Mandel modes and the cor-
responding photons are parametrized by the incident
wave vectors. It is more convenient to relate the direc-
tional intensity distribution to alternative outgoing CM
photons which are parametrized by the final, outgoing,
photon momenta, and not the incoming ones specified
originally in [34]. These modes are described in more de-
tail in Appendix A 2.

In the corresponding outgoing CM modes the outgoing
wave is accompanied by two waves propagating toward
the interface. One, moving in the same region as the out-
going wave, is an inverted reflected wave and can be
called “pseudoreflected.” The other one is moving in the
complementary region, and it is an inverted transmitted
wave, which may be called “pseudotransmitted.” None of
these “pseudoreflected” and ‘“pseudotransmitted” waves
can effect the photocounter as they are propagating out
of the detector. Only the outgoing waves, which we use
to parametrize the modes, may influence the detector.
The detection of outgoing photons depends on the posi-
tion of the photocounter. Its location in the vacuum
makes it sensitive for the V-outgoing photon detection,
while its location in the dielectric corresponds to the D-
outgoing photon measurements.

The single V-outgoing-photon state parametrized by
the wave vector K and the polarization s is described by

[(K,s))eu= ]V Q) .

The probability of the emission per unit of time of this
photon while the oscillator is changing its initial state
|¢;) to the final state |4 ) according to a standard per-
turbation theory is

2,2
PK’S:Z’,T_ﬂemz Ky Iplw ) ( Qpulo™a ., Alrg)l Q)12

X8(E;—E;—K) . (39)

The field matrix element (Q;|*"ag ; A(ry)|Q,,) can be
easily calculated with the help of the expansion of the
vector potential A given by Eq. (A20). One has
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v
(Qul*"a , Alr)|Q,) = ——"EY (r)) . (40) UisOpdo) 1
V' eK dQ (277)*5in@®,

Thus the photon emission rate is

Py = i—ﬁeznzK Ixp
0
where x; = (¢,|x|¢,) and E;,=E,—E,.

The outgoing modes *" &%, can be expressed in terms
of the CM modes and the expansion is given in Appendix
A. Inserting this expansion in Eq. (41) one can find a par-
ticular, coherent CM mode superposition which contrib-
utes to the radiation intensity in a direction of the wave
vector K and polarization s. This procedure allows
recovery of the missed interference term between the D
photons and the V photons in the postulated Eq. (37).
Thus we have (a superscript in indicates the original CM
modes)

0“‘6](5 I'O | a(E,f_K) ) (41)

P%,z = 26—7]'927721( ‘xfi ‘[Rv,zing;(}liyz"‘ Tv,z*"gi,‘z)]l"
0

X&(E;;—K) (42)
and

Py, ="Pyr R, +PL, TV, + P (43)
where an interference correction to Eq. (37) is

2T
P =— . e’n’KRy , Ty ,2 Re[x};- mgxk JXfit 6Ll
0

X8(E;;—K) . (44)

Now, we will use again the outgoing modes in the discus-
sion of the radiation emission. To get the intensity of ra-
diation of the polarization s, emitted in the direction
(@, ¢y), one must multiply PK’S by the photon energy K,
integrate over possible outgoing modes with the K vector
pointing in this direction, and sum over possible final
states | f) of the oscillator. Only states ~~nserving ener-
gy may contribute to the radiation process.

i
S |

dIy 4,5(@0 o) _ e’m°Ej}

dQ 4re, %" [%i-[(cosa) ™ G
and for the outgoing D photons
dIP . 5(60,00) e’n’Eln’
K'a’;ﬂo to) _ Z Z;f 2 Ixf;+[(cosa )" 65
T €o

D(ry)+e’®(sina)™ &5

3 v —
X ? fK3>0d K KPY .8(0—0,)

8(6—dy) - 45)

Presence of 8(E; —E;—K) in Pé,s simplifies the integra-
tion and one gets (0 <@y <7 /2)

dIIXs(®O’¢0) — 77 Elf
dQ 47,

2 xR (10)|2 . (46)

In an analogous way one can determine the intensity of
radiation emitted into the dielectric. In this case one
must look for a rate of emission of outgoing D photons
associated with the outgoing D modes. The only new ele-
ment requiring some attention is the integration over k
while we still have 8(E;—E,—K). Thus one gets
(m>86p>m/2)

dIR,(K 00 00) _
dl 477' €g

E,fn

2 lx Ou(é; (r0)|2 .

(47)

The formulas (45) and (47) allow one to find the radiation
intensity of two given polarizations, the same that have
been chosen initially for the vector potential A expan-
sion. We do not have to restrict ourselves to these two
specified polarizations. We have the freedom to choose
an arbitrary polarization according to the type of detec-
tor equipment and polarization filters selected. A general
polarization state of the radiation in a given direction can
be parametrized by two angles, @ and §. A correspond-
ing single outgoing V-photon state is

IK(a,8) )°“t=[(cosa)°“‘agl +e'¥(sina )Om ]IQph)

For =0 we have a linear polarization with the polariza-
tion plane rotated along the K vector. The angles
a=m/4 and §==17/2 lead to two circular polarizations.
One can write analogous states for outgoing D photons.
The intensity of radiation of the polarization (a,8) for
the outgoing V photons is

1o) +e (sina)™ 6%, (1) ]2 (48)

(ry)]1% . (49)

The total intensity of radiation w1th0ut any polarization specification is given by the sum of the intensities for any two

orthogonal polarizations (J=V,D)

dI, _drf, dli, _dli.s  dleiens _

J
dIK,a,E

dri
K,a,8+m ) (50)

dQ 40 ' dQ
Using the explicit form of the mode functions, Egs.

dQ o dQ
(A1)-(A4), and assuming that the oscillator is in the vacuum we

dQ

get for the intensity of radiation of the polarization s =1 in the vacuum half space

d1¥,1(®o»¢o) o ein‘}
49} 87T2€0 f

2}xﬂ-elz{l%—R%’l+2Rvylcos(2Kh cos®,)} . (51)
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The corresponding intensity distribution for the second
polarization, s =2, has a similar structure although its
geometrical form is more complicated,

dIg,(©g,¢,) €’Ej;
K2 dn" %o) = Se, 2 T i+ C,; cos(2Kh cos®p)
+8; sin(2Kh cos®) , (52)

where (c=c"+c 1» wWith respect to the direction of the z
axis)

Ti=+R2)[Ixs-(c; Xe)*+|xp(c, Xe)|?]
+2(1—R% ;) Re[(x;-¢c, X e)(x}; ¢, Xe)] ,

@f,-=2RV,2[|xf,~-(che)| - |xf,-'(cn><e)|

85 =—4Ry, Im[(x/;-c, Xe)x}-c Xe)] .

These equations allow one to give a new interpretation of
the origin of the lobe structure of the radiation intensity
characteristics. The modes contributing to the emission
of radiation in the same half space in which the oscillator
is placed are coupled with the oscillator via a superposi-
tion of the outgoing and “pseudo” reflected waves. For
each mode these waves form a partially standing-wave
pattern. This combination of waves shows a natural in-
tensity modulation when a separation from the interface
is changed. The “strength” of the coupling is proportion-
al to the amplitude of a given mode at the oscillator posi-
tion. So, the intensity of radiation in a particular direc-
tion may vanish if the corresponding out mode has a
node at this position. For other modes this position may
coincide with the antinode of the mode and then the radi-
ation intensity in a corresponding direction reaches its
maximum. The lobe pattern is prominent if standing-
wave structures are well developed and the oscillator is
positioned at a perfect node for some modes and at per-
fect antinodes for other nodes. Such conditions are
fulfilled when the oscillator separation from the interface
is of the order of a few wavelengths, 4 = NA, and radia-
tion is observed at small angles measured from the inter-
face,ie., 0<m/2—@y<<1.

In the half space occupied by the dielectric one must
distinguish the propagation wave sector (m— 68, <0<m)

and the evanescent wave sector (7/2<0<7—6c). One
gets, in the propagation wave sector,
dIR | (6,,¢0) nezE,
""dﬂ° 0 e, S 2|xf, e’T} (53)
dIR,(60,60) _ n’e’Ej L5 lny-exelT? st
= xqcXel'Tp, ,
dQ 817260 f fi

and in the evanescent wave sector,

dIIl()’l(eo,¢o ne Elf
dQ 87%¢

2 |Xf, e| ITD 1|2

— in20.—
2Kh\/n sin“6y—1

Xe , (55)
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dI,‘gz(eo,epo) ‘e’Ef} s
T 72 ?Ixﬁ «cXel?|Tp,|

—2KhY/ n%sin?6,—1

Xe (56)

The lobe structure of the radiation intensity distribution
cannot occur in this half space. In this half space cou-
pling of the modes to the oscillator is given by the “pseu-
do” transmitted waves. For these waves a characteristic
standing-wave pattern is not present. As a result, the ra-
diation emitted into the dielectric in the propagation
wave sector does not show any angular intensity depen-
dence on the oscillator position. However, there is such
dependence for emission into the evanescent wave sector.
The radiation intensity decreases exponentially with
respect to the distance if the oscillator is moved away
from the interface.

Now, we consider a radiation pattern when the oscilla-
tor is located in the dielectric. The radiation intensity in
the vacuum half space is

dIf (©,,¢ ) _ e n’E},
K,ldﬂ() 0 8772 if 2 |xf' e|2TV1 , (57)
s
dI ,(®y,¢,) e’n’E}, ~
"'de° bo) _ 81:2’6 an lx;kXel’T}, . (58
on” s

In the second equation k must be expressed in terms of
the angles @, ¢, i.e.,

k=1/n(sin®, coss,sin®,sing,V n>—sin’®,) .

In the dielectric half space one gets

dIR (65, 60) _e n’Ef 2 Ix e
dQ 872, a
X {1+|Rp,|?
+2Re[Rp e M),
(59)
D
‘”’"ijg"""" . g:e}jf SDu+Hu+Ly (60)

where (ﬁ=x“+xl)
i)fiz(1+|RD,2|2)[ixﬁ"(lee)|2+Ixfi'(Kuxe)P]

+2(1—|Rp,|*)Re[(x;k, Xe)(x}; K, Xe)] ,

—2ikyh

H ;i =2Re[Rp ,e 1%z (e, X €)= [xp- (1 X)]

2ik . h
L;=—4Im[R},e" > Im[(x;x, Xe)x} K, Xe)] .

The radiation patterns for several characteristic dipole
positions are shown in Figs. 4 (for the dipole in the vacu-
um) and 5 (for one in the dielectric). We point out that
when the oscillator approaches the interface from the
vacuum side the lobes are vanishing, the total radiation
into the vacuum half space is decreasing, while the radia-
tion into the evanescent sector of the dielectric is increas-
ing. The increase of emission into the evanescent sector
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compensates the decrease of emission into the vacuum
sector, so the total excitation decay constant is increasing
as was derived in the preceding section and shown in
Figs. 3 and 4. Our illustrations are given for a dielectric
of a refraction index n =1.5. Even for such a moderate
refraction index a dominant part of the emitted radiation
for the oscillator close to the interface goes into the
dielectric. This property would be more striking for
dielectrics with larger refraction index n.

V. FINAL REMARKS

We have studied the coupling of a harmonic oscillator,
located near a plane dielectric-vacuum interface, with
electromagnetic radiation. The usefulness of the field
modes which, in a given space structure, solve the free
field Maxwell equations together with appropriate bound-
ary conditions, has been shown. These free field modes
define also photons which in a natural way emerge in a
given environment configuration. Our discussion has
concerned the simplest possible structured space, i.e., a
lossless and nondispersive dielectric with a planar inter-
face, for which case the natural modes, described by Car-
niglia and Mandel, were composed of triple waves con-
nected according to the Fresnel formulas. Our approach
and treatment can be extended to more general systems,
more general configurations that can be more relevant to
specific cavity quantum electrodynamics experiments. As
we have already mentioned in the Introduction, the har-
monic oscillator model can be directly applied to nonrela-
tivistic electrons orbiting in a uniform static magnetic
field.

Many results of this paper concerning radiative decay
time and radiation intensity pattern are equivalent to the
classical ones and had been obtained by Sommerfeld and
others who generalized his approach. However, there are
some conceptual differences between our and Sommerfeld
types of approach. The Sommerfeld treatment was based
on a solution of radiation by a dipole antenna driven by a
given current. Therefore his antenna was a nonauto-
nomous system. On the contrary, in our approach the os-
cillating dipole and the electromagnetic field form mutu-
ally coupled subsystems of a single autonomous system.
Our approach allows us to solve the initial data problem
for the total system. The spontaneous emission is due to
the initial excitation of the dipole. All properties of the
emitted light are results of the evolution of the total sys-
tem.
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APPENDIX A

1. Carniglia-Mandel modes

In this appendix we rewrite the Carniglia-Mandel
modes of the electromagnetic field when the left half
space (z <0) is filled with an ideal nonmagnetic, transpar-
ent, homogeneous, isotropic dielectric of the refractive
index n (see Fig. 6). The half-space z >0 is empty.

Plane waves incident on the interface will be accom-
panied by reflected and transmitted waves. It is con-
venient to distinguish two classes of modes, or two polar-
izations, transverse electric (TE) modes and transverse
magnetic (TM) ones. For the TE (TM) modes the electric
(magnetic) field is transverse to the z axis, i.e., tangential
to the interface. In addition to the classification accord-
ing to the wave polarization one can further classify the
modes depending on whether the incident wave is coming
to the interface from the dielectric side or from the vacu-
um side. One can name the corresponding modes the D
modes and the V modes.

Each mode is characterized by its frequency w. We
denote its wave vectors in the dielectric by a lower-case
letter (k) and in the vacuum by an upper-case one (K).
The frequency w is given by o= |K|=|k|/n=K =k /n.
The tangential component of the wave vectors k and K
continues across the dielectric-vacuum interface,
K.2n=Kn, While the third components of the wave vec-
tors, ky;=+1 k?—|k,,|? and K;=+V K2—|K,,,|? are
discontinuous. In the dielectric the wave vector k is al-
ways real. The corresponding wave vector in the vacu-
um, K, may be complex, when |K,,,|>>K?2 The modes
for which the wave vector K is complex are called
evanescent. The others are called propagation modes.

An angle between the z axis and the wave vector in the
dielectric is denoted by 0 and the corresponding angle in
the vacuum by ®. For the propagation modes the con-
tinuity of the tangential components of k and K gives the
Snell law nsin6=sin® and one has

kyi=k cosG=sgn(7r/2—®)K\/nz—sin2® s
K,=K cos®=sgn(7/2—0)KV 1—n?*sin’g, nsinf<1 .

For the evanescent waves one can specify only the
direction of propagation in the dielectric 8 (® is com-
plex). For these waves one has

D modes V modes
K k. K,
’ -~ -
| K
dielectric | vacuum dielectric | vacuum

FIG. 6. Carniglia-Mandel dielectric-vacuum modes.
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K,=i|K|Vn?sin?0—1 .

One can point out that for the D modes k; (and K, for
the propagation modes) are positive, implying

0<®<7w/2, 0<O0<m/2,

while for the V modes the third components K5 and k,
are negative, implying

T/2<0<m, m—60.<0<7.

Only the D modes may exist as the evanescent waves.
For them

w/2>60>60,=arcsinl/n .

The CM modes are specified as follows. The polarization
index s is s =1 for the TE and s =2 for the TM polariza-
tions. The V modes are specified by the incident wave
vector in the vacuum K, while the D modes are specified
by the incident vector in the dielectric k. We get for the
V modes

%@Tv,le“‘ T z<0
6y ()= (A1)

. xR,
—\%E(elx.r"'Rv,:e'K M), z>0
1 /lEXeT e’k
\/2n v,2

6y Ar)= (A2)
- _T/——E(GXee’K'+RV ARXee'KR'r), z>0.

z<0

The D modes are given by
1~ ikr ikR.r 0
me(e +Rp e ), z<
62,(r)= 1 (A3)
‘/2: CTD le’Kr z>0
- —; (kx@e™ +Rp, kR x@e™ ), z<0
V2'n
6L ,(r)= | _ (A4)
- :/726 XeTp,e™®", z2>0.

In these equations € are the unit vectors in the x-y plane
and perpendicular to the k,K wave vectors. They are po-
larization vectors for the TE modes. The vectors k and €
are the unit vectors in the direction k and K, respective-
ly. Notice that € can be complex for the evanescent
waves. The reflected wave vectors are

k®=(k,,k,,—k;) and KR=(K,,K,,—K3).

The Fresnel reflection and transmission coefficients are
given by

A(r)=

—i
_— d, k
27’V e s=21,2 fk3>°

[aks(;ks_aksg ] d

K3—kj
ARy T
2K,

VU Ky+ky
sz.—niK3—k3 ’
" n°Kiy+tk;
_ 2n’K,
V2 K4k,

kK, (AS)
Ron=% 3%,
2k,
Tor=% 7,
R =k3—n2K3
D2 ky+n’K; '
2k
TD'Z-k3+n2K3 )

The Fresnel coefficients depend only on the direction of
propagation and can be expressed either by the propaga-
tion angle in the dielectric 0, or the one in the vacuum @,
whatever is convenient. They are real for all propagating
modes and complex for the evanescent D modes. For
those evanescent modes we take K;=i |K 3, so
IRp,1|=IRp,|=1.

The CM modes written above form an orthogonal
complete set. They are normalized according to

[ dyrm2)68),(r)-6%. (r)=1(2m)%, ,8(K—K')

(A6)
[ dym¥2)6¢2(0)-62 (1) =1(27)’8, 85k —K') .
(A7)

The modes can be used to express quantum EM field
operators. One can introduce the annihilation and
creation operators a ,,a%’;,aP;,a{R and postulate stan-
dard canonical commutation relations:

1=2n)%, ,8;(P—K) ,
> 1=(2m)%8, ,85(p—k) .

la} ..al,

[aks’a

The creation and annihilation operators can be associated
with creation and annihilation of photons in states given
by the corresponding modes.

The operator of the vector potential of the EM field
can be represented as

K3 <0 3K\/f[ax,sgl<s_axs5 i (A8)
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2. Outgoing modes

The CM modes introduced and described above are
parametrized by the wave vector of the incident waves.
One can introduce an equivalent set of modes which are
parametrized by the outgoing waves and outgoing wave
vectors (see Fig. 7). The other set of modes is more con-
venient in discussions of the radiation emission problems.
These outgoing modes

Outéﬁxs(r) and outh (f)

are glven by the same structural expressions as &y K,s(T)
and Gk 4(r), except that now the outgoing V modes have
K; >0 while for outgoing D modes k; <0. This is also
true for the outgoing D modes in the evanescent sector.
For all the outgoing D modes we should simply take con-
sequently 7/2<6<7 in expressions (A3) and (A4).
When 7— 6 <6 <1 we get automatically a correct form
of the evanescent outgoing D modes. The outgoing
modes also form a complete orthonormal set of modes.
They can be expressed in terms of the incoming modes
(the ordinary CM modes), and vice versa. For the propa-
gating modes

°“'5¥,1=Rv,16§1a +nTy 6, , (A9)

Omgg,l_ TD16K1+RD1€1(R, ) (A10)
and

Oméﬁ,z:Rv,zgvk +Ty, 6%, (Al11)

Outé’ _—TngKZ_’_RDZGkR‘) . (A12)

For the evanescent modes these equations simplify, as
quat =~
there are no evanescent V modes. In this case *'&); and

é E" , are simply proportional, and

A(r)=

Qr)*V e s51a VK

—i 1 out . D out £,D
= 3 [, dikgae el e,
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K
L &
K k K,
dielectric | vacuum dielectric | vacuum

FIG. 7. Outgoing dielectric-vacuum modes.

MEL, =Rp (006 (A13)

Similar relations can be given for the “out” annihilation

and creation operators °“‘a‘é,s,°“‘a;r(v outg P 0“‘02 In

the propagating sector we have

t D
ouaxl_Rv10KR,+nTv,1ak,1 ) (A14)
p 1
Ma1 = Toiax1+Rp 1k, (A15)
and
““ag =Ry, za LT Ty, 2akz , {A16)
t, D — Voo
Ma,=Tp,ak, T Rp,ak, - Al7)

As for these modes the Fresnel coefficients are real the

same rel?tions hold also for the creation operators °“'a ;r(vs
1)
and ““a 7.
For the evanescent D modes we have
Ou( [) _RD\(OR) , (A18)
out *D—RDJBR) (A19)

The vector potential A given by Eq. (A8), as well as the
other EM field operators, can be equivalently expressed
by the outgoing modes and the outgoing operators.

__out, tDout o %D
a6y ]

|

+ K3>0d3K ‘/1? [OUtaK,SOUtgl\é,S ._outa}'(\jxoutél*(?’s] i . (AZO)
Let us ‘point out that the integ_ration limits are changed f2/d¢» PR x@)
according to a new parametrization of the modes and
photons. —cosza 0 0 |
=| 0 —cos’a 0O |, (B2)
APPENDIX B 0 0 2sin’a
where P can be either k or €.
' The following matrixes appear in the resolvent func- §I3(a)=*1*f2ﬁd¢(’é X8)(e* X&)
tions: Y0
n’sin‘a—1 0 0 |
100 = 0 n’sina—1 0o | (B3)
e 2m AA N 9 . !
Mlz_l_f d¢ee=10 1 0], (B1) { 0 0 2n%sin’a |
e 00 0

ﬁ3(a) is defined for nsina > 1 only.
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APPENDIX C

The following integrals have been used in finding the
resolvent function H(z):

fode cos(aK) _ 7 _,

= e )

z2+K* 2z

fo“’dxfl%(j%f) = %F(az ), Rez>0
V4

where the function

Rez >0

F(s)=Cil(s)sin(s)— |Si(s )—% cos(s) .

Ci and Si are the integral cos and sin functions (see [39]).

fode_s_m_(a&: L Rez >0

2+K? 220

where
G(s)=%[e—fEi(s)+eSE1(s)] ,

where Ei and E| are the integral exponent functions [39].

The functions F(z) and G(z) which we have just writ-
ten are multivalued and have a logarithmic branching
point at z=0. Correct use of these functions requires a
right selection of the Riemann surface of those mul-
tivalued functions. We note that there is a mirrorlike
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doubling of these multivalued functions.

All the above integrals, as well as the resolvent func-
tion in free space H(z) specified before, were calculated
under condition Re(z)>0. Defined in this way mul-
tivalued functions can be analytically continued into the
whole complex z plane. These branches of those func-
tions allow us to determine future evolution of the system
that starts from the specified initial data.

Alternatively, we could define the integral functions
Hy (z), G™(z), and F~(z) assuming Re(z) <0 and later
by an analytical continuation specify them for the whole
z plane. For these branches of the above functions, in the
right hand side expressions one should make a replace-
ment z— —z. The above functions would enter the past
evolution of the system. They may help to answer a ques-
tion; what was the past evolution of the system which led
to the given state at =0, thus solving the final-value
problem. Being interested in future evolution we stay
with the branch defined initially for Re(z) > 0.

On the imaginary axis of the s plane one has, s >0,

£

oy= T, —s__
F(is) 2e )

[e “Ei(s)+e’E (s)],

G(is)=sin(s)+ —2;1.[Si(s ) cos(s ) — Ci(s )sin(s)]

so ReF(is) and ReG (is), which appear in the decay time
calculations, are given by elementary functions.

[1] A. Sommerfeld, Ann. Phys. (Leipzig) 28, 665 (1909).

[2] A. Sommerfeld, Partial Differential Equations in Physics
(Academic Press, New York, 1949).

[3] L. B. Felsen and N. Marcuvitz, Radiation and Scattering
of Waves (Prentice-Hall, Englewood Cliffs, NJ, 1973).

[4] A. Banos, Dipole Radiation in the Presence of a Conductive
Half Space (Pergamon, New York, 1966).

[5] E. M. Purcell, Phys. Rev. 69, 681 (1946).

[6] S. Haroche and D. Kleppner, Phys. Today 42 (1), 24
(1989).

[7]1 K. H. Drexhage, H. Kuhn, and F. P. Schaefer, Ber Bun-
senges. Phys. Chem. 72, 329 (1968).

(8] K. H. Drexhage, Sci. Am. 22, 108 (1970).

[9] K. H. Drexhage, in Progress in Optics, edited by E. Wolf
(North-Holland, Amsterdam, 1974), Vol. XII.

[10] H. Morawitz, Phys. Rev. 187, 1792 (1969).

[11] H. Morawitz and M. R. Philpott, Phys. Rev. B 10, 4863
(1974).

[12] R. R. Chance, A. Prock, and R. Silbey, J. Chem. Phys.
60, 2744 (1974).

[13] R. R. Chance, A. Prock, and R. Silbey, Phys. Rev. A 12,
1448 (1975).

[14] E. A. Hinds, in Advancs in Atomic, Molecular, and Optical
Physics, edited by D. Bates and B. Bederson (Academic
Press, New York, 1991).

[15] V. Sandoghar, C. I. Sukenik, A. Hinds, and S. Haroche,
Phys. Rev. Lett. 68, 3432 (1992).

[16] G. Barton, J. Phys. B 7, 2134 (1974).

[17] G. S. Agarwal, Phys. Rev. A 12, 1475 (1975).

[18] G. S. Agarwal, Opt. Commun. 42, 205 (1982).

[19] J. M. Wylie and J. E. Sipe, Phys. Rev. A 30, 1185 (1984).

[20] J. M. Wylie and J. E. Sipe, Phys. Rev. A 32, 2030 (1985).

[21]R. J. Cook and P. W. Milonni, Phys. Rev. A 35, 5081
(1987).

[22] H. F. Arnoldus and Th.F. George, Phys. Rev. A 37, 761
(1988).

[23] H. F. Arnoldus and Th.F. George, Phys. Rev. A 43, 3675
(1991).

[24] F. DeMartini, M. Marocco, P. Mataloni, L. Crescentini,
and R. Loudon, Phys. Rev. A 43, 2480 (1991).

[25] H. Khosravi and R. Loudon, Proc. R. Soc. London, Ser.
A 433,337 (1991).

[26] G. Bjork, S. Machida, Y. Yamamoto, and K. Igeta, Phys.
Rev. A 44, 669 (1991).

[27] R. J. Glauber and M. Lewenstein, Phys. Rev. A 43, 467
(1991).

[28] E. Yablonovich, T. J. Gmitter, and R. Bhat, Phys. Rev.
Lett. 61, 2546 (1988).

[29] K. Rzazewski and W. Zakowicz, J. Phys. A 9, 1959
(1976).

[30] K. Rzazewski and W. Zakowicz, J. Math. Phys. 21, 378
(1980).

[31] C. K. Carniglia, L. Mandel, and K. H. Drexhage, J. Opt.
Soc. Am. 62, 479 (1972).

[32] T. P. Burghardt and N. L. Thompson, Biophys. J. 46, 730
(1984).

[33] W. Zakowicz, Phys. Rev. A (to be published).

[34] C. K. Carniglia and L. Mandel, Phys. Rev. D 3, 280
(1971).

[35] I. Bialynicki-Birula and J. B. Brojan, Phys. Rev. D 5, 485
(1972).

[36] H. Rochlin and L. Davidovich, Phys. Rev. A 22, 2329



4364 MACIEJ JANOWICZ AND WEADYSEAW ZAKOWICZ 50

(1983). Photons and Atoms (John Wiley & Sons, New York, 1989).
[37] W. Heitler, The Quantum Theory of Radiation (Clarendon [39] Handbook of Mathematical Functions, edited by M.
Press, Oxford, 1954). Abramowitz and I. Stegun (Dover, New York, 1970).

[38] C. Cohen-Tanoudji, J. Dupont-Roc, and G. Grynberg,



vacuum

FIG. 1. Oscillator near dielectric-vacuum interface. The os-
cillator in a dielectric is placed in a microscopic spherical vacu-
um hole.



D modes V modes

lelectric | vacuum

FIG. 6. Carniglia-Mandel dielectric-vacuum modes.



out D modes out V modes

FIG. 7. Outgoing dielectric-vacuum modes.



