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in collisions of 1.5-MeViu F + with helium

D. R. Schultz
Physics Division, Oak Ridge National Laboratory, Oak Ridge, Tennessee 87881-6878

C. O. Reinhold
University of Tennessee, Knoxville, Tennessee 87996 1200-

and Oak Ridge National Laboratory, Oak Ridge, Tennessee 87881-6877
(Received 9 March 1994)

We present the results of an extensive classical trajectory Monte Carlo simulation of the ejected
electron spectrum in collisions of 1.5-MeV/u F + with helium. Excellent agreement is found with
the measurements of Lee et al. [Phys. Rev. A 41, 4816 (1990)] for ejection to O'. In particu-
lar, the simulation reproduces extremely well the shape and magnitude of the electron-capture-to-
the-continuum and binary peaks. We contrast this agreement with calculations utilizing various
quantum-mechanical perturbation theories. Also, a continuum-distorted-wave —eikonal-initial-state
approach, which describes the interaction between the outgoing electron and the residual target
ion through a model potential, has been utilized. This approach is shown to be an improvement
over conventional calculations based on the use of effective charges. We draw conclusions regarding
the proper representation of the collision dynamics leading to electron ejection in the low-energy,
electron-capture-to-the-continuum, and binary peak regimes. Calculations of the doubly differential
ionization cross section for non-0' ejection are displayed as well.

PACS number(s): 34.50.Fa, 34.10.+x

I. INTRODUCTION

The study of the ejected-electron spectrum resulting
from ion-atom collisions has lead to a fuller understand-
ing of the processes involved in ionization and to stren-
uous tests of theoretical approaches [I, 2]. In particular,
details have been elucidated concerning the formation
and resulting degree of asymmetry of the electron-loss
or -capture cusp, the magnitude, shape, and position of
the binary peak, and the important role played by the
saddle-point mechanism for ejection of low-energy elec-
trons. Such investigation is of both fundamental and
practical interest in that the study of ionization provides
a basic testing ground for theoretical and experimental
treatments, while also serving to provide information of
relevance to technological development. For example, an
accurate description of the energy and angle distribu-
tion of ejected electrons forms the basis for modeling the
damage caused in ion-impact of semiconductors, caused
intentionally to etch or otherwise process the material, or
unintentionally as in cosmic ray bombardment of space-
borne electronics [3]. Also, since the greatest energy
deposition in solids such as human tissue is caused by
the very hottest electrons released in ion-atom collisions,
those of the binary peak, understanding of this feature of
the ejected-electron spectrum is of primary importance
for modeling the radiological treatment of disease or bio-
logical damage caused by heavy particle radiation [4—6].

We present here theoretical results utilizing an exten-
sive classical trajectory Monte Carlo (CTMC) simula-
tion, an approach which makes use of the time evolution
of a quasi-classical ensemble representing the wave func-

tion. These results are compared with the experimental
measurements of the doubly differential ionization cross
section obtained by I ee et al. [7] for 0' ejection in the
laboratory and with other approaches based on quan-
tal perturbation theory (first Born, continuum-distorted-
wave, and distorted-wave strong potential Born approx-
imations). A close examination is made of the spectrum
of electrons ejected near the cusp and the binary peak to
highlight the dynamic mechanisms and the differences in-

herent in the various theoretical approaches. In addition,
comparison is made of theoretical results for ejection an-

gles larger than 0' to illustrate the degree to which results
of these treatments agree for the rest of the spectrum of
electrons. Atomic units are used throughout except as
otherwise stated.

II. THEORY

The classical trajectory Monte Carlo technique [8, 9]
is a simulation of an ion-atom collision in which a large
ensemble of initial electronic configurations is sampled
in order to reproduce as well as possible the quantum-
mechanical position and momentum distributions and
therefore the wave function. The subsequent motion of
the projectile, target electron (or electrons), and target
core is then followed by solving the classical Hamilton
equations for a sequence of time steps through the col-
lision. Once the particles have separated, knowledge of
their positions and momenta allow determination of the
doubly differential ionization cross section.

It is our goal here to examine the ejection of electrons
into a very small forward cone about 0 in the laboratory
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and for an impact velocity of 7.75 a.u. Consequently, a
very large ensemble of trajectories was necessary to pro-
vide sufBcient counts to resolve the small cross section.
To this end, a simulation consisting of 9.1 x 10 trajec-
tories was utilized. This ensured that statistical errors
in the doubly differential cross sections were suKciently
small so that even the features with the smallest cross
section could be well resolved. For example, the electron-
capture-to-the-continuum (ECC) cusp diminishes rapidly
with increasing angle for the collision system under con-
sideration here and matching the narrow angular accep-
tance of the experiment is therefore crucial in comparing
the CTMC results with the measurements. In the ac-
companying Ggures this statistical error is denoted by the
error bars indicating the one standard deviation limit.

Since we seek to treat helium in which two electrons
are present, we used the independent electron model,
which in this case simply requires that we multiply our
single-electron result by a factor of 2. We note that
the CTMC model treats fully the interaction of the elec-
tron with both the target core Vt(rt) and the projectile
V„(r~) = Z„/r—„,where rt and r„rae the positions of the
electron relative to the target core and projectile, respec-
tively. Thus it implicitly includes "two-center" effects
such as the dynamic formation of the ECC cusp [10], the
"saddle-point mechanism" [11—13], and the modification
of the binary peak's shape and magnitude by both col-
lisional and post-collisional interactions [14, 15]. Since
we are particularly interested in describing the shape of
the binary peak, we utilize a microcanonical distribution
in which the interaction with the residual target core Vq

is represented by a model potential [16]. The resulting
momentum distribution of helium is in good agreement
with the corresponding quantum mechanical one in this
case [17].

In addition to this quasiclassical method, we also
compute here the first Born approximation (FBA) and
continuum-distorted-wave (CDW) approximation and
compare with the recent distorted-wave strong potential
Born (DSPB) calculations of Brauner and Macek [18].
From a quantum-mechanical point of view, the ioniza-
tion process constitutes the most troublesome reaction
channel occurring in ion-atom collisions. Difhculties start
with the description of the final state of an electron that
has been removed &om the target. In principle, this elec-
tron interacts with the time-dependent combined Geld of
the target and projectile. However, no exact manageable
solution to this problem exists. Different approximations
must be developed which are a good representation of
the final state of the electron in various regions of the
ejected-electron spectrum.

In these quantal approximations the doubly differential
ionization cross section for the ejection of an electron into
the solid angle dO with energy R is given by

d2 1 2m

= kt qdq d$~1T; f 1,dOdE 4vrv2

where we have assumed infinite masses of the ions, kq is
the electron momentum relative to the target, v„ is the
projectile velocity, and T, f is the transition matrix be-

with
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where g is an incoming continuum state of the target
t, A:g

with momentum kq, D~ is a distortion factor, Rq is the
position of the projectile with respect to the center of
mass of the target, and p i is the initial bound state of
the atom. For an electron-target Coulomb interaction
(V, = —Zt/rt)

Dt (ktI rt) D (Zt& ktI 7 t)
= e ~ I'(1 + iat)

xi'( —int, 1, —i(kt rt + ktrt)),

where o.t ——Zt/kt
Provided that the impact velocity is high enough or

the projectile charge is small enough, the FBA approxi-
mation is well suited to describe the bulk of the spectra
of ejected electrons with the exception of k& values close
to v„. In this region, the final interaction of the ionized
electron with the outgoing projectile plays an important
role and the final state of the electron becomes similar to
a continuum state of the projectile g: (r„). Thus the

kp, Z„
high velocity spectrum of ejected electrons is sometimes
decomposed into electrons in either the continuum. of the
projectile or the continuum of the target. For smaller
impact velocities, or larger projectile charges, the target
and the projectile are closer to each other in momentum
space and this separation becomes inappropriate. That
is, the final state of the electron should be described as
a continuum state of the two-center Coulomb field of
the target and the projectile. Evidence of effects asso-
ciated with this problem (the so-called "two-center" ef-
fects) have been found experimentally and theoretically
[19,1, 10].

One of the most useful descriptions of the final state
of the collision after an ionization event is given by the
CDW wave function (& ——P& D (Z„,k~; r„) (Belkic [20]
and Crothers and McCann [21]). Concerning the elec-
tronic degree of &eedoni, this wave function has the cor-
rect asymptotic behavior in the limit of large internuclear

tween the initial and Gnal states. Further, the momentum

transfer is given by q = E; —Kf, where K; and Kf are
the initial and Gnal projectile momenta with respect to
the target, P~ is the azimuthal angle of q, q;„= +@',

and E, is the target ionization potential.
The Born approximation treats the ejected electron as

being in the continuum of the target field, in which case
the T matrix is

T(k H = (&g 1V 14,')
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&+ = y+Z+(Z„e. r-) = y+. *=. '"'" ""'".""'
(8)

The resulting CDW-EIS T matrix is
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separations. That is, it behaves as a continuum state of
the target (projectile) distorted by an eikonal phase due
to the Coulomb field of the projectile (target) for small
values of r, (r„).

Different models have been proposed which make use
of the CDW final wave function. The simplest one con-
sists of approximating the initial state by an undistorted
(Born) wave function r)t),+. However, it has been shown
that this approach produces results which often overes-
timate the correct doubly differential cross section by as
much as an order of magnitude. More elaborate models
also include the distortion of the initial state. It has been
pointed out by a number of authors [18, 22] that if the
initial state is described by a similar form, i.e. , the so-
called CDW-CDW [23] approximation, the T matrix is
divergent. A numerically intensive approach that avoids
this problem has been given by Miraglia and Macek [24]
making use of the impulse approximation. . A simpler
approach that avoids the divergence is the continuum-
distorted-wave —eikonal-initial-state (CDW-EIS) approx-
imation, in which the initial state is distorted by an
eikonal phase associated with the electron-projectile in-
teraction, that is,

[1], which use Zz = 1.344. The only common factor inf
each of these approaches is the value of E; entering Eq.
(1). It is difficult to say which of these choices actually
gives the best description.

To circumvent the di%culties in making these choices
of effective charges, we have performed the CDW-EIS
calculation using the same model potential as we used
in the CTMC calculation. This involves making a par-
tial wave expansion for the electronic wave function and
computing all the radial integrals numerically. To our
knowledge this is the Brst time such CDW-EIS calcula-
tions have been performed. We note that this approach
has previously been taken in the FBA [26]. To illustrate
the variation of the CDW-EIS result for these choices, we

plot in Fig. 1 calculations using the same initial state (Z,
= 1.6875) and choices for Zf, the final effective charge,
of 1.0, 1.344, and 2.0, along with that found using the
model potential. Depending on which feature of the spec-
trum one wishes to describe, one choice or another seems
to agree best with the model potential result. For ex-
tremely low electron energies or in the binary peak re-

gion, the conventional choice of effective charges agrees
reasonably well with the model potential results. How-

ever, for intermediate energies (here 20 & E, & 1000
eV), those around the cusp, a final efFective charge of 2.0
agrees best, .

In the spirit of the CDW-EIS model, considering the
electron as being in the field of the projectile and residual
target ion, one might assume that an asymptotic target
charge of 1.0 would yield the correct behavior of the cross
section. However, it is seen from this comparison that
this is not the case. This is not dificult to understand
since what determines the magnitude of the T matrix is

with Vy the residual ion potential and 8 = q
—k&.

As with the CTMC method, the independent electron
model can be utilized. However, the use of a model
potential for the electron-target interaction is extremely
computationally intensive, whereas a simple analytic for-
mula exists if instead a Coulomb interaction is used with
an effective charge. We note that considerable confusion
can arise when the choice made for the charge Zq in the
initial and final wave functions is not specified. In prin-
ciple, the initial state is properly described by either a
single- or multiple-zeta Hartree-Fock wave function (see,
e.g. , [25]), both of which usually lead to very similar re-
sults. The single-zeta wave function takes the form of
an initial 18 state with an e8'ective charge Z~ = 1.6875.
Some authors alternatively adopt the use of the Bohr for-
mula Z, = g—2E;, with the experimental ionization po-
tential E; = 0.90355 a.u. , which then yields Z~ = 1.344.
However, if the latter is used, the initial momentum dis-
tribution is not properly represented. Similarly, one must
choose an effective charge for the final continuum state
of the electron and one could use the same charge as used
in the initial state. Despite the fact that the initial and
Anal state are not orthogonal, it has become customary
to adopt different charges for the initial and Bnal states.
This is the case for conventional CDW-EIS calculations
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FIG. 1. Comparison of the CDW-EIS doubly differential
ionization cross section for 1.5-MeV/u F + colliding with he-

lium when various common choices are made for the final

efFective charge Z~ . The solid line indicates the conventional
choice 1.344, the dashed line indicates the result with Z,
1.0, and the dotted line indicates the result with Z, = 2.0.f

In addition, the heavy solid line is the result found from the
present model potential CDW-EIS treatment. All curves are
for 0 electron ejection in the laboratory frame.
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the behavior of the continuum radial wave function near
the origin (collision regime) rather than in the aysmp-
totic region. Since electron capture occurs primarily at
very small impact parameters, the ECC electrons are pro-
duced at very small distances where the model potential
tends to the same value as a Coulomb potential with an
effective charge of 2.0.

In the following section we will display theoretical cal-
culations utilizing the FBA and CDW-EIS results with
efFective charges (Zt = 1.6875 and Zt = 1.344) and the
CDW-EIS approximation using a model potential. In
addition, we include for comparision the DSPB approxi-
mation results of Brauner and Macek [18].

The point of view taken in the strong potential Born
approximation [27, 28] is to employ an expansion in pow-
ers of the smaller charge of the target rather than of
the projectile when a highly charged ion impinges upon
an atom of low atomic number. Thus the DSPB the-
ory expands in terms of a smaller quantity and seeks to
thereby improve convergence of the perturbative expan-
sion. The strong potential V~ = Z„/r„—is retained to
all orders in the Green s function G„ in this approxima-
tion where Z„&& Zq and thus the name "strong poten-
tial Born." The DSPB calculations were performed using
the so-called Bates-Griffing independent electron model,
which uses an effective charge of Z,' = Z~ = 1.345.

III. RESULTS

Comparison is made in Fig. 2 of the results of all these
theoretical approaches with the measurements of Lee et
aL [7] of the doubly differential ionization cross section
at 0' in the laboratory kame. The angular acceptance
of the apparatus was approximately k(0.6' —0.65') [29].

10

Thus the CTMC results used as close a narrow accep-
tance as was possible consistent with having a reasonably
small associated statistical error. In particular, we used
an angular acceptance of +1'. Using a reasonable value
for this acceptance is important because the doubly dif-
ferential cross section within about 50 eV on either side
of the ECC cusp changes rapidly with increasing ejection
angle for this highly charged ion impact and for this high
impact velocity. The perturbation theory results were
all computed at 0' without any convolution over ejection
angles. Such a convolution would only change the curves
displayed very near (e.g. , within 20 eV) the cusp.

As the figure indicates, the agreement between the
measurements and the CTMC simulation is excellent.
For the lowest electron energies, the measurements ap-
pear to fall ofF, diverging from the calculation, but this
effect has been ascribed by Lee et al. [7] to the behavior
of their spectrometer. Since the FBA treats the ejected
electron as evolving only in the field of the target, the
ECC cusp is not present it this case. The CDW-EIS and
DSPB approaches, however, do display the cusp, but do
not reproduce the correct degree of asymmetry of the
peak. The model potential CDW-EIS shows an appre-
ciable improvement over the effective charge models.

Figure 3 displays enlarged views of both the cusp and
binary peak regions of the spectrum. Regarding the cusp,
this figure shows that the effective charge CDW-EIS and
DSPB results are remarkably similar even though they
come from rather different theoretical approaches. Both
theories yield a shape which is much more symmetric
about the cusp center than does CTMC or the experi-
ment. The origin of this behavior lies in the relationship
between the degree of symmetry and the distribution of
angular momenta of the electron which in the final state
ends up in the low-lying continuum of the projectile. In
fact, viewing the cusp in the limit of large principal quan-
tum numbers as composed of electrons lying in Rydberg
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FIG. 2. The spectrum of electrons ejected at 0 in the
laboratory for collisions of 1.5-MeV ju F + with helium. The
solid circles indicate the experimental data of Lee et al. [7],
the open squares the present CTMC result, the solid line the
conventional effective charge CDW-EIS result, the heavy solid
line the model potential CDW-EIS result, the dotted line the
FBA, and the dashed line the DSPB calculation of Brauner
and Macek [18].
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FIG. 3. In (a) and (b) we display enlarged views of the
ECC and binary peak regions of the 0' spectrum, respectively.
The symbols are as indicated in the caption to Fig. 2.
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states [30] the asymmetry parameter Pq(n) (cusp multi-
pole) is related to the expectation of the projection of
the dipole operator d, by the relation

10 '

10

Thus the good match CTMC makes of the asymmetry of
the cusp is a strong indication of its good representation
of the orientation present in the ECC electrons. Recent
work has sought to show the reasonable agreement with
experiment of the CTMC coherence parameters for lower-
lying states of hydrogen in charge transfer collisions (H+
+ He) at intermediate energies, where measurements ex-
ist [31]. Certainly, high-order terms in the perturbation
series expansion contribute to this behavior.

Also indicated by Fig. 3 is the good agreement between
CTMC and the measurements of the binary peak. The
experimental points lie within all the CTMC error bars
on this linear plot, with the largest disagreement com-
ing just at the top of the peak. In contrast, the efFective
charge perturbation theory results do not fit the shape
nearly as well. The CDW-EIS peak is centered better on
the experimental one than the DSPB result, probably be-
cause of the choice of initial target e8'ective charge, since
the binary peak reflects essentially the initial electronic
momentum distribution. The model potential CDW-EIS
gives excellent agreement with the measurements in the
binary peak region.

In addition, as one can see by reference to the FBA
result [32], the two-center theories, as well as the ex-
periment, show that the binary peak is shifted to lower
energy. At least for 0' ejection, this shift seems to be due
to the fact the binary electron, which attains a velocity
twice that of the projectile, is post-collisionally retarded
by the strong residual interaction with both the target
and projectile which are behind it. Whether this simple
idea is valid for larger ejection angles is subject to debate,
and a number of works have sought to explore the shift
of the peak position for a variety of bare and clothed ions
[15]. The shift may also be interpreted as arising simply
from the fact that the cross section for two-center elec-
trons (i.e. , those on the high-energy side of the cusp),
which is sloping downward as electron energy increases,
is added to the contribution from the binary electrons
which themselves form a peak, reflecting the initial mo-
mentum distribution. The result of adding this decreas-
ing function on the low-energy side to the peak is to shift
its maximum to the left.

It is also interesting to display the behavior of the dou-
bly difFerential ionization cross section for angles larger
than 0, to allow a further comparison between the quan-
tal perturbation theories and the CTMC model, to give
a general impression of the behavior of the ejected elec-
tron spectrum, and perhaps to motivate further exper-
iment for this and other similar collision systems. To
this end, we display in Figs. 4 and 5 the results of the
FBA, COW-EIS, and CTMC treatments for ejection to
10,30, 50, 90', 120, and 150 . Absent in these spectra
is the ECC cusp, which diminishes rapidly with increas-
ing angle, as we have noted above. Only a small remnant
is seen at 10' and by 30 it is completely missing. The

10

~~0'
10E

rg

10

Q 10
'a
..~ io"'

Io

10 100 1000
Electron Energy (eV)

FIG. 4. The CTMC, CDW-HIS, and FBA results are com-

pared for electron ejection at 10', 30', and 50', respectively.
The symbols are as indicated in the caption to Fig. 2. The
30' and 50' results have been divided by factors of 10 and
10, respectively.
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FIG. 5. The CTMC, CDW-HIS, and FBA results are com-
pared for electron ejection at 90', 120', and 150', respectively.
The symbols are as indicated in the caption to Fig. 2. The
120 and 150 results have been divided by factors of 10 and
10, respectively.

binary peak is seen to shift to lower energies, roughly in
accord with the binary encounter model, which predicts
that the binary peak energy Ep ——2v„cos 0 —E;, where 0
is the electron ejection angle, the other quantities having
been previously defined. As we have noted, the peak is
shifted further to lower energies than given by this for-
mula. Eventually, the binary peak shifts to suKciently
low energies that it ceases to be a separately resolvable
feature of the spectrum.

Even at 10, the importance of the two-center efFects
leading to the cusp formation is evident in that the FBA
is still much too small in the region where the projec-
tile and electron velocities are nearly the same. By 50',
where the projectile and electron trajectories diverge to



50 THEORETICAL DESCRIPTION OF THE EJECTED-ELECTRON. . . 2395

a much greater extent, the FBA agrees much better with
the two-center treatments. Also, as the angle is increased
&om 10' to 50, CTMC and CDW-EIS come into bet-
ter agreement. The shift to lower energies of the binary
peak in these results compared to the FBA is clear as
well. For much larger angles, the CTMC results begin
to be much lower than the perturbation theory curves
for low electron energies. This behavior has been seen
for a long time in comparison of CTMC results with ex-
periment for the singly differential cross section at large
angles and has been discussed in detail for the doubly
differential cross section in ionizing H+ + H collisions

[33] and from a theoretical point of view which considers
the classical limit of ionization in fast ion-atom collisions

[34].
In brief, these studies have shown that in the case of

small momentum transfers, such as the large-impact pa-
rameter collisions which result in backward scattering of
slow electrons, the classical behavior differs significantly
&om the correct quantum result. However, for larger mo-
mentum transfers, a much better behaved classical limit
exists and the forward and high electron energy portions
of the spectrum are thus good approximations to a more
complete quantum-mechanical treatment. Thus, at back-
ward angles and small energies, the perturbation theory
results should be considered more reliable. For larger
ejection energies in this angular regime, the CTMC re-
sults lie in between the CDW-EIS and FBA results. As
mentioned previously [33], for small ejection angles the
CTMC results seem to be the best, but as the ejection
proceeds to angles larger than 90', for example, a smooth
curve which follows the CDW-EIS solution at low ener-

gies and the CTMC result at high energies seems to be
the best prediction of the actual ejected electron spec-
trum.

IV. SUMMARY

We have computed the first Born and continuum-
distorted-wave —eikonal-initial-state approximations for

the ejected electron spectrum in collisions of 1.5-MeV/u
Fs+ with helium at 0', 10', 30', 50', 90', 120', and 150'
in the laboratory kame. In addition, we have performed
a very large classical trajectory Monte Carlo simulation
of the collision consisting of almost 100 million trajecto-
ries. We find the agreement between the experimental
measurements at 0' of Lee et aL [7] and the CTMC
results, including the ECC cusp asymmetry, to be excel-
lent, better than the agreement with the quantal pertur-
bation theories. However, inclusion of a model potential
to represent the electron-target interaction appreciably
improves the CDW-EIS result, especially in the binary
peak region. We also find very little difference between
the effective charge CDW-EIS result and the distorted-
wave strong potential Born approximation of Brauner
and Macek [18], except near the binary peak. This dif-
ference we attribute to the difference in choice of initial
target effective charge and thus initial momentum distri-
bution. Finally, for angles larger than 0' we have con-
trasted the behavior of the CTMC, CDW-EIS, and FBA
results, indicating the energy and angle regimes in which
each is most likely to be reliable, as a guide to further
experiment and to provide a general description of the
full ejected-electron spectrum.
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