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The penetration of 576-keV Ar?* ions with initial charge states g;=8,12,16 through a carbon foil of
310 A thickness has been investigated. The projectile’s energy loss and final charge-state distribution
have been measured. Within a resolution of a few percent no dependence of these data on the
projectile’s initial charge state was found. Furthermore the relative yield of Auger electrons emitted by
the projectile before and after the foil was detected. From these yields we could derive that the Ar ions
quickly reach an equilibrium excitation state inside the foil that does not depend on the initial charge
state ¢g;. From the measured energy-loss data we derive an upper limit for the projectile’s average
charge-state equilibration length x, inside the foil of approximately one carbon layer. This result implies
extremely large cross sections for electron transfer mechanisms between projectile and solid. An estima-
tion of this cross section by using the classical over-barrier model hardly explains the observed, very
large charge-exchange cross sections between ion and solid.

PACS number(s): 79.20.Nc, 34.50.Bw, 61.80.Mk

INTRODUCTION

The interaction of slow, highly charged ions with con-
ducting solids and surfaces has attracted great interest in
the past few years. Most experiments that have been
done in that field deal with the investigation of Auger
electrons' ~!! and characteristic x rays'>~!7 that are emit-
ted by the projectile when it interacts with a conducting
solid. Also the yield and the statistics of low-energy
secondary electrons emitted during the interaction of ions
in various charge states with metal surfaces have been
studied in detail.'®~?7 Especially the results of the latter
investigations seem to depend very sensitively on the sur-
face conditions and therefore most experiments have been
performed in an ultrahigh vacuum environment. The
typical range of projectile velocity (v,) that has been in-
vestigated in these experiments is 0.001 a.u.<v, =1 a.u.

According to the present understanding of the interac-
tion between a highly charged ion and a conducting sur-
face, resonant transfer of electrons from the surface con-
ducting band into highly excited Rydberg states of the
ion (typically n =27) is the dominant process that opens
the interaction ‘“‘scenario’at typical ion-surface distances
of several tens of angstroms (depending on the ion’s ini-
tial charge state and the work function of the solid).>>2¢
Within a very short time [typically few times 1076 sec
(Ref. 14)] this so-called ‘““resonant neutralization™ process
forms a neutral atom with many electrons in highly excit-
ed states for which the name “hollow atom” has been es-
tablished. These Rydberg electrons can cascade to lower
levels radiatively or via emitting Auger electrons. Vari-
ous groups have shown that due to the lack of time be-
tween the projectile’s first electron capture and its
penetration into the solid, only few electrons can reach
the projectile’s inner shells in a decay cascade in front of
the surface.>~>'%!! It was found that, even for very slow
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projectiles (v, <5X 1072 a.u.), the yield of fast projectile
Auger electrons, which are emitted in front of the sur-
face, does not exceed a fraction of about 10% of the total
fast projectile Auger electron yield.!° This saturation
effect indicates the projectile’s acceleration by its image
charge in front of the surface.

The subject of the present article is the investigation of
charge transfer between a moderate velocity (v, =0.76
a.u.) highly charged ion and a solid when the ion
traverses through the solid. Essentially all inner-shell va-
cancies should, according to the results described above,
survive up to the ions penetration into the solid.

As soon as the hollow projectile enters the solid all
highly excited Rydberg electrons are “peeled off”?"?* due
to the screening of the projectile core by electrons from
the solid. The electrons in the outermost remaining
states can still populate inner shell orbitals by cascading
Auger and radiative decay processes. Besides these pro-
cesses, a variety of charge-exchange mechanisms may be-
come active. For example, interaction of the projectile’s
loosely bound outer electrons with the nuclei and elec-
trons of the solid can transfer the projectile electrons into
the continuum or into lower-rn projectile states. The
latter process, which could be considered as a “Coulomb
force nonradiative deexcitation” can be expected to be
less likely than the aforementioned because, in contrast to
the electron loss, it requires a well-defined energy transfer
to the projectile electron and also the number of final
electronic states is much smaller. Furthermore, inner-
shell quasimolecular electron transfer between the projec-
tile and the target can occur. According to results from
ion-atom collisions,?® the cross section for this charge-
exchange mechanism in the solid can be expected to vary
strongly with the binding energy of the related electronic
states and the projectile velocity.

After a certain penetration depth x, the combined
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efforts of these competing processes should create a dy-
namic charge and excitation state equilibrium of the pro-
jectile. Depending upon the strength of the described
mechanisms, the projectile’s dynamic charge-state distri-
bution inside the solid might strongly depend on the
number of its inner-shell vacancies.

The central point of interest in the present investiga-
tion is to obtain information on the equilibration length
x, of a moderate velocity highly charged ion penetrating
into a solid. This information can be very important for
the application of highly charged ions to surface
modification, since it allows one to estimate how deep
below the surface a highly charged ion can transport
some fraction of its potential energy into the solid. A
very sensitive method to determine the equilibration
length x, of an ion inside a thin solid is the measurement
of its energy loss in the solid as a function of its initial
charge state g;,. The differential electronic energy loss
(dE /dx), of a charged projectile at a particular position
x in a conducting solid is proportional to the square of its
effective charge state g.z(x).?° Therefore the projectile’s
electronic energy loss AE in a thin solid target is an in-
tegral measure of its charge-state evolution in the solid.
If the projectile’s effective charge state g.4(x) is different
for a few target layers for different incoming charge states
q,, the projectile’s electronic energy loss AE in a thin foil
should show variations with g;. As will be shown later,
nuclear stopping arises predominantly from very close
collisions between the projectile and the solid atoms, and
thus only the population of the innermost electronic or-
bitals may influence weakly the projectile’s nuclear ener-
gy loss.

In the present experiment the energy loss of 576-keV
Ar?™ ions (v, =0.76 a.u.) passing a 310-A carbon foil has
been measured for incoming charge states g, =8,12,16.
According to calculations with the TRIM computer
code,*® in this collision system electronic stopping con-
tributes about 75% to the projectile’s total energy loss
while nuclear stopping contributes about 25%. There-
fore a possible g; dependence of the contributing elec-
tronic stopping should clearly be displayed by the total
energy loss. As will be shown later, the measurement is
sensitive enough to determine the projectile’s equilibra-
tion length x, with an accuracy of a few angstroms. In
addition, the distribution of final ion charge states has
been determined for the two initial projectile charge
states g; =8, 16.

Finally, the relative yield of projectile Auger electrons
and photons emitted by the projectile near the entrance
and exit surface of the foil was measured as a function of
q;=8,12,16. A comparison of the entrance and exit
yields as a function of g; allows the determination of
whether the projectile reaches an inner-shell equilibrium
excitation state in the foil.

EXPERIMENTAL SETUP
AND DATA REDUCTION

The experiment was performed at the CRYEBIS ion
source of Kansas State University. Figure 1(a) shows a
sketch of the experimental setup. A beam of Ar?* ions

was extracted from the CRYEBIS ion source and trans-
ported through a beamline of an approximate length of 5
m to the scattering chamber in which the carbon foil was
mounted. By using several turbomolecular vacuum
pumps and conductance limiters between the beamline
and the scattering chamber, the beamline could be kept
in the low-10"8-mbar vacuum range while the scattering
chamber was at 1X 10~ ® mbar. Since the beam had to
pass only about 20 cm through the 10 %mbar vacuum
before hitting the foil, charge exchange between the Ar
projectiles and the residual gas atoms was small. Two
sets of slits in front of the scattering chamber collimated
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FIG. 1. (a) Sketch of the experimental setup. The real dis-
tance between the foil and the projectile detector was 22.3 cm,
while the foil-electron detector distance was about 6.5 cm. (b)
Schematic drawing of the electron detector. In order to keep
the potential difference between the two channel plates and be-
tween the lower channel plate and the anode constant while
varying the repelling voltage between the upper channel plate
and the grid, the high voltage for the channel plate and the
anode was provided by a floating power supply, which was
driven by a ramp generator. (c) Sketch of the experimental set-
up for resolving the final projectile charge states. The distance
between the foil and the projectile detector was 3 m.
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2 in size and an angular

the beam to a spot 1X1 mm
divergence of less than 1 mrad.

After passing the carbon foil the scattered projectiles
were detected at a distance of 22.3 cm by a two-
dimensional position-sensitive channel-plate detector.
This allowed the measurement of the angular distribution
of the outgoing projectiles. The position information was
obtained by using a “wedge and strip” anode.*!

A second (nonposition-sensitive) channel-plate detector
was mounted at a distance of 7 cm below the carbon foil,
perpendicular to the beam axis, for detecting electrons
and photons emitted by the foil or the projectile behind
or in front of the foil. In order to be able to observe de-
cay processes at the entrance and exit surface of the foil
separately, the carbon foil could be oriented relative to
the beam and the electron detector so that only electrons
from one of the carbon surfaces (either entrance or exit)
could reach the detector at a time. Henceforth the foil
orientation that allowed the observation of the entrance
surface will be denoted “position 1,” in contrast to “posi-
tion 2,” which denotes the foil position in which exit sur-
face electrons were detected.

A grounded high-transmission grid was mounted at a
distance of about 1 cm in front of the electron detector’s
upper channel plate. By applying a negative voltage up
to —300 V to the front side of the upper channel plate,
an energy limit for the detected electrons could be set.
Thus the electron detector worked approximately as a re-
tarding grid spectrometer. In order to keep the channel-
plate gain independent of the electron energy while vary-
ing the repelling voltage, the high voltage for both chan-
nel plates and the anode of the electron detector was pro-
vided by a floating power supply that was driven by a
grounded ramp generator [see Fig. 1(b)]. The scattered
projectiles and the electrons (photons) were measured in
coincidence by using standard NIM electronics. Here the
electron (photon) detector signal was used as the start
while the projectile signal stopped the time measurement.
Figure 2 shows a typical coincidence spectrum obtained
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FIG. 2. Time-of-flight spectrum between electrons (photons)
and outgoing projectiles with the foil in position 2 for an incom-
ing Ar'®* ion. The broad peak on the left-hand side represents
the electron-projectile coincidences while the small narrow peak
on the right-hand side is due to photon-projectile coincidences.

with start signals when the foil is in position 2. The spec-
trum contains two peaks, a broad one centered near 130
ns that covers a large range of time differences between
the start and the stop and a narrow one near 140 ns. It
was found that the intensity of the narrow peak did not
depend on the repelling voltage of the electron detector
whereas the broad peak did. Furthermore the time
difference between the narrow peak and the right falling
edge (higher channels) of the broad peak is about 3-4
nsec. This is typically the time in which a 300-eV elec-
tron passes the distance between the foil and the start
detector. Therefore we assume that the narrow peak at
larger time coordinates is created by coincidences be-
tween photons and outgoing Ar ions, while the broad
peak is due to electron-ion coincidences. The flight time
spectrum obtained with the foil in position 1 does not
show the photon peak.

Time spectra were created for five different projectile
scattering angle regimes. Using the actual distances be-
tween the carbon foil and the projectile detector for each
scattering angle, the time spectra were transformed into
ejectile kinetic-energy spectra. The projectile’s kinetic
energy after leaving the foil was obtained from the posi-
tion of the photon peak centroid in the coincidence spec-
trum. The width of the photon peak reflects the ejectiles
energy straggling, while the electron peak width results
from a superposition of the energy distributions of outgo-
ing projectiles and electrons. A comparison between the
peaks shows that the width of the electron peak is dom-
inated by the electron’s energy distribution.

The projectile’s energy loss when passing the foil was
determined by the incoming beam energy minus the
projectile’s kinetic energy after leaving the foil. The
flight time of a 576-keV Ar ion between the foil and the
projectile detector is about 140 nsec. As will be seen
later, the typical energy loss of the Ar projectiles in the
carbon foil is 40 keV. For the distance between the foil
and the projectile detector this energy loss corresponds to
a flight time difference relative to the initial beam of
about 5 nsec. Even though the electronic time resolution
allowed determination of the time difference between a
photon and a scattered projectile with an accuracy of
only about 1.5 nsec—corresponding to an energy accura-
cy of about 10 keV —the centroid of the projectiles’ flight
time distribution could be determined about 10 times
more accurately. In order to measure precisely the corre-
sponding flight time of the incoming Ar beam for the dis-
tance between the projectile detector and the foil, the
latter could be replaced by a well collimated air gas jet.
In single collisions with the air atoms, the highly charged
ions have a large chance to capture electrons in excited
states which can lead to photon or electron emission via
radiative or Auger decay of the excited Ar states. These
gas collisions are not accompanied by a significant ener-
gy loss of the projectile. Thus a coincidence between
such a photon and the scattered projectile allows us to
deduce the Ar beam time of flight between the gas jet
center and the projectile detector with an accuracy of
about 0.2 nsec. In order to transform the gas-foil flight
time difference into an absolute energy loss with an accu-
racy of 1 keV, the spatial distance between source points
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FIG. 3. Spectrum of the Ar ions’ energy loss after passing the
carbon foil integrated over all scattering angles as a function of
the initial charge state g;.

for the jet and the foil exciters has to be known with a
precision of 0.2 mm.

The accuracy achieved in the experiment for the
difference of these positions was 3 mm, corresponding to
an uncertainty in the absolute energy loss of 14 keV.
However, the error in the relative projectile’s energy loss
for different projectile charge states does not include the
above-described uncertainties of the involved spatial dis-
tances since those uncertainties are systematic errors that
are constant for all projectile charge states. Without tak-
ing these systematic errors into account, the projectile’s
relative energy loss in the carbon foil as a function of g;
was obtained with an accuracy of about 2 keV. In order
to determine the projectile’s equilibration length in the
carbon foil, it is the relative energy loss as a function of
the projectile’s initial charge state rather than the abso-
lute value of energy loss that matters. Therefore the er-
ror bars shown in Figs. 3 and 4 do not include the de-
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FIG. 4. Spectrum of the projectiles’ energy loss as a function
of the scattering angle. The different symbols represent the fol-
lowing incoming ions: squares: Ar®*; triangles: Ar'%*; circles:
Ar'®*. The error bars at the data points represent relative er-
rors as described in the text. The solid line shows the calculated
dependence of the projectile kinetic energy loss on the scatter-
ing angle in single collisions between Ar projectiles and C
atoms.

scribed systematic error and should be considered ‘‘rela-
tive” errors in the sense described above.

For measuring the Ar ions’ final charge-state distribu-
tion after leaving the foil, the apparatus was modified as
shown in Fig. 1(c). At a distance of about 10 cm behind
the C foil a third set of slits collimated the ejectiles’ hor-
izontal scattering distribution to a narrow slice of 1 mm
width. Directly behind those slits a vertical magnetic
field horizontally separated the outgoing projectile charge
states. The final projectile charge-state distribution could
be resolved by a position sensitive detector mounted 3 m
behind the magnet.

RESULTS AND DISCUSSION

Figure 3 shows the total energy loss AE of the Ar pro-
jectiles in a 310-A carbon foil, integrated over all scatter-
ing angles, as a function of their initial charge state g;.
Within the error bars no g; dependence of the energy loss
can be observed. In Fig. 4 the energy loss as a function of
the scattering angle AE(6) is presented for each initial g;.
No significant energy loss difference between the incom-
ing charge states can be observed. A clear increase of the
energy loss with increasing projectile emergence angles
was found for every investigated initial charge state. Ar
ions that leave the foil in a narrow cone around 0° did not
exchange a significant amount of transverse momentum
with any C atom by nuclear stopping. Thus those ions
are assumed to have mainly lost their energy in collisions
with electrons. Projectile emergence angles significantly
larger than 0° can be reached in either close single or
multiple collision events with the solid atoms. The full
line in Fig. 4 is calculated as the sum of energy loss for
emergence angles around 0° plus the kinematic energy
transfer of Ar projectiles to a single C atom for a two-
body elastic scattering by an angle 6. As can be seen, the
calculated curve shows clearly a steeper slope than the
measured data. For large scattering angles the calculated
“two-body” energy loss is up to two times larger than the
measured one.

It can be calculated that, for scattering to the same
final scattering angle, the total kinetic energy that is
transferred from the projectile to the target in many suc-
cessive small-angle collisions is smaller than that ob-
tained in one large-angle single collision. This suggests
that the measured scattering distribution up to 110 mrad
is dominated by multiple-scattering processes between
projectile and target atoms rather than single-scattering
events. This conclusion is in agreement with that expect-
ed from the calculations by Sigmund and Winterborn,*
who showed that the scattering distribution of ions pass-
ing thin solids is dominated by multiple-scattering events
of the projectile with the solid atoms up to scattering an-
gles of several times the full width at half maximum of
the scattering distribution. Only projectile scattering an-
gles larger than about 10 times the half-width of the
scattering distribution are more likely reached by single-
scattering events.

For a quantitative comparison of the half-width of the
measured scattering distribution with an estimate ob-
tained by the Sigmund-Winterborn formalism, the foil
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thickness is a sensitive parameter. Therefore the accura-
cy of the manufacturer’s declaration concerning the car-
bon foil thickness was checked by using the TRIM com-
puter code® to numerically simulate the scattering distri-
bution of Ar ions in a carbon foil as function of the foil
thickness. The carbon foil was labeled to be a 3-,ug/cm
foil. If one assumes a foil density of 1.65-2.5 g/cm one
can calculate a foil thickness of about 120-215 A. Tak-
ing into account that the foil was tilted by an angle of 20°,
the effective foil thickness that was passed by the Ar ions
is 128-229 A. The simulated distributions were folded
with the experimental resolution, which was determined
by the beam diameter and the position resolution of the
projectile detector. Figure S shows the measured scatter-
ing distribution for initial Ar'®* ions in comparison with
TRIM simulations for two different target thicknesses. As
can be seen, the measured distribution matches very well
the calculated one for an assumed target thickness of 310
1&, whereas the calculated distribution for a thickness of
120 A is by far too narrow. Furthermore the measured
average energy loss of 40 keV could also be reproduced
by TRIM calculations when assuming a foil thickness of
310 A. The TRIM code does not take into account the
projectiles initial charge state. Since it was found that in
the investigated velocity regime the projectile’s initial
charge state does not affect its energy loss, we expect the
calculations to be a realistic description of the measure-
ment. Therefore the foil thickness was taken to be 310 A.

From the Sigmund-Winterborn formalism, one can es-
timate the halt-width for the scattering distribution of
576-keV Ar ions passing a 310- A C foil to be about 24
mrad. As can be seen from Fig. 5, the measured half-
width is about 27 mrad, which is fairly close to the es-
timated Sigmund-Winterborn half-width. Thus the inves-
tigated range of projectile scattering angles is clearly
within the regime that is dominantly described by
multiple-scattering events. This is in agreement with the
assumption taken from the shape of the AE(8) curve.

The measured independence of the projectile’s energy
loss of its initial charge state g; is in agreement with the
findings for the projectile’s final charge-state distribution
as function of q;. As expected from the energy-loss data
no dependence of the distribution of outgoing Ar charge
states (g,) on the initial charge state g; was found. Figure
6 shows the final charge-state distribution of Ar ions after
leaving the foil for the incoming Ar charge states g; =8
and 16. The two distributions are essentially equal for
both initial charge states and both cases produce an aver-
age final charge state of §,~2.2.

The foil thickness of about 310 A is roughly equivalent
to about 150 C-atom layers. Thus from the integral ener-
gy loss we derive that the Ar ion loses on the average 130
eV/A or 267 eV/layer. The calculation below shows that
the information of the average outgoing charge state in
J
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FIG. 5. Measured distribution of projectile scattering angles
in comparison with scattering distributions calculated with the
TRIM computer code for two different target thicknesses. The
solid line represents the measurement, the dotted line shows the
result of the TRIM calculation for a foil thickness of 310 A, and
the dashed line represents the TRIM calculation for a foil thick-
ness of 120 A.

combination with the relative accuracy that was achieved
for the projectile’s energy loss as function of g; allows a
determination of the projectile’s charge equilibration
length (x;) with an accuracy of less than one carbon lay-
er.

In Fig. 7 a possible shape of the projectile’s g (x) func-
tion in the solid is shown schematically. (Here x denotes
the ions penetration depth inside the carbon foil.) Since
the exact shape of this function is not known, we assume
an exponential decrease of the projectile’s charge state
q (x) from g; into g, with mean length x;:

x/x4

q(x)=q0+(q,«—qo)e_ , (1)

where g, is the Ar equilibrium charge state.

In the low projectile velocity regime that is investigat-
ed in the present experiment, the projectile cannot be
treated as a point charge. Therefore its effective charge
state, which determines its energy loss in the solid, de-
pends on the radius of the screening -electron cloud
around the projectile at each position in the solid. This
radius might change rapidly with the ion’s increasing
penetration depth especially at the entrance of the solid,
where the projectile’s excitation state is far from being re-
laxed. According to a semiempirical treatment of
Brandt,?®3% which is discussed below, an effective ion
charge state can be defined such that the projectile’s ener-
gy loss at each position in the solid is a function of the
square of its effective charge.

Thus we obtain

—(x,/x4)

)+g¢2x,] . ()
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FIG. 6. Distribution of final projectile charge states g, for
the incoming charge states ¢; =8+ (squares) and ¢, =16+ (cir-
cles).

Here x, describes the foil thickness and ¢ denotes the
proportionality between the ions energy loss and the
square of its charge. In our model, which assumes an ex-
ponential decrease of the projectile’s effective charge
state, we treat the equilibrium length x, as a constant of
the particular ion-solid system, such that x, does not de-
pend on g;, although a more sophisticated model would
certainly take some g; dependence of x, into account.

Since we observed no g; dependence of the projectile’s
energy loss within the accuracy of our measurement, x,
must be very small relative to x,. Therefore we approxi-
mate

—(2x_/x,) —(x_ /x;)
o’™d —e =1, (3)

(1—e
This leads to

AE(g;,x,)=cx,ql+cx,;Aq(Aq /2+2q,)

)=(1

with Ag=(q;—q,). 4)

gi
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FIG. 7. Schematic drawing of the projectile’s effective charge
state inside the carbon foil ¢ (x) as a function of the penetration
depth x. g; and g, describe the projectile’s initial and final
charge states. x, denotes the foil thickness and x, is the posi-
tion where g (x) is given by q(x,;)=g,+e¢ Yg;,—q,).

The data on the projectile’s average energy loss including
the error bars (Fig. 3) show that the maximum possible
energy-loss increase as a function of g; is 2 keV between
g;=8+ and 16+. This yields a maximum value for
x,=0.0022x, or x,=0.68 A (0.33 atomic layers).

Figure 8(a) shows, for each of the three incoming
charge states, the electron yields from the entrance side
of the C foil for three different repelling voltages V. As
mentioned earlier, the time-of-flight spectrum taken with
the foil in position 2 (exit side) allowed us to separate be-
tween photon and electron yields. Therefore Figs. 8(b)
and 8(c) show the electron and photon yields from the
exit side of the foil separately. Only relative yields are
shown as the absolute efficiency and the solid angle of the
electron detector was not known. Each yield is normal-
ized to the same number of projectiles, which allows a
quantitative comparison of scales of the three spectra of
Fig. 8.

The maximum kinetic energy that can be transferred
from a 576-keV Ar ion to an electron at rest in a classical
“head-on collision” is E,;; =31.4 eV. Thus the observed
“high-energy” electrons (E, > 100 eV) cannot be kineti-
cally emitted, but can only be produced in some type of
potential emission, which means that their kinetic energy
is taken from the potential energy which the ion has car-
ried into the system. According to the statements in the
Introduction it can be assumed that the observed en-
trance side electrons originate almost exclusively from
subsurface projectile Auger emission processes which fol-
low electron transfer from the solid into excited ionic
states. This assumption is supported by the observation
that the electron yield from the entrance surface clearly
increases with increasing g,. First, the potential energy
that is carried by the incoming ion grows with g; and
second, the number of possible Auger transitions from
highly excited atomic levels into inner shells also in-
creases with rising ¢;. In Fig. 8(a) the relative increase of
the Ar potential energy as a function of g;, E(q;), is
also shown. The shapes of the curves are very similar.
Due to the electron energy range scanned by the repelling
voltage, we assume that mostly Ar L Auger electrons are
detected. Since those electrons can already be measured
for incoming Ar®", which does not carry L-shell vacan-
cies, we conclude that a small number of Ar L vacancies
are created by excitation processes in the foil. Those va-
cancies lead to a finite fraction of ¢; independent electron
yield.

In contrast to the entrance side result, the exit side
yield does not depend on g; at all. When trying to under-
stand the behavior of the exit side yield, one first has to
ask whether electrons that are emitted close to the foils
entrance surface can penetrate through the foil and be
detected at the exit side. This can be excluded since the
results of electron transmission measurements through
thin foils*® show that electrons with initial energies up to
E, =600 eV are stopped in a 310-A carbon foil. There-
fore we assume that the exit side electrons originate from
Auger processes in the outgoing projectile. Since the
electron exit yield does not depend on g;, the ion obvious-
ly reaches the exit surface of the foil in some equilibrium
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FIG. 8. (a) Relative fraction of the electron yield measured
with the foil in position 1 (entrance yield) as a function of the
projectile’s initial charge state for the following repelling volt-
ages Vy at the electron detector: Vx=—100 V (circles),
Vg =—150 V (triangles), and Vz = —200 V (diamonds). The
solid line represents the relative increase of the projectile’s po-
tential energy as function of its charge state g;. (b) Relative
fraction of the electron yield measured with the foil in position
2 (exit yield) as a function of g;. The symbols represent the
same repelling voltages Vi as in 8(a). (c) Relative fraction of
the photon yield as a function of the initial projectile charge
state measured with the foil in position 2.
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excitation state independent of its incoming charge state.
Furthermore, it was found that the relative electron exit
yield is about equivalent to the entrance yield for incom-
ing Ar®t, which indicates that the ion’s excitation state
when leaving the foil is dominantly due to excitation pro-
cesses in the foil rather than related to the excitation
state of the incoming ion.

Figure 8(c) shows the yield of photons measured with
foil in position 2 as a function of g;. No g; dependence
can be observed. We assume those photons to be emitted
in radiative deexcitation processes in the outgoing projec-
tile. For the following reasons, we suspect that dom-
inantly low-energy uv photons originating from transi-
tions in outer shells are detected. First, radiative decay
of inner-shell vacancies in Ar is very unlikely because of
the small fluorescence yield [~5X10™* for neutral Ar
(Ref. 34)] and second, the channel-plate detector has a
relative high detection efficiency for uv photons. Since
the lifetime of radiatively decaying excited outer-shell
states is typically on the order of 10~° sec,>* one can con-
clude that the observed photon decay takes place behind
the foil over a distance of several millimeters. The exit
side electron yield has already shown that the ions have
reached an equilibrium excitation state when leaving the
foil. Therefore it is very reasonable to find no g; depen-
dence of the photon yield far behind the foil.

Figure 9 shows the distribution of final Ar charge
states for those Ar ions that are detected coincidentally
with an emitted photon from the exit surface. This distri-
bution is clearly shifted to higher charge states relative to
the total final charge-state distribution. We do not un-
derstand this finding. However, one could speculate that
those Ar ions, which emit a photon behind the foil, un-
dergo a close collision with a carbon atom shortly before
they leave the foil, which leads to a higher degree of exci-
tation and ionization relative to the total amount of out-
going Ar ions.

To summarize the main findings of the present experi-
ment, one can say that a swift highly charged Ar ion

Charge State Fraction (%)

Final Charge State qg

FIG. 9. Charge-state distribution of those outgoing projec-
tiles that have emitted a photon after leaving the foil (squares).
In comparison to that, the circles represent the total charge-
state distribution of the outgoing projectiles. The initial charge
state was g; = 16.



1442 R. HERRMANN et al. 50

(v, =0.76 a.u.) that passes a carbon layer of 310 A thick-
ness leaves this foil in a charge and excitation state that
does not “‘remember” at all its initial charge state. A
model analysis of the energy-loss data leads to the con-
clusion that the ion reaches its equilibrium charge state
immediately after penetrating into the carbon solid, after
passing less than one atomic layer. In order to interpret
those findings in terms of the populations of the ionic
inner shells, electronic and nuclear energy loss may be
treated separately. For electronic stopping, we would
like to follow the description of Brandt.”> The cloud of
incident plus captured electrons that screens the projec-
tile nucleus may extend to an average radius of A(v,),
where v, denotes the relative velocity between projectile
and the conduction band electrons. Electrons in the
medium with impact parameters b, > A(v,) encounter the
ion as point charge Q(v,)=¢q; —N(v,) in a distant col-
lision, where g; describes the projectiles incident charge
state and N(v,) the number of captured electrons. Elec-
trons at impact parameters b, < A(v,) penetrate into the
cloud of bound electrons and encounter in close collisions
a partially screened potential corresponding to an ion
charge that is larger than Q(v,). The projectile’s effective
ion charge Z*, which arises from an average over all im-
pact parameters and which determines the projectile’s
electronic energy loss, is therefore always larger than
Q(v, ), depending on the contributing fraction of collision
processes with impact parameters b, <A(v,). From a
statistical treatment of steady-state electron capture and
loss processes Brandt obtains Q(v,). Within the dielec-
tric approximation for the stopping power, he evaluated
the effective projectile charge state Z* for nitrogen ions
in several conducting solid targets. The effective charges
extracted from measured stopping powers S by using the
relation S=S,(Z *)2, where S, describes the correspond-
ing proton stopping power, confirm his calculations in de-
tail. Applying Brandt’s formulas to our collision system
leads to an average projectile screening radius of
A(v,)=0.2 a.u. and to a ratio Z*/Q(v,)=1.33. This
shows that a considerable fraction of electronic stopping
processes take place at impact parameters b, <0.2 a.u.
The classical L-shell radius can roughly be estimated (in
a.u.) as r;, =n*/(Z—m,), where n is the main quantum
number and m,; the number of screening electrons in the
K shell. For Ar one obtains r; =0.25 a.u. According to
those results one can conclude that the electronic stop-
ping power in our collision system should depend on the
average population in the projectile’s L shell.

In order to obtain the impact parameter regime which
contributes to nuclear stopping, classical Rutherford
scattering between Ar and C is assumed. An average im-
pact parameter {b ), weight by its probability and the re-
lated energy loss AE(b) for nuclear collisions, is given by
the following expressions:

b
J ™ bAE(b)dP /db)db
<b>: nbmax
[ ™" AE(b)(dP /db)db

o

with (dP/db)=2mwb . (5)

AE(b) is, according to Rutherford’s formula, given by
_20i07 i
Myuv? b +(c/2)? 1M 02

AE(b)

where Q, and Q, are the projectile and target charges,
respectively. M, is the target mass and M|, is the reduced
mass M,=(M,M,)/(M,+M,).

The evaluation of the above integrals leads to

2{b . — ¢ /2[arctan(2b,,, /c)]}
(b)= 3 > J : (7
In[(b} . +c*/4)/(c*/4)]

The quantity ¢ is called the collision diameter. For a
repulsive interaction it describes the distance of the
closest approach between the collision partners at zero
impact parameter.

Since the projectile’s energy loss AE(b) is maintained
by assuming an unscreened Coulomb potential between
the projectile and the target, a maximum impact parame-
ter b, as the upper integration limit in Eq. (5) has to be
taken. Here we assumed b_,, =0.2 a.u., according to the
average projectiles screening radius A(v,) evaluated by
Brandt.*

For the charge states of target and projectile, O, =16
and Q,=5 were taken. These values consider some
screening of the bare nuclear charges by the K-shell elec-
trons and when inserted into the denominator of Eq. (5)
lead to a total nuclear energy loss of the projectile in the
310-A carbon foil of AE=10.5 keV, which is in good
agreement with results of TRIM calculations.

According to Eq. (5), the average impact parameter
(b ) turns out to be (b )=0.06 a.u. The minimum inter-
nuclear distance R ;,, which is related with (b ), is given
by the relation

<Rmm>:§+x/<c/z)2+<b>2. 8)

Inserting the values for ¢ and b leads to (R, ) =0.069
a.u. In the present case c¢ is considerably smaller than
(b) (c=0.016). Therefore the values for (R ;) and
(b ) are not very different.

(R, is on the order of the Ar K-shell radius. The
distance of closest approach, which is related to b,,, is
given by R ;. (b.,)=0.208 a.u. Since the Ar L-shell ra-
dius is roughly ; =0.25 a.u., we conclude that practical-
ly all energy transfer takes place in collisions closer than
the Ar L-shell radius. Therefore, in the present collision
system nuclear stopping should be very insensitive to the
projectile and target electronic population outside the K
shell.

On the other hand, the projectile’s electronic energy
loss should clearly depend on the electron population in
the projectile’s L shell. According to TRIM calculations,
electronic stopping contributes by about 75% to the
projectile’s total energy loss. Therefore the Ar ion’s total
stopping power when passing the carbon foil should
clearly vary with the number of electrons in the
projectile’s L shell. Since an incoming Ar®" ion (filled L
shell) and an Ar'®" ion (empty L shell) lead to the same
total stopping power, one has to conclude that the
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projectile’s L shell is filled within the evaluated equilibra-
tion length.

In the following we discuss the possible mechanisms
that might explain this finding. It was already described
that, according to the currently established model, a
highly charged ion starts to capture electrons from the
conduction band of a surface into highly excited states in
a surface distance of 10 A. Only those electrons that
have been transferred from these high n states into inner
shells (typically n <3) via Auger or radiative transitions
in front of the surface remain captured in the ion when it
penetrates into the solid. Electrons in higher-n states are
“peeled off” upon penetration. The time of an Auger
transition between two high-n states with An =1 is typi-
cally Ar=6X10""° sec.’® This time increases with in-
creasing An. Typical radiative decay times are on the or-
der of 10° sec for transitions between high-n states and
10713 sec for inner-shell transitions. A transition cascade
that can transfer an electron from a high-n state (typical-
ly n = 7) into an inner shell (L or K) of the ion can be es-
timated to take of the order of 1074-107!* sec. During
this time a 576-keV Ar ion has passed several hundreds
of angstroms. Thus it can be concluded that capture into
high-n states of the ion in front of the surface followed by
Auger or radiative decay is a process that is too slow to
populate efficiently inner shells of the ion. This con-
clusion is in full agreement with conclusions of various
experiments that investigated electron and photon emis-
sion during interaction of highly charged ions with con-
ducting surfaces.

Therefore one has to assume that the charge-exchange
processes responsible for the very short projectile charge
equilibration length observed in this experiment predom-
inantly take place when the ion enters the solid. At this
point, a very important filling process for the projectiles’
inner-shell vacancies is the direct inner-shell electron
transfer between the Ar and carbon core. At v,=0.76
a.u., inner-shell electron transfer between projectile and
target can very well be described by using an adiabatic
capture description such as the classical “over-barrier” or
“molecular-orbital” model. Within these descriptions the
electron transfer probability increases strongly with a de-
creasing energy separation between the involved electron-
ic orbitals (energy matching condition). For neutral Ar,
the Ar L and C K shell have very similar binding energies
[for neutral atoms Ar (L;) E, =320 eV, Ar (Ly) E, =247
eV, Ar (LII]) Eb=245 eV, and C (K) Eb=284 eV].
Therefore the electron transfer between these two orbits
could be an important contribution to the total cross sec-
tion for inner-shell electron transfer between Ar and C.
In order to estimate the size of this contribution we refer
to results of former experiments,’! which have shown
that for matching energies of the involved electronic or-
bitals and for adiabatic projectile velocities, electron
transfer between the target and the projectile is very
efficient within a range of internuclear distances in which
the involved target and projectile electronic states have a
spatial overlap. When applying those findings to the Ar-
C system the maximum impact parameter at which an
electron exchange between the C K shell and the Ar L
shell occurs is obtained by adding the classical radii of
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both shells. This leads roughly to an impact parameter of
b~0.2 A.

An estimation of the internuclear distance for capture
out of the C K shell into Ar'®" by using the classical
over-barrier model’’ leads to b ~0.5 A. Within the accu-
racy that can be expected for the above-described
geometric estimate, the agreement of both values seems
reasonable. When assuming the probability for capture
of one electron from the carbon K shell into the Ar pro-
jectile to be equal to one at internuclear distances smaller
than b=0.5 A, one calculates a geometrlc cross section
for the described capture of 0 =0.8 Az

For a mean carbon density of 2.2 g/cm3 the average
distance between two carbon atoms in the foil is 2.1 A,
corresponding to one carbon atom in an area of 4.3 A Zin
each layer. The probability P for a collision between an
Ar ion and a C atom in one carbon layer in which the
above-described electron transfer between the Ar L shell
and the C K shell takes place is simply given by the ratio
of both areas: P=0.8/4.3=0.19. From this estimation
one has to conclude that the Ar ion has to pass the order
of five carbon layers for capturing one electron into the L
shell. Therefore the described coupling between Ar L
shell and the carbon K shell cannot be responsible for the
very fast filling of Ar inner-shell vacancies.

Another possible relaxation process would be the
Auger filling of the L shell after the ion enters the foil.
The initial electrons could be transferred from the carbon
K shell into the Ar M shell. We note that there is consid-
erable momentum space overlap of the fast carbon K
electrons not only with the Ar L shell, but also with the
M shell. The corresponding Auger relaxation time is
very difficult to model and we make no attempt to do so.
We note that the width of a single L-hole vacancy in neu-
tral Ar is of the order of 1 eV,** which would correspond
to a lifetime of T=6X10"'® sec or a flight path of about
10 A. One would expect this lifetime to be shortened by
the presence of more L vacancies, but lengthened by the
absence of a full contingent of Ar M electrons on the
moving ion. Whether T could be so short as to allow ap-
preciable L filling in a single carbon layer is not evident
to us.

We now summarize the results of our experiment. A
highly charged Ar ion that passes a 310-A carbon foil
with an initial velocity of v, =0.76 a.u. leaves the foil in a
charge and excitation state that does not depend on its in-
itial charge state. The ion reaches its charge-state equi-
librium after passing one layer of the solid. This very
short equilibration length requires extremely fast charge-
exchange processes between the ion and the solid.
Inner-shell electron transfer between the carbon K shell
and the Ar L shell does not seem to explain these
findings.
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