
PHYSICAL REVIEW A VOLUME 5, NUMBER 6

Precision Experiments on Muonium. I. Determination of the Muonium Hyperfine Splitting
in Low-Pressure Argon from a Field-Independent Zeeman Transition*
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The ground-state hyperfine interval ~ of muonium has been redetermined in argon by mea-
suringthe (1,1) + (1,0) Zeeman frequency v& at that external field value where Bv~/BB=0.
The measurements were performed with good statistics at much lower pressures than
heretofore, greatly reducinguncertainties in extrapolating to zero pressure. Our value,
hv(0) =4463. 313 (18), disagrees with the linearly extrapolated values found in higher-pressure
Ar and Kr by Crane et al. However, a new interpretation, namely, a pressure extrapolation
based on a quadratic function with the linear coefficient fixed at the "atomic" value (i.e. ,
assumption of no isotope dependence in the linear pressure shift), results in consistency
between all present (data published before April, 1971) determinations of ~v.

I. INTRODUCTION

Vfe are conducting at the University of Chicago
a series of experiments on muonium, the hydro-
genlike atomic system having a positive muon as
the nucleus. The goals of the series include im-
proved measurements of the ground-state hyper-
fine interval hv and of the muon magnetic moment.
Both quantities can be determined from frequen-
cies of Zeeman transitions [though the hyperfine
(hf) interval may be measured directly]. These
two quantities, both interesting in their own right,
allow a very accurate independent determination
of the fine-structure constant &; on the other hand,
assuming 0'. as known, these measurements afford
a rather stringent test of quantum electrodynamics
(@ED).

The experiment described here was the first in
this series, and it had two goals: (a) determina-
tion of the hyperfine interval, from a high-field
Zeeman transition, at sufficiently low pressure to
minimize the extrapolation difficulties (i. e. , sys-
tematic errors) which plagued previous determina-
tions, and (b) the development of novel experimen-
tal techniques to be used in subsequent experiments.
This second point deserves emphasis since the
following experiments will determine the hf inter-
val with an accuracy greater than the present one.

All precision experiments on muonium may in
general terms be described as follows: Polarized
muons are stopped in a noble gas, where they cap-
ture electrons and form muonium in its ground
state with the muon polarization partially pre-
served. An applied microwave (rf) field causes,
when at resonance, a transition involving spin flip
of the muon. The transition frequency is deter-
mined by measuring the change in the positron de-
cay asymmetry which accompanies the spin flip.

Following their discovery of muonium, the Yale

group determined ~v in a series of experiments of
increasing accuracy. First' the Zeeman transi-
tion (I",1ViJ )(1, 1)~1,0) was measured in argon at
8 = 5000 G ("high-field experiment") at pressures
from 10 to 70 atm. The measured frequencies
suffered the well-known pressure shift (due to
muonium-Ar collisions); they were linearly ex-
trapolated to zero pressure, yielding

Ev(0) = 4463. 15 (06) MHz (13 ppm).

Next 4v was determined directly in zero and low
(- 3 G) magnetic fields, in Ar from 30 to 106atm~'
and in Kr from 6 to 73 atm. ' The values obtained,
using again linear extrapolation, were

Av(0)=4463. 220 (20) MHz (Ar, 4. 5 ppm)

dv(0)=4463. 262(12) MHz (Kr, 2. 7 ppm) .

Meally, an extrapolation in either gas should yield
the same "vacuum" value hv(0); an error, ex-
panded to aHow for the poor agreement between
the two above results, was attached to their weight-
ed mean, yielding 4463. 249 (31) MHz (V ppm).

The assumption that the pressure shift of ~v is
a linem' function of density over the pressure range
involved in the Yale experiments has been open for
question for some time, ' and the Ar-Kr discrepan-
cy discussed above could perhaps be attributed to
an additional quadratic term in the density depen-
dence. One of the prime aims of the present work
was to minimize the importance of the pressure
shift as a source of systematic error. To this ef-
fect, this present experiment was designed to mea-
sure 4v at 5 atm of Ar, the lowest pressure used
to date. For this pressure P, the total shift of
dv(P) from hv(0) is less than the difference be-
tween the extrapolated Yale Ar and Kr values,

The possibilities of running the low-density tar-
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gets are limited since not only the absolute stop
rate decreases with the density of the gas, but so
does the ratio of muons stopping in the useful gas
volume to those stopping in the surrounding walls.

From the point of view of wall stops at least, a
high-field approach is preferable to the zero-field
method, because a strong magnetic field along the
direction of incidence of the stopping muon beam
tends to counteract the radial spreading out caused
by multiple scattering. On the other hand, it ap-
pears harder to use an rf cavity of large volume in
the high-field case because of field homogeneity re-
quirements.

The present work is again a measurement of the
(1, 1)—(1, 0) Zeeman frequency v„but with several
experimental improvements: (a) the external field
chosen to have that "magic" value (11.3 kG) where
&v~/&B = 0, thus significantly alleviating the homo-
geneity requirements; (b) discriminating against
muon stops outside the gas volume of interest by
means of proportional counters located swithin that
volume; (c) adopting a mode (TMo, o) which allows
both for a large rf-cavity diameter [thanks to (a)]
and for a more uniform rf power throughout the
volume of interest; (d) measuring the time-depen-
dent evolution of. the rf-induced change in muon
polarization rather than only the net change inte-
grated over the observation time. Each of these
points will be discussed more fully in the body of
the paper.

II. PRINCIPLE OF EXPERIMENT

The essence of the experiment is to measure the
frequency v& corresponding to the Zeeman transi-
tion (I', M~) (1, 1)~1,0). Inasmuch as the under-
lying theory has already been repeatedly described'
in connection with the Yale high-field work of which
ours is but an extension, we shall keep the discus-
sion extremely brief and describe only novel points
in detail.

The Breit-Habi formula gives

v, (x) = (onv) [1 —(1+xo)'~o+x(1 —2G)], (1)

where d v= du(P) is the hf splitting at the operating
density (or, loosely speaking, pressure) of the
host gas and'

»(0)= (v o' R-cg.g') (1+ma/mg) (I+ ~uzD),
(2)

3 2
~QED 2 + ~1+ ~2+ ~3+ ~p, l+ ~p, 2 )

o, = o'(In2 —~),
3

281ln& (ln &+ ~4o
—ln4),

31r

e, = (ao/v)18. 4,
—(3o/o) (m, /m„) ln(m, /m„)

u1 1-(m, /m )'

m 2

5„o=—', a'(Inn ') '
~I+

m~ ( m~ j
where the leading factor is the nonrelativistic Fer-
mi formula, the second is the simple reduced
mass correction and, among the terms called Qsn,
2& = 79. 88 ppm is the relativistic correction to
the Schrodinger wave function (strictly speaking,
not QED), e, = —96. 22 ppm, so= —9. 29 ppm, and
&3 = 2. 28 ppm are virtual radiative corrections,
and 5»= —179.7 ppm as well as 6»= 5. 6 ppm are
relativistic recoil corrections, of which the sec-
ond one has become available just recently. The
total SQsn correction is [1 —197.45 ppm]

G=g'. [M ]/(g'. [M]-g ),
where g'„ is g„(m,/m„), and g'„[M] the correspond-
ing quantity corrected for the reduction of the ex-
ternal field B by the diamagnetism of the electron
in muonium'; g'„[M]=g'„(1 —o & ),

g~=g factor of the bound electron=g, (1 ——,'o ) .

Note that G ~g', /g, = (m, /m„) =
oom

In (1) the external field B is measured in di-
mensionless "Zeeman units, " i. e. ,

(~sB) 2~sB B[G]
(h hv)(g& —g'„[M ] h hv 1583

It is an essential point of the present approach that
vq is determined at or near that "magic" field val-
ue xo where this frequency is, to first order, field
independent:

1~
vl(x) vl(xo)+ 2 (M)

Differentiating (1), the condition ~v/&x1„=0 yields

xo —-xo(G) =(1 -2G)/2[G(1 —G)]' = 7. 1549

corresponding to 11327 G. Note that v& is maxi-
mum at xo. The existence of this maximum is in-
tuitively obvious from the fact that the levels (1, 1)
and (1, 0) must cross in the extremely high fields
where the level with both moments opposite 5
(S, z = —,', S„z= —&) lies highest.

The vanishing of the linear field dependence of v&

near xo is of practical usefulness only to the ex-
tent that the quadratic (and higher) coefficients are
small. Fortunately, this is indeed the case:

4@& 1 2p& ~2 1

v&(xo) 2 Sx vs(xo) 2xo x

so that an rms variation (in space or time) of 1 fp

in the external field produces only a shift of 7 ppm
in v&. Obviously any departure of B from its
"magic" value always calls for a positive correc-
tion to the measured vq.

Since xo= xo(G}, vq(xo} depends on 4v only through
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v (x ) = (l&v)(1 —2[G'(I —G)]"') (4) = 1 —(2b/Q) (1 —cosQt).

and not explicitly on the external field B. It is in
fact possible to avoid accurate measurements of B
by simply varying the fieM and locating the maxi-
mum v, . Numerically, with g„'[M ]/g& =g„'/g,
= 206. 7'lo (65) ':

v, = fo. 43079129 (44)]4v . (4a)

Thus the G-dependent part of vi in (4) amounts to
about 14%, and an uncertainty of, say, 10 ppm in

g„'/g& contributes only an uncertainty of 1.43 ppm
to &v.

It may be of interest to compare the field depen-
dence of the original high-field experiment' with
the present approach.

Clearly for a fully linear Zeeman effect (x-0),
one would have bvi/vi= bx/x. Near x= 3. 12, the
value used in Ref. 2, one finds from (3)

The meaning of (6) becomes particularly clear at
resonance (b, &

' = 0, Q = 2b = &,), where

P(t, co= ~,)= cos~,t, (7)

i. e. , the spin precesses about 8&. Consider first
only the muonium atoms formed in the (1, 1) state
[the 50% in the (0, 0) state are unaffected by the
microwaves of frequency ~0= 2mv, ]. In the ab-
sence of microwaves, the decay positron rate is

N„,(t)= XNoe " [1+a%(0) p], (6)

where X= I/w = decay rate, p is the positron mo-
mentum, p =p/p, and a is the muon decay asym-
metry parameter. The latter depends on P; its
unweighted average over the spectrum has the value
a= 3. In the presence of microwaves, for the
same muon intensity, one has

bv, /v, = (1/x) (bx/x)+ 2x(bx/x) Ã„(t)= XNoe ' [1+aP{t) p] . (9)

Wz (t)= (2b/Q) sin —,'Qt, (5)

where Q'= (») + (2b)', « = &uo
—~, and 2b =g„' Vs B,

[For actual calculations, one must use 2b

(egg p s + s gJ ps )Bg rather than the free muon
approximation given above. ] Ws (t) is the prob-
ability to find the spin "down" at a time t, given
that it was with certainty "up" at t= 0. Clearly,
we find

W(t) = Ns(t)/[Ne(t)+ Ne(t)]= Ns(t),

and the polarization has the time dependence

P(t) —= (a,(t)&=N (t) —Ng(t) = 1 —2'

i. e. , the linear dependence is only a factor 3 im-
proved over the worst case, and an rms variation
of 1% would induce a quadratic shift of 300 ppm!

We now turn to the signal, i. e. , the change in
muon polarization induced by the transition {1,1)—(1, 0). In terms of muon and electron spinors,
the Zeeman eigenstates (in an external field along
z) are

Il, -1)= P.P„&,

1, o&=.
I
o.u. &+s It!.o.&-

I
~.t!.& as B-"

o, o&=clp o,&-s lo p &

with c(s)= 2 ii2 [1+ (-)e(x)], t=x/(I+x2). At the
"magic" field, & = 0. 14 and one is near the Paschen-
Back limit indicated above by the arrows. Hence
a muon beam initially polarized along 5 will form
muonium almost entirely in the states 11, 1) and

10, 0& with equal probability, and the transition
(1, 1)- (1, 0) will correspond to an almost complete
muon spin flip. In this limit the transition prob-
ability in a linear rf field of frequency & and am-
plitude 2B& will be given exactly by the Majorana-
Rabi formula for a free muon:

S(t b Q)=S(t («) B )=1 N (t)

Poa cos8(2b/Q)2(1 —cosQt)
1+Poa (10)

where we have emphasized the dependence on («)
and on rf power (B,). N„, N, «, S as given above
are valid for a pointlike positron detector viewing
a point Q within the microwave cavity; for the actual
signal, one has to average, for each Q, over the
finite detector, and average the result over the
cavity volume fwhere B',(Q) varies], weighting
with the muon stop distribution:

Sw(t' («)' Bi)=Pox[a (cost!k ((2bl/Q)

&&(1 —cosQt)/(1 +a Pocos8)&„„„]d„„j~,„,
S„(t;(»),B,) = + [Poach/(1

+Poach)]

x ((2b/Q) (1 —cosQt) &, (11)
where a (=&) is the momentum averaged asymmetry
parameter, and

~=([a(p) (cosl! )

is the "asymmetry efficiency. "
This effective separation of the averaging

over space, and over rf power may be motivated,
at least for this experiment, for each p as follows:
Since the muons all stop within a radius smaller
than that of the detectors, it is plausible (and ver-
ified by both Monte Carlo calculations and by di-

Hence

N, «(t) -N„(t) = XNoe "Poa cos6(2b/Q) (1 —cosQt) .
This difference constitutes the time-dependent sig-
nal; in actual practice, it is preferable to normal-
ize through N,«, i. e., to form
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rect measurement) that the detector efficiency is
primarily dependent upon the axial distance (z co-
ordinate) from the detector and is insensitive to
radial variations. The average over rf power will
be a function of x only, since we are using the z-
independent mode TMayp.

One can make the further hypothesis that aver-
aging () over rf power can be expressed in terms
of an "effective power" b,f f [also, Q„,= Q(b„,)]:

S~„(t; (b,a), Bgflff) +
1 P a' (1 —cosQ, s, t). 2 o (Po«)
1~POa~ ~ ff

= (oSo)- &' (1 —cosQ.«f), (12)
eff

where So=+(Poach)/(1 +Poach) is the peak height of
the time-dependent signal at resonance.

Once the description of the data is in terms of
an average rf field, i. e. , Eq. (12) is accepted, the
conventional analysis valid for a point source and

a point detector may be taken over; hereafter, in
referring to the time-dependent signal, we shall
mean Eq. (12), and not carry the subscripts eff
and av.

We next consider the signal obtained when the
time distributions are not observed:

S=I.(B,', (S~)')

= [f N, f~(t) dt —f Non(t) dt]/fo N, ff (t) dt

= fo S(t)N, iq(t) dt/fo N, q~(t) dt

= (o So)(2b)'/[(2b)'+ ~'+ («)']
= H (-,

' I")'/[(-,'r)'+ (~~)'], (13)

where

r'=(2b)' (X')=I'., r',

H= (-,'S,)(i,„/r)'.
Equation (13) is now in a Lorentzian form, thus
justifying the symbol L for the signal.

The statistical accuracy in determining the
line center of a Lorentzian signal is proportional
to H/I', which we shall use as a relative figure of
merit. This quantity is given by

1/o(&u ) ~H/I'= (-,'S,) I ',~r'
and attains a maximum for I"„d=2I"0, a corre-
sponding to H= (oSo) s, I'= (3)'~o 1'o, and a figure
of merit of 0. 39/1"o. In view of unknown experi-
mental difficulties, backgrounds, etc. we decided
however to run at an average power producing 85%
of the saturated signal, While this corresponds
to a 40% larger I", the figure of merit 0. 34/I'o,
yields a loss of statistical power of only 12%.

To gain a full understanding of the Lorentziansig-
nal, the averages indicated in Eg. (11)were com-
puted by a Monte Carlo technique. In a first step the

asymmetry efficiency e = ([a(p)(cos6)„„,„]o„„j~„/a
was determined throughout the cavity. For this,
decay positrons were generated with a momentum
and angular distribution given by the two-compo-
nent neutrino theory" for muons "stopping" ac-
cording to the measured distribution (see Sec. IV).
The positron trajectories were tested for inter-
cepting the telescopes, allowing for their helical
character and the possibility of hitting the lateral
cavity wall. The asymmetry efficiency was found
to be & = 0. 35 + 0. 04. Thus, we predict

2. 6 x 10~(P)

where we used I'0= '~", corresponding to the mea-
sured beam polarization (see Sec. IV) and to a
loss of & due to the rf-unaffected (0, 0) muonium
atoms. An auxiliary calculation shows that aver-
aging a constant muon stop distribution (out to the
observed radius) over the B, field distribution of
the TM»0 rf-mode radius reduces the signal height
by 7% with respect to that expected for a constant
rf field, i. e. , the above. Thus we predict a for-
ward Lorentzian signal of 2. 42%, a backward sig-
nal of 2. 65%, and total signal of 5. 1%. This pre-
diction is to be compared with the corresponding
experimental values (e. g. , run 3, Sec. VI) of
(2. 3 + 0. 2)%, (3. 08 +0. 15)%, and (5. 38+ 0. 25)%.
Thus there is excellent agreement between predic-
tion and experiment; note that we assumed 100%
muonium throughout.

One should notice that the asymmetry efficiency
& = 0. 35 is quite low. This is due to the fact that
the magnetic field increases the solid angle for the
low-energy positrons more than for the high-en-
ergy ones, whereas a(P) is such that the latter have
the largest forward-backward asymmetry. There
is, however, some compensation in statistical pow-
er through the larger absolute solid angle for posi-
tron detection. The Monte Carlo calculations men-
tioned above predict 0. 26+0. 02 detected positrons/
muon stop, whereas in the absence of a field this
number would become 0. 18.

In the preceding discussion of the signal it was
implicitly assumed that the detection efficiency g(t)
of positrons is independent of the decay time, i. e. ,
g(t) = 1. The properties of the proportional coun-
ters used in this experiment (see Sec. III for de-
tails) were such that there was a slight dependence
of this efficiency on decay time [g(t) act]. It is
clear from the derivation of Eg. (12) that the time-
dependent signal will not be affected by such ef-
fects; they will affect the integral signal S at most
slightly, and in any case not affect its symmetry
about 0. Furthermore, by forming the "pseudo-
Lorentzian" integral signal discussed in Sec. VI,
the influence of g(t) drops out completely.
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FIG. 1. Schematic drawing of magnet and muonium
target. Only one counter is indicated to illustrate light-
guide and shielding arrangement. Arrangement of all
counters in magnet (Fig. 2) is similar.

Now we turn to the choice of the rf mode. It is
natural to use a cylindrical rf cavity in this exper-
iment, and one has to select an appropriate mode
for the requisite frequency (-1922 MHz) for it.
This choice was governed by the following consid-
erations: (i) to have, within the limitations of the
available magnet volume, as large a radius x as
possible (in order to avoid muon stops in the cav-
ity walls); (ii) to have as uniform radial distribu-
tion of rf power as possible (to increase the sig-
nal); and (iii) to use a z-independent mode (this
makes the displacements of the end surfaces un-
important).

On the basis of these considerations, we adopted
TMs, o, corresponding to r= 12. 7 cm (as compared
to r = 9. '7 cm for the TM~&o mode used in the Yale

high-field work ).

III. APPARATUS

Figures 1 and 2 show the experimental layout,
Fig. 3 shows the electronic logic, and Fig. 4 is
a timing diagram for that logic.

In general terms, our apparatus comprised (a)
a large solenoid magnet, (b) the target, a pressure
vessel containing the rf cavity; (c) a microwave
system; (d) two scintillation counter telescopes to
detect decay positrons; upstream and downstream
from the target [(356) and (1235) in Fig. 2]; (e) a
scintillation telescope to detect muons stops in the
target [(2345) in Fig. 2]; (f) two proportional coun-
ters to improve the spatial discrimination of the
stop telescope (PC1 and PC2 in Fig. 2); (g) logic
circuitry (Fig. 3) needed to run and to monitor the
above; (h) gas circulating and purifying equipment;
and (i) special counters and logic for mapping the
stop distribution.

A. Magnet

A solenoidal bubble-chamber magnet, composed
of two independent halves (see Fig. 1) with a free
aperture of 15 in. diam was used. Its two halves
were separated by a 1-in. gap to combine optimum
uniformity with some radial accessibility to the
target.

The field in the aperture was carefully mapped
at approximately the required field (11.3 kG), by
means of a nuclear resonance probe and showed
primarily an axial variation with a maximum oc-
curring at the midplane. The largest variation
occurred along the magnet axis, corresponding to

RF in
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FIG. 2. Schematic cross
section through the experi-
mental setup. Scintillator
dimensions are counter 1:
8 && 8 in. and 0.25 in. thick;
counters 2, 3, 5 and 6: 10in.
diam and 0.188in. thick;
counter 4: 5 in. diam and
0.188 in. thick.

lQcm
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an rms inhomogeneity of 0. 42%%uo (equivalent to a
1. 2-ppm shift in v&). Inasmuch as this inhomogene-
ity decreases radially whereas the number of muons

stopping per annulus increases up to the "beam
radius, "1.2 ppm constitutes an upper limit for the
field-induced frequency shift. Accurate experimen-
tal knowledge of the product p(r)A(r) of the muon

stop distribution p(r) times the local solid angle
Q(r) (see Sec. IV) enabled us to reduce this error
to 0. 36%%uo or 0. 9 ppm. Finally, averaging over the
(nonuniform) rf power in the cavity produces a
0. 32%%uo or 0. 7-ppm shift.

The current was set to the value (1020 A) yield-
ing the exact average Bo by means of the nuclear
resonance, and a temperature-compensated Hall
probe was glued to the inner surface of the gap for
future reference. The current was stabilized to
0. 1% during the experiment, and no further adjust-
ment was necessary.

B. Pressure Vessel and Gas System

The pressure vessel (see Fig. 1) was a 14-in. -
long 0. 25-in. -thick aluminum pipe of 12 in. o. d.

Heavy flanges were welded to its ends to fasten the
end windows, and reinforced ports were provided
at various points on the midplane. Fed through in-
dividual ports and extending into the rf cavity were
"air lines" (General Radio 874) leading to the rf
drive and inspection loops, as well as a radially ad-
justable rod which carried the (quartz or Al) tuning
blade (see Fig. 2). Two proportional-counter
feedthroughs and a 1-in. pumping line went only
into the pressure vessel proper.

Dome-shaped aluminum end windows were
clamped to the flanges of the pressure vessel with

appropriate rings, using titanium bolts torqued to
75 ft lb. 50-mil-thick windows were used in the
high-pressure (17 atm) runs, while 25-mil-thick
windows were employed at 5 atm.

The argon gas was continuously circulated
through the target and a hot titanium purifier. The
evacuation, circulation, and purification system
was entirely similar to that of the Yale group, 2

and only relevant differences need be discussed
here. The purifier was a vertical one, consisting
of an Inconel pipe, a tightly fitted Alundum inner
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FIG. 3. Diagram of coincidence logic.
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sleeve, and several tantalum baskets containing Ti
powder. The pipe was heated to 850'C at its cen-
ter by an external oven and was water cooled at its
ends.

After purification and cooling, the argon gas
entered the cavity through the GR "air line" lead-
ing to the driving loop (see above), left the cavity
through holes provided at the centers of its two
end windows, and was finally returned to the pur-

ification system through a 1-in. pipe connected to
the pressure vessel. The gas was circulated by
means of a commercial pump (Whitey LP 10), at
an estimated rate of 15 liter/hr.

C. Microwave System

The microwave system, schematically drawn in
Fig. 5, was extremely straightforward. The
source of rf power was a crystal-controlled os-
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FIG. 5. Schematic diagram of microwave circuitry.
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cillator followed by a klystron amplifier (Varian
VPS, 31 A). The oscillator was thermostated and
exhibited excellent stability (generally +300 Hz,
i. e. , 0. 15 ppm). The frequency was swept through
the requisite range, about 300 kHz for each reso-
nance, simply by manually changing crystals. A
set of ten crystals with design frequencies spaced
150 kHz apart was provided within the thermostat,
and fine adjustment within the range of each crys-
tal was possible by retuning the oscillator.

The cavity consisted of a cylindrical body
(t'= l2. 7 cm) and two end plates or "lids. " The
body was made of a special ceramic (Corning S692)
with a thermal expansion coefficient of & 2&&10 '/ 'C
silvered on the appropriate surfaces; the use of
this material eliminated the need for thermal sta-
bilization against the rf-power dissipation in the
cavity. The end plates consisted of aluminum
rings over which 2-mil Al foil had been glued in a
highly stretched condition, and which were clamped
to the body. Firm electrical contact between these
end plates and the body initially presented a prob-
lem. This was solved by burying an 0-ring in the
Al ring underneath the stretched foil, at a radius
corresponding to the contact area of the body. The
cavity had a reproducible (unloaded) Q of 40000.

D. Scintillation Counters

Six scintillation counters were used in this ex-
periment. Four (2, 3, 5 and 6 in Fig. 2) were of
identical design, having an active approximately
circular area of 5 in. radius, and were viewed
through adiabatic light pipes which connected the
scintillators located within the magnet to the
photomultipliers (RCA 8575) placed outside it (see
Fig. 1). Three concentric shields (two of soft
iron, one of Molypermalloy) were sufficient to as-
sure good operation.

Counter 4 was similar to these foux counters,
except that it had only a 5 in. diam. Its primary
function mas that of a collimation counter in the
muon-stop telescope to be described below.

Counter I, of 8&&8 in. area, was located up-
stream of lead and aluminum beam collimators
(5 in. diam) and served mainly to monitor the beam;
it also had a function in the backward-positron
telescope (see below).

E. Proportional Counters

The proportional counters were of a planar de-
sign, each counter consisting of three planes with
wires spaced & in. apart on the center plane (anode)
and 8 in. on the two outer ones (cathodes). The
planes were 8 in. apart. The anode wires were
1.2-mil gold-plated molybdenum.

Each counter had a potentially active diameter
of I0 in. , but this diameter was deliberately re-
duced to 5 in. for PCI by covering the anode plane

The details of the logic are presented in Fig. 3,
while the relative timing of the various logic pulses
is displayed in Fig. 4.

The over-riding concern in designing the logic
was to minimize the fraction of decay positrons
originating from sources other than the gas with-
in the rf cavity. The obvious source of such back-
grounds are muons stopping either in the end win-
dows of the pressure vessel or in the walls of the
rf cavity. Stops in the end windows were suc-
cessfully suppressed, as mentioned in Sec. II, by
adding proportional counters inside the pressure
vessel.

Before each beam burst from the cyclotron, a
pulse was sent to the logic, where it opened an ap-
proximately 0. 8-msec-long gate B ("beam gate")
well covering the beam spill (0. 5 msec). The exact
repetition rate of these pulses depended on actual
cyclotron tuning, but was approximately 1000/sec.

In addition to entering the stop signature p, , the
beam gate was also used to generate "rf off' and
"rf on" pulses (see circuit N in Fig. 3). Both
pulses were used for data routing, and the "rf on"
pulse was also used for actuating a microwave
switch (PIN modulator) between the klystron and
the cavity (see Fig. 5).

Three fast signatures were formed with the six
scintillation counters, defining muon stops (p),
and forward (e~) as well as backward (ee) posi-
trons. A muon stop in the target, p= (234B5)
opened a 5- p. sec gate G, and thus defined logical
time f= 0(see the second l-ine in Fig. 4). The for-

8 in.
$ in.

Mylar Sheet
Annulus

Anode

FIG. 6. Schematic drawling of planar proportional
counters. Mylar annulus inserted to reduce active area
to 5in. diam are used only in PC1 (Fig. 2).

beyond that active circle with Mylar foils. PCI
thereby effectively collimated the incident beam in
conjunction with counter 4 (see Fig. 6).

F. Logic and Timing
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ward positron signature e~= [(563)~,G] was formed
in two steps. First a pre-ez was defined as (M3),
and this was then delayed by 6(Q. 5 psec) before
forming a coincidence with G. Since the time in-
terval between ez (and es) and p was measured,
this two-step logic allowed a measurement of the
accidental background from events with t & 0.

The same two-step process was used in the e~
telescope. Special precautions had to be taken,
however, to distinguish a backward positron from
a second muon stop falling within G. The full back-
ward-positron signature was es = [(1235'.)~, G j.
Beam particles were distinguished from the back-
ward decays in two ways. (a) Integral pulse-height
selection of the output of counter 4, by setting its
discriminator to fire on the large pulses produced
by slow muons, and not on the smaller ones from
fast positrons. The fact that 4 enters only in the
p. -stop coincidence, made adding the p. require-
ment equivalent to having 4 in ea. The discrimin-
ation level of 4 was set by maximizing the sum of
e~ and e ~, since too high a level would suppress
muon stops, decreasing all e's, and a low one
would excessively veto es's. (b) Counter 1, sep-
arated from the target by lead and aluminum beam
collimators (see Fig. 2), was used as an additional
veto in e~. Positioned at 3 ft from the target, it
subtended only a small solid angle for backward
positrons; hence 1decreased the true e~ rate by
only 10%, while it cut the accidentals by a factor
of 2.

The digitron, ' a digital interval timer started
and stopped by logic pulses, was used extensively
in this experiment. In principle (although not in
practice), the digitron was started on p's and

stopped on ez(es)'s, and its output —the time spec-
tra of muon decays —was stored digitally in pulse-
height analyzer (PHA) memory, the channel num-
ber corresponding to the interval between digitron
input pulses. If a stop pulse did not arrive within
5 p.sec after a start pulse, the digitron would auto-
matically be reset without an event being stored.
It wouM also be reset if two start or two stop pulses
arrived within 10 p.sec of each other. This fea-
ture helped to insure a flat accidental background
under the data.

Actually, four spectra corresponding to the
e~/e~, rf onjrf off categories were stored in four
banks of 100 PHA channels. Logic pulses from a
"data router" channelled each event into its proper
bank and incremented an appropriate sealer when
a "stored" pulse was returned from the digitron.
After each run, the memory was dumped onto mag-
netic tape for subsequent analysis.

Actually using start and stop pulses as just indi-
cated, an experiment completely equivalent to the
previous ones' would have been performed. It
wouM have had only the advantage of using time

distributions rather than the integrated counts
available from the scalers, but it still would have
been plagued with background arising from muon
stops in the pressure vessel windows. These, as
was mentioned earlier, were suppressed by means
of two proportional counters (PC's) within the gas.

As positrons and muons yielded somewhat over-
lapping pulse-height spectra, the discrimination
levels at the output of the PC's had to be carefully
chosen. Test muons were defined through the sig-
nature p. '= (23456), i. e. , they were mainly muon
stops in counter 5. Test electrons were produced
by stopping all the muons in material placed up-
stream of counter 2, and requiring the signature
e' = (134*5V), viz a complete traversal of the sys-
tem (4* means 4 with an appropriately lower dis-
criminator setting). A multichannel analyzer
(PHA) gated by the signatures p' or e' was then
used to record pulse-height spectra of the test
muons and positrons vs discriminator settings
(see Fig. 7). The discriminated PC pulses could
be added to either of the signatures to measure
efficiencies vs discriminator levels; these effi-

i [ t [ [ [ [ t [

positrons

iscriminotor

[ I J I

20 40 60 80 lGO

PHA Channel Units

FIG. V. Typical PC pulse spectra vs PHA channel
number. The upper curves show the PC pulse height
from muon stopping in the first downstream scintillator
counter. Without a discriminator, positrons are clearly
seen around channel 20 while the muon distribution peaks
around channel 57. The discriminator clearly eliminates
the smaller pulses. The lower curves with only positrons
present, shows the decrease of the positrons with the
discriminator requirement. The vertical scales for the
muons and positrons are not the same.
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lowing this delayed signature to make coincidence
with the PC's. Hence 5 p, sec after a p, , the super-
stop indicated whether or not the stop had occurred
in the volume of interest. A suPexPosiA'on was
defined as an e~ or e~ accepted by the digitron
stopped on superstops.

Our usual running mode was to start the digitron
on e's and to stop it on S's, relying upon the digi-
tron to reset itself if no superstop occurred.

1V. AUXILIARY MEASUREMENTS

A. Beam Polarization and Range Determinations
20— 40 c0

IO— 20

I I I I I

l00 200 . 300 400 500
Discrirninotor Setting (mv)

FIG. 8. Positron and muon efficiencies vs discrim-
nator setting. Bottom scale is common to the discrimi-
nator of either PC1 or PC2. Vertical lines indicate
range of typical settings under actual running conditions.

ciencies were defined as (il, ', PC)/p, ' and
(e', PC)/e'. They served to set the proper thresh-
olds indicated by vertical lines in Fig. 8. The
muon discrimination in both counters was about
90%%uo efficient; this leads to a loss of -10%%uo of su-
perstops (through the inefficiency of PC1), and a
-10%%url probability of retaining stops in the down-
stream Al window (because of PC2 inefficiency).
As the decay positrons from these window stops
are favored in solid angle in e~, this explains the
lower forward signals observed. The residual
positron efficiency, about 15%%, of the two counters
leads in e~ to an equivalent loss and in e~ only to
increased accidentals. Any possible dependence of
these effects on the "age" of the muon decay will
be discussed later.

The use of these proportional counters presented
certain technical difficulties. The amplified dif-
ferentiated proportional counter pulses had a slow
and variable risetime (typically 1 p, sec) with a
wide and variable pulsewidth (typically 5 p.sec)
compared with the standard pulses from the "fast"
logic. Matching to the latter was achieved by
shaping the PC pulses, through discriminators
(set to fire on the larger muon pulses, rather than
the smaller positron pulses) and setting the dis-
criminator pulsewidths (~10 y, sec) much larger
than those of the inputs (see Fig. 4), thus elimin-
ating the effects of the jitter in pulsewidth and

timing.
A supes stop coincidence S =—[(p)~, PC1, PC2j

was formed by delaying the p by 5 p, sec, an overly
sufficient time for the PC's to fire, and then al-

The muon channel' at the Fermi Synchrocyclo-
tron provided muons from v decays along its length.
A bending magnet at the end of the channel momen-
tum selected the particles and directed them into
our target.

A beam of longitudinally polarized muons is ob-
tained from a pion beam by selecting those muons
which originate from approximately backward (for-
ward) pion decays in the pion rest frame. These
muons have lower (higher) momenta than the parent
pions and are polarized parallel (antiparallel) to
their momenta.

The degree of polarization of both forward and
backward muons was determined by comparing the
relative forward decay positron rates of muons
stopped in Al and S targets of equal stopping pow-
er; Al does not depolarize and S does. The back-
ward beam was (55+5)%%uq polarized and the forward
70%%ua. Since the signal height is directly proportion-
al to the initial polarization Po the latter is a very
important consideration in the experimental de-
sign, though not the only one.

The relative amount of beamstopping in the argon
gas depends upon the range spread of the beam.
The full width half-maximum (FWHM) of the back-
ward beam measured with the probe counter (see
Fig. 9 and Sec. IIB) was 1 g/cm, while the for-
ward beam yields -2. 5 g/cm'. Also the backward

I in.

Special Pressure Vessel Lid

FIG. 9. Narrow probe counter 1 in. &y in. &&I mm is
mounted on the end of a curved light pipe which extends
through a special pressure vessel lid. The lid has a seal
which allows the counter unit to be moved both longitudi-
nally and rotated. This freedom of movement allowed
complete mapping of the beam distribution.



PRECISION EXPERIMENTS ON MUONIUM. I. . .

(8 =o)

=ll.3 kG)

I

6 Radius(in. )

FIG. 10. Preliminary stopping muon distribution.
Styrofoam and the pressure-vessel Al dome windows
were used to simulate target conditions. The "focusing"
effect of the magnetic field is clearly shown.

beam, having a momentum around 75 MeV/c, is
not contaminated with m's as is the forward one.
Finally, the lower traversal rates per muon stop
result from the backward beam, leading to a
smaller percentage of accidentals. For these rea-
sons, we decided to accept the lower polarization
and to use the backward beam.

B. Probe Counter and Beam Mapping

The muon-stop distribution p(r) in the gas was
needed for the detailed calculation of the static and
rf field averages and of the I orentzian signal height
(see Sec. II).

Some preliminary measurements of the muon-stop
density p(r) in the midplane (z = 0) of the magnet
were made by means of the "self-positrons" dis-
cussed below using realistic collimation, the actual
Al end windows, and styrofoam blocks to stimulate
the Ar gas. The results are shown in Fig. 10.
These curves, taken at the peak of the muon range
curve, show clearly the "focusing" action of the
magnetic field.

To determine p(r) accurately, a small probe
counter (P) consisting of a Ix0.5-in. scintillator
1 mm thick was inserted through the downstream
end of the pressure vessel (see Fig. 9) so that it
was capable of longitudinal motion (parallel to the
cylindrical axis of the pressure vessel) and rota-
tional motion (sweeping perpendicular to the cylin-
der axis). Counters 6 and 7, normally in the e~
signature, were not inserted, and the downstream
Al window was replaced by a special plate.

For these measurements, the p. signature which
opens the gate G was defined as p' = (345P). "Self-
positrons, " i. e. , positrons from muon decays in
P, were defined as (G, P); they measured a quantity
proportional to p(r) directly. The coincidence
ee = [(G,P), 3, 4] was hence directly proportional to
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FIG. 11. Distributions of p {self-electrons) and pQ
{"eb")at y =@=0, i.e. , central horizontal scans in the
midplane of the cavity inAr at 18 atm. Note that the
curve for p is identical with the top curve in Fig. 12.
Arrows indicate cavity radius.

p(r) times the solid angle Q(r) of the backwards
telescope (for most purposes, in view of the sym-
metry of the apparatus, this is identical to that of
the forward telescope).

The beam was mapped at the two operating pres-
sures, viz, 5 and 18 atm. Figures 11 and 12 il-
lustrate the results at 18 atm, for the vertical mid-
plane of the cavity. As Fig. 12 shows, the hori-
zontal (x) and vertical (y) beam profiles had within
0. 125 in. the same FWHM (-3. 5 in. ), i. e. , con-
siderably less than the cavity radius (this justifies
the 90% radius of the stop distribution indicated in
Fig. 2).

Scans similar to those illustrated were also made
at z = +4 in. (1 in. from the cavity ends). They
showed very little departure from the results in
the midplane; the crosses in Fig. 12(a) represent
the observed axial variations in peak height. Varia-
tions in width were absent within statistics.

The profiles measured at 5 atm were entirely
similar, except for a slight increase (0. 25 in )in.
width.

The slight vertical displacement (by 0. 5 in. ) of
the beam direction from the cavity axis visible in
Fig. 12(b) is of no practical consequence.

The probe counter, introduced radially into the
midplane of the pressure vessel, was also used to
obtain the range curves (Figs. 12 and 14) already
discussed in Sec. IVA. Note that the "window" of
this range curve is constituted by the thickness of
the probe, i. e. , 0. 1 cm =0. 1 g/cm' of (CH, )„
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equivalent to 0. 15 gjcm of argon. In this config-
uration, the approximate symmetry of pQ in the
two electron telescopes was verified.

C. rf Measurements

The microwave equipment is shown in Fig. 5.
The frequency was continuously monitored with a
Hewlett-Packard HP5254 sealer and was maintained
constant to within 0. 15 ppm.

Using the considerations of Sec. II to choose the
value of the effective microwave field B, and the
measured Q of 40000, the rf power in the cavity
was chosen to be about VO VY. The power level was
set for each frequency by measuring the forward
and the reflected power. The reproducibility of a
given setting was about I'%%ug.

During actual data taking the reflected power and
the cavity power (measured with a pickup loop lo-
cated 135' from the rf drive loop) were monitored
continuously, while the forward power was checked
about every hour.

V. DATA ACQUISITION

~~ zo—
L0

L

IO—

2 4 5
g/cm~(CH&)„

6

For each rf frequency & a data run consisted of
recording the four decay time distributions (digi-

FIG. 13. Forward-beam range curve taken in 1-mm-
thick scintillator. Notice width of the p peak and the ob-
vious contamination of the p's by the ~'s.

I I

(a)
I I I I I

Horizontal Profile

tron spectra) in the PHA memory and dumping the
memory onto magnetic tape at the end of each run.
The contents of the PHA memory could, of course,
be analog displayed on a scope in the usual manner,
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FIG. 14. Backward-
beam range curve taken
in 1-mm-thick scintil-
lator, allowing its nar-
row energy spread to
be clearly seen.

FIG. 12. Beam profiles p(r) in the vertical midplane
(a=0) of the cavity, measured in Ar at 18atm. Vertical
axis is denoted y, horizontal g. The crosses near the
top of the curve (a) indicate variations as a function of
z. Arrows indicate cavity radius.
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backward. For a standard datum point about 2 && 10'
superpositrons of each category were collected.
Under normal beam conditions, each high-pressure
point took about 1 h, so that the data for a reso-
nance curve such as shown in Fig. 15 could be ob-
tained in 24 h.

In the course of the experiment, there were dif-
ficulties in cyclotron operation and the muon beam
rate was often below "normal. " These cyclotron
problems affected, however, only the beam rate and
not the duty cycle or other beam parameters .
Hence, their sole effect other than protracting the
data-taking time was to reduce the level of acci-
dental background.

VI. DATA ANALYSIS

0—
0

3.2p sec
I

4 t tp. sec]

FIG. 15. Typical data with fitted curves. The error
bars (1 standard deviation) represent counting statistics.
(a) Fit to the pseudo-Lorenztian L&, with the data points
shown. (b) Fit to one of a set of time-dependent curves
S(t) corresponding to the central point (1922.632 MHz)

on the curve in (a).

When the cyclotron was operating normally, the
beam monitor (counter 1) rate was l. 5&&104/sec,
and the corresponding superstop rate was 10 /sec
at high pressure and 350/sec at low pressure.

The ratio of superstops to ordinary stops was
about 48% in the high-pressure runs, and about 22/0

at low pressure. The total yield of all superelec-
trons per superstop was 23%, while the measured
accidental background equaled 4/0 forward and 8%

or printed out on paper tape. Runs were taken al-
ternatively with frequencies && above and below the
expected peak &0 of the Lorentzian resonance to
minimize the effects of potential changes in running
conditions. During each run, the beam rate, the
stops p, , the superstops 8, and all four categories
of both "ordinary" positrons and "superpositrons"
were recorded on scalers. Also, as described in
Sec. III, the rf oscillator frequency, cavity power,
and the reflected power were continuously moni-
tored.

While the final results were obtained by computer
analysis of the magnetic tapes, the "superpositron"
sealer information was sufficient (together with
PHA printouts giving the accidental levels from
f & 0 channels) to obtain preliminary Lorentzian
resonance curves during actual data taking. This
could help to detect any serious changes while run-
ning; none were observed.

Rates

The input data for the resonances were the de-
cay positron time distributions (digitron time spec-
tra). A set of four such spectra, representing
backward and forward decays with rf on/rf off, were
recorded simultaneously at a set of frequencies
centered about the anticipated resonance frequency

These spectra N(tu„ t,) were stored in four 100-
channel banks of a 400- channel PHA memory. The
digitron clock (see Sec. III) was set for 50 nsec/
channel, so that each bank covered 5 p, sec; 4. 5
psec of these (- two muon lifetimes) were allocated
to the actual decay spectra, while 0. 5 p, sec of
"negative time" served to monitor accidental back-
gr ound.

This individually measured accidental background
A may, if assumed flat, be subtracted bin by bin
from the data in a given bank. If the background is
small and equal for the rf -on and rf -off data, it is
legitimate to subtract it from only the normalizing
denominator of the signal IN„, in Eg. (10)] and not
from its numerator (N, « N, „) -As A„.was small
in the present experiment (- 4% forward and - 8/0

backward), this approach was the one adopted. We
had, however, to make sure that the actual back-
ground (f &0) was indeed flat and equal to A . To
check this, rf-off data were fitted to N, «(t)=N08 "'

+A, (I/X = 2. 20 psec = muon lifetime), and A was
compared to A

The expectation A = A was indeed reasonably
well confirmed for e~ data, but not for e~ data.
For the latter, the g was large and A. was about
four times A . As discussed briefly in Sec. II,
we attribute this effect to the fact that PC2 can,
with about 15/o probability, fire on an e~ and thus
"self -veto" a good event, and that the probability
for this vetoing to occur is not constant over the
lifetime of each muon: In fact, the slow PC rise
time makes the probability of self -vetoing approach
zero for late decays. This hypothesis means that
for e &, the poor X corresponds not to a larger flat
accidental background, but to a distortion of N(t)
It was confirmed by the fact that data taken without
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PC2 gave agreement between A. and A. and good g'
fits. Hence A. may be subtracted as the correct
background, but N, «(t) in E(I. (8) and N„(f) in E(l.
(9), should be multiplied by some efficiency factor
g(t), which may differ for the forward and the back-
ward telescopes. Three different methods were
used to extract the resonance frequency for given
running conditions (e. g. , argon density, rf power,
etc. ). These will be discussed now; two of them
are explicitly independent of g(f).

A. Time-Dependent Signal

This method is both the most straightforward one
and has the greatest statistical power. Its only
drawback is that it is less familiar than the methods
which fit to Lorentzians.

In this method, the data is fitted directly to Eq.
(12). The fitted parameters were b, So, and u&0,

with all three parameters common to all data. The
statistical error on each point was [2/N, «(&u„ t»)]'~».

In one modification the rf power (()(-b ) was fitted in-
dividually to each run && to cross check the consis-
tency of the rf power taken at fixed running condi-
tions. This resulted in almost no change in the
fitted center frequencies nor in the value of X~.

In this particular method there are no problems
with g(t), since by E(l. (10), any such common
factor divides out.

B. Lorentzian

In this method, the same three parameters were
fitted to E(I. (13), with the data for each point &o,

being simply the sums of the individual time spec-
tra:

Noff(~;) = Z» N «(&&, t»),

N.'.(~~) = ~» N..(~~, f»),

and the data points for I- become

L((d~) = ([ ~a N.«(~» f») -~»N-("~, f»)]/

+»Norf(~), 4)],
where any factors g(f), though not expected to pro-
duce any change in the center frequency, cannot
clearly be excluded from such effects either. The
error of each point (u, is (2/N~«)'~ .

C. Pseudo-Lorentzian

T

L»((d, )=. —

soO

„0 (Aj
—.SJ—I [1 —cos(QT)] dt

, S~(2b) sin(QT))
[(2b)'+ a(d'] QT

H(-,'I")2 ( sin(QT) &

= (2l")'+ (g(g)' I( QT ) '

which yields a Lorentzian times a correction factor
[1 —sin(AT)/QT] which is symmetric about (do. For
our rf power {A=[(2b)'+ a~']"'= [(10')'+ d ~']"'}.
and observation time T, directly calculating this
correction term produces a maximum of 20/o dif-
ference in L~, over our experiment frequency range
&u, . Considering this variation about a mean g, »)„
as +10%%uo, a value comparable or less than the sta-
tistical errors of each experimental point ~„(L»)„
=L~ can be expected to yield reasonable fits.

The error of each datum point && in L~ is formed
quite differently from the preceding cases, namely,

o((d;)= [5~»&x (+;, t»)] = [P»2/N, ~f(~&, t»)l

In this case, the error on each point ~& increases
with increasing observation time T.

1. Statistical Considerations

The statistical error in determining 0 from fits
to a given functional form E(X) may be calculated
as

1 p (9E) q g (
F(X~)l(B~

For the general Lorentzian form H( —,I")»/[(»I') + haj
and assuming an integration over from —~ to
+ ~, we find o'(~0) = 2(-,'&) o(~, )/[H v '

], where o'(&, )
is the statistical accuracy, assumed constant, of
each datum point ;. For the Lorentzian fit, Eq.
(13), H= —'So(I'„,d/I') and I'»= I'2„+ I'ao= (2b)»+ X»,

while for the pseudo-Lorentzian, ignoring the cor-
rection term, 8 = 2 So and I'= I „~=2b. The ratio
of these statistical weights becomes

&1,,(~0) 1»I HJ. or(, (~~)
Gl (QJO) I ~,'H~ (TI ((()~ )

(I',w
' or»(~~)

o.(~~)

To form a Lorentzian-type signal which is ex-
plicitly .independent of g(t}, the data points were
formed as follows:

( ) g [Notf(~ 4) No (~f. f»)—j
» Naft( Is f»)

The justification for fitting this signal to a Lorentz-
ian form may be seen by integrating the signal S(t),
E(I. (12), over the observation time T (again sup-
pressing the subscripts av and eff):

The computation for o»c(~0) for S is less straight-
forward. First rewrite Eq. (12) as S=L»[1 —cosQf],
where L»= (S0/2)(2b)3/Aa is the pseudo-Lorentzian.
Then

8$
= L»A sin(Qt)+ L»(1 —cosQt),

8&o

where the
sL» 2H(&I') 6&
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TABLE I. Results of analysis using various functional forms on run 1,

Type

ea

FwHM b;2/D]ii~

ep

FWHM b; /D j

eael

FWHM Q /Dj i

No background corrections

L
Lp
TDC
TDC
All powers

fitted

631.1+11.9
627.4+7. 7
634. 0+5.0
636.7 +5.8

401 +55
312 +31
397+7

1.6
1,4
1.14
1.19

621.3 + 12, 3
634.4+7. 8
639.5+5.6
632, 5 +5.3

431 + 59
386 +34
390+8

1.3
0.99
l. 19
l. 14

621.5 + V. 6
630.3 +5.4
636.4 + 4. 0
634. 7 +4. 1

413 +35
322 + 22
394+5 .

1.3
l. 18
1.21
1.2

L
Lp
TDC

430.3 a ll. 0
631.4+7.9
633.0+5.0

430 +44
362 +29
388+8

With flat-background corrections

1,28 620.3 +11 409+43
1, 08 630.1+7.6 388+28
1.21 639.5+5. 7 388+7

1.2
1.02
0.99

627. 1+7.9
631,1 +6.2
636.1+4.0

422 +32
352 +23
388+ 7

l.27
1.19
1.18

Note that for all values of &&, I-~ 0 )L~ and hence-
forth we will assume the second term approximate-
ly equals 0. Then

1/(rTnc((u, ) =Q, Q,NOLpQ( sin (Q, t,)e"'~,

where the exponential (Noe ~'&) comes from
I/o (~, t~). The sum over time produces

I/+TDC(+0) 2 (2I)'Z( Lp(u)() FNO

where
I' (2X/I') + (2X/I')(4Q/I )~+ 6(2Q/I')~
2X [2X/I'+ (4Q/I")~P

Notice that the first factor in I" is frequency inde-
pendent while the second one varies, for our rf
power, from 0. 08 to 0. Now summing the frequen-
cies, assuming I' is frequency independent, pro-
duces

6(-.'I')' 6(-,' r)'(2~/r)'
[N, n-,' S,j F (N, v-,' S,)

The demonstration that the statistical power of this
fit increases with rf power should be con-
sidered more carefully. The derivation begins with

an assumption that all the effects of the rf power

present may be replaced by a suitable average (see
Sec. II). The assumption may well fail at high rf
powers.

The results of the various fitting procedures are
shown for our data in Tables I-GI with the statisti-
cal errors expanded by 8 = [y~/Dulia, where D is the
number of degrees of freedom. The cases with
and without a flat background subtraction, based on
the measured background, are shown.

VII. RESULTS AND CONCLUSIONS

Our experimental results, obtained by analyzing
the data in terms of a time-dependent signal (meth-
od of Sec. VA) are {a) run 1'4: v&(l. 26x10 Torr)
= 1922. 634' (41) MHz ( 2. 15 ppm); (b) run 2.
p, (3. 15x 10 Torr) = 1922. 7250 (46) MHz (2. 4 ppm);
(c) run 3: v, (1.26x104 Torr) = 1922. 6263 (32) MHz
(1.7 ppm), where the pressures in brackets have
been corrected to O'C, but not for departure from
the ideal-gas law. The errors are mainly statisti-
cal, but include density and systematic errors.

The errors, due io variations in rf-power level
was estimated by taking the Lorentzian data points,
assuming that each point suffered a +1% Gaussian

TABLE II. Results of analysis using various functional forms on run 2.

Vp

eg

FWHM b,"/D)'i' Pp

ep

FWHM b'/D)'i' Pp

esum

FWHM fg /D) i

No background corrections

L
Lp
TDC

717.7+11.6
719.8+ 8.5
718.9 +6.5

307 +38
256 +26
271+12

1.19
1.33
1.07

742. 5 ~ 8. 8 300+9
738.1+ 8. 0 282 + 20
733.7 + 6. 0 296 + 10

1.03
1.21
l. 01

730.5 +7.2 303+ 24
729.4+4. 9 252 +15
726 +4. 5 285 + 8

1.12
1.06
l. 05

With flat-background corrections

L
Lp
TDC

716.4+ 13.4
720. 3 +9, 0
718.4 +6.6

328 +45
266 +28
284 +6

1.13
1.17
0.97

746. 5 +10.8 316+37
742. 8+8.1 278+27
732. 3 + 6.6 269 + 8

0. 74
0.71
l. 14

732. 0+8.3 323+28
731.2 + 5.5 271 + 18
725. 0 +4.6 . 277 + 7

l. 03
0. 89
l. 06
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Vp FwHM b."/D)"'
p FWH

No background corrections

TABLE III. Results of analysis using various functional forms on run 8.
egg ep

L 2/DjIf/2

csun

FWHM b,"/D~'~'

L

TDC
TDC
All powers

fitted

636. 1 + 6.88
632.3 +5, 1
625. 4 +4.3
626. 9+4.5

339+21
275 +15
344 +6.6

1, 09
1.09
l. 04
I.04

620, 5 +13
625, 6 +8. 7
623. 0 +5.2
623. 1+5.5

374+ 46.
303 +29
349+ 7. 7

1, 6
1,26
l. 15
l. 12

62 9.1 + 6.2
629.2 +4. 1
625. 6+3.3
626. 3 +3.3

357+ 18
287+ 13
346 +5

1.2
1.03
1.32
1.04

With flat-background corrections

I
jap
TDC

635. 0+7.15
631.0+5, 48
628. 1+4.3

345+24
277 617
333 +6

1.04
1.05
1.08

619,2 y 13.6
625, 3 +8. 8
623.4 + 5.3

l. 04
l.38

627. 8+6.4
62 8. 8 +4. 4
626. 3 +3.2

364+22 l. 16
289+ 14 1.2
338+4. 7 1.00

variation in rf power. A net Lorentzian fit to the
data "corrected" for these simulated variations
was made. The change in the resultant center fre-
quency corresponds to the error estimate in Table
DIt. All of the errors are listed in Table V. The
average of runs 1 and 3, Lv(1. 26&&10 Torr)
=-1922. 6295 (45) MHz and (b) yield, by /ineax ex-
t1 Rpolatlon,

vt(0 Torr)=1922. V569(V8) MHz (4. 06 ppm)
(1.4)

and a fractional pressure shift (FPS)

——= —5. 2V (40)X10 /Torr.~Py as 9

pg ~I

Frequency (14) in turn corresponds to

&v(0) =- 4463. 31V (18) (4. 06 ppm) (16)

using the value of g'„/g, = 0.004 836 26 available at
the time of the conclusion of the present experi-
ment' and applying a 3. 1 kHz correction for de-
parture from the "magic"' field.

Note that first extrapolating v, (P) to zero den-
sity and then using Eq. (4) to get du(0) automatical-
ly allo&vs for a pressure shift of g~. The relevant
quantity is g&/g'„, and even at a fixed pressure, the
influence of such ag; shift would be probably neg-
ligible compared to the current uncertainty in

g~ (- 4 ppm). In Kr at 15 atm the g& shift is of the
order of 10 ppm, and theoretical arguments" im-
ply that it should be about ten times smaller in Ar.

Using the current value, g~/g, = 0. 004 836 29,
based on a new determination of f,/f~' and on a
recent muonlum %'ork ln this laboratory~ one ob""

tains

(Ar, high field ),
zv (0) = 4463. 220 (20) MHz (4. 5 ppm)

(Ar, low field' ),

&v(0) = 4463. 262 (12) MHz (2. V ppm)

(Kr, low fields),

but eras confirmed by subsequent work in this lab-
oratory.

Similarly, the low-pressure point may be used
in conjunction with the "atomic" FPS" of (-4. V8

*0.03) &&10 a/Torr to produce

hv(0) =- 4463. 30V (14) kHz (3 ppm)

in good agreement with Eq. (1V). These results
are plotted in Fig. 16, where some of the lower-
pressure Yale results have also been included.

The disagreement bebveen our results and those
of the Yale group is not confined to the extrapolated
&v(0) but includes also the magnitude of the FPS.
Equation (15) is closer to the value —4. V8 (3) xl0 a

TABLE IV. Data from final flat-background time-
dependent fits and statisticaI errors; worst error from
Lorentzian'fits. [Errors are statistical only. These
fitted errors were increased by factor h /Dj when
this is &l. Errors do not include 2. 5-kHz pressure mea-
surement errors at high pressures nor 1-kHz systematic
power errors. These are included in the final errors
presented: high pressure 1922 629. 5 (4.5); low pressure

'1922 725 {5.7).]

hv(0) = 4463. 313 (18) MHz (4. 06 ppm). (1V)

This result is in clear disagreement arith the Yale
results mentioned in the Introduction, viz.

dv(0) = 4463. 15 (06) MHz (13 ppm)

'Pressure
(Torr 0'C~

1.26 x10-
3.15x103
1.26 x 10'

634.7+4. 1
725. 0+4. 6
626.3+3.2

I:x'/&]" '

1.2
l. 06
l. 0

Worst
error
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TABLE V. Summary of errors in determination of Av(0).

Absolute
(kHz)

Relative

1(a)
1(b)

2(a)
2(b)

4(a)
4{Io)

5(a)
5(b)

10(a)

10(b)

Statistical error in v~ (1.26x10 Torr)
Statistical error in v~ (3.15x 103 Torr)

Pressure error in v~ (1.26x10 Torr)
Pressure error in v~ (3.15x10 Torr)

Systematic rf-power error in each v~

Final error in v& (1.26x104 Torr)
Final error in v~ (3, 15x103 Torr)

Error in extrapolation to v~(0)
5(a) converted to &v(0}

Uncertainty in conversion from v~(0) to 2 v(0)
(a) 13 ppmdue to uncertainty in g~/g,(b) 4 ppm

Correction of bv for known departure from
correct "magic" field value, ~=36 G

Uncertainty in field correction

Total error in &v(0) when determined without
external knowledge of (linear) pressure
shift, i. e. , vector sum of 5(b), 6(b), and 8

Error in linear extrapolation to v~(0) from
v~(3. 15x103 Torr) only, using "atomic" FPS
10(a) converted to error in ~v(0)

Total error in hv(0) when determined using
external (atomic) value of pressure shift,
i.e. , vector sum of 6(b), 8, and 10(b)

2, 5

4. 5

2. 5
1, 0

1.0

7. 8
18.1

(a)

(b) 1.4

0. 3

18.16

5. 8
13,5

13, 6

1.3
2. 34

1.30
0.52

0.52

4. 06
4, 06

0. 7

0.07

4. 07

3.02
3.02

3.04

reported' for atomic H in Ar. The pressure shifts
of 4v for H, D, and T are accurately known' from
experiment and supply no evidence for an isotope
effect; there are also no theoretical reasons to
expect one. '

Both discrepancies tend to confirm the suspicion
that the pressure shift is not purely linear over
large ranges of pressure„but includes at least a
quadratic term, viz.

ap(p)= bv(0) (1+ap+bp + ~ ~ ) . (18)

The Yale Ar data in question, ' taken at much higher
pressures (~ 80 atm) than those presented here
(~ 18 atm), should be more affected by the quad-
ratic term than ours. With b positive, a linear fit
would falsify the value of both 4v and the FPS co-
efficient, in the sense of a reduction. '

To further test the idea of a nonlinear pressure
shift, a fit of the available data was made to Eq.
(18) with the important proviso that the linear co-
efficients a were constrained to their hydrogen
values" "

a„,= —4. 78x10 /Torr,

aK, = —10.4x10 /Torr .

44634

|Ar YQ

X — Fr S(-5.27-0.40) i0-s
44625—

(Ar,Y)

~FPS =(-4.78+Q.O3) lO'—

{Ar,Y)

4462.0—
0 io 20 30

Density in iO Torr at O'C
50

FIG. 16. Linear extrapolation of Chicago argon
(Ar, Ch) data to vacuum. Yale results in Ar and Kr are
labeled (Ar, Y) and (Kr, Y). The points at zero density
are extrapolated intercepts. This graph differs slightly
from Fig. 3 of Ref. 14 in that {a) a later (B,ef. 5) Yale
Kr intercept is plotted rather than that of Ref. 4; (b)
the data and curve were replotted.

In other words, the fit was for two parameters:
the intercept and the quadratic coefficient.

The Yale Ar data used in this fit were ta.ken from



EHRLICH e t al.

TABI E VI. Final values.

Chicago linear values

TDC fit

v(0) =1922.7569 (78) MHz
FPS= —f5. 27 (40)]'x 10 9/Torr

Ev(0) =4463. 313 (18)

Lorentzian fit

v(0) = 1922.758 (11)
FPS = —f5. 28 (60)]10 9/Torr

University of Chicago
(TDC)

Fits to 4v(p) = 4v(0) [1+gP+bP J with "g" constrained to atomic
value (= —[4. 78(3)I x 10 /Torr in Ar; [-10.4(2) I x 10 /Torr in Kr].

v(0) =4463. 305 {14) MHz b = -3.95 {330)x 10 ~4

Graphed
Yale
Ar

Combined
Yale/University of
Chicago Ar

Simulated
Yale Kr

v(0) =4463. 288 (22)

v(0) =4463.288 (8)

v(O) =4463. 279 (12)

b =+8.5 (4. 2) x10 '~

b =+8.3 (2. 8) x 10 5

b =+7.3 (2. 0) x10"i5

the graph in Ref. 4 and are, of course, an approx-
imation to the exact value. The Yale Kr points
were simulated over their pressure range using
the values 4vK, and aK, presented in Ref. 5.

The results and statistical errors of this fit are
presented. in Table VI. The errors resulting from
the uncertainty in a„,and a„, (about 10. 5 kHz for
Kr and about 2. 2 kHz for Ar) are not included.
Vfhile the exact values and errors must await the
publication of the Yale data, the following results
seem sufficiently dramatic as to be unaffected by
detailed data differences. (a) The quadratic co-
efficient is compatible with zero in the Chicago
data, indicating that indeed we were operating at a
sufficiently low pressure to justify a linear extrap-
olation. (b) The intercepts of the Yale Ar and Kr
data are in reasonable statistical agreement and
the Yale data, even in their simulated form, seem
to imply a quadratic coefficient with significant ac-
curacy. Surprisingly, it seems that this quadratic
coefficient is the same for both gases.

%ith this interpretation on the high-pressure
data, all current (available before April, 1971)
data on the muonium hyperfine structure frequency
are in reasonable agreement.

The ratio of (17) with the hydrogen hyperfine
splitting '

ance is made in (19) for the proton polarizability.
With (17) and hv(Pe) = 1420. 40575 MHz, ' (19) yields

p, ,/p ~= 3. 183331 (13)

in good agreement with a later determination in
this laboratorya [p, ,/p~= 3.183337 (13)]and with

I I I I I

PI 6

3.18333

av(pe) g„1+m, /m~)a
ap(pe) )J,~ 1+m, /m J (19)

I I I I I I I I

~$7,28 g9 4463 3P QI 32,33 34 hv(old)

will yield a value of p„/p~ for comparison with
other experiments. Here 5, (179 —5 ppm) and 5~

(35 ppm) represent the relativistic recoil and fi-
nite-size corrections; various other electrodynamic
corrections, identical for the two atoms, cancel
in the ratio to the first order. Note that no allow-

FIG. 17. Values of 0. are presented for given values
of p~/p, and M. The scale Av(corr} includes the Fulton-
Owen-Bepko correction (Ref. 7), while M(old) does not.
Note that the Av value from this experiment with p /p~
from Ref. S determines a value of o ~ in good agreement
with the recommended TPL value. The graphed point is
plotted using the Av(corr) scale.
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that of Ref. 16 [p,/p, ~= 3. 183 347 (9)]. Equation
(16) and either of these values of p, „/g~ allow a de-
termination of n. The University of Chicago p, ,/g~
value yields + '= 137.03595, while the Seattle-LRL
value gives n '=137.03617. As may be seen from
Fig. 17, both these values are in good agreement
with the "official" n ' without quantum electro-
dynamics, which is n„@an ——137.03608 (26).

Note also that, using the best value of p. „/p~
available at the conclusion of this experiment i. e.,
3. 18338 (4), the error bar this value would
have included the upper three quarters of Fig. 17.
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