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Measurements of the yields of K x rays from Cl, Ca, Ti, Ni, and Cu targets and L x rays
from Sn and Au targets produced by bombardment with & particles and deuterons of identical

velocities have been performed at energies from 2.9 to 20 MeV/amu.

The ratios of K x-ray

yields for the Cl, Ca, Ti, Ni, and Cu targets all show substantial deviations from the ratios
expected on the basis of the theoretically predicted z? dependence of the Born-approximation

and binary-encounter descriptions.

The deviations exhibit a “crossover” behavior in which

the measured ratios are smaller than expected at low projectile velocities, rise above the
expected value at higher velocities, and finally decrease toward the expected value at the

highest velocities.

The relationship between these deviations and similar deviations in

stopping-power measurements has been investigated. Angular distributions of Ti K x rays and
Sn K and L x rays were also measured and found to be isotropic to an accuracy of about 2%.

I. INTRODUCTION

Much interest has been stimulated lately in atomic
inner-shell ionization produced by the passage of
high-energy heavy charged particles through mat-
ter. The characteristics of K X-ray emission re-
sulting from this process have been studied by
Bissinger et al.! using 2-28-MeV protons and by
Watson et al.? using 30-80-MeV « particles. The
data obtained in these two experiments are satis-
factorily accounted for by assuming the mechanism
for the creation of inner-shell vacancies to be the
ejection of electrons by direct scattering in the
Coulomb field of the approaching projectile. Both
the Born-approximation description presented by
Merzbacher and Lewis® and the classical binary-
encounter approach given by Garcia* reproduce the
experimental x-ray production cross sections to
within about 25% on the average. The experimental
cross sections, however, are systematically found
to fall below the theoretical excitation functions at
low velocities, cross them at intermediate veloci-
ties, and rise above them at high velocities.

Both the Born-approximation theory and the bina-
ry-encounter theory contain the simple prediction
that the ionization cross sections for two different
projectiles incident at the same velocity on the
same target are in the ratio of the square of the
projectile atomic numbers. The projectiles in the
above-mentioned experiments remain fully stripped
of electrons during their passage through matter,
and also the conditions for a plane-wave Born-ap-
proximation treatment of the process should be met
quite well. Although the data of these experiments
are in qualitative agreement with this prediction of
a z® dependence, it is desirable to test the z depen-
dence in this energy range more precisely than is
allowed by the accuracy of the absolute cross sec-
tions given in Refs. 1 and 2, which is about 10%.

|en

The main incentive for a detailed examination of the
projectile z dependence at energies greater than
approximately 2 MeV/amu stems from the fact that
very large deviations from a z% dependence have
been observed at lower velocities®® and for heavy
ions” where the conditions of fully stripped projec-
tiles and applicability of the plane-wave Born ap-
proximation are not well met.

Measurements designed to check the z dependence
at high velocities to an accuracy of less than 2%
have recently been carried out.®? In these experi-
ments comparisons were made of the yields of x
rays produced by beams of 2H* and *He** selected
by magnetic analysis sothat the velocities incident
on the target differed by only 0. 640%, which is the
difference in charge-to-mass ratio for the two
projectiles. The results of this study showed the
occurrence of significant deviations from a z?
dependence for K x rays from Ti and Cu in the
vicinity of 6.25 MeV/amu. In the present paper,
we discuss the details of these experiments and
report a considerable extension of the previous
work both in projectile energy and in target atomic
number.

II. EXPERIMENTAL METHODS

A. “Absolute” Measurements

Details of the beam transport system and target
chamber used in the first type of measurements are
shown in Fig. 1. We refer to these as “absolute”
measurements since provision was made for direct-
ly counting the number of beam particles incident
on the target. This task was accomplished with a
plastic scintillator-photomultiplier system located
downstream from the target in the direct path of the
beam. The scintillators were 2. 2-cm-diam cylin-
ders of NE102, with thicknesses ranging from 0.4
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to 1.3 cm and were located at distances varying
from 9 to 15 cm with respect to the target. The
photomultiplier used was an RCA 8575.

a-particle and deuteron beams having energies
of 2.9, 4.5, 6.25, 7.0, 7.5, 12.5, and 20 MeV/amu
were furnished by the Texas A&M variable-energy
cyclotron. The targets, which were inclined at
45° with respect to the beam direction, were self-
supporting metallic foils of Cu (6. 35 mg/cm?), Ni
(3.60 mg/cm?), Ti (4.36 mg/cm?), and Au (14.7
mg/cm?). (All target and target backing thick-
nesses referred to in this paper are effective
thicknesses, which take into account the target
inclination angle. )

X rays produced at the target by the a-particle
or deuteron beams were detected in a Si(Li) spec-
trometer located at 90° with respect to the beam
direction. During the course of these measure-
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FIG. 1. Diagram of the beam trans-
port system and target-chamber con-
figuration.
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ments, several spectrometers were used, all
having sensitive areas of about 1 cm? but with
target-spectrometer distances varying between
3.0 and 5.2 cm.

The electronic system used is shown in Fig. 2.
Pulses from the scintillator, in order to be ac-
ceptable, had to fall in a narrow pulse-height
range imposed by a fast differential discriminator.
Pulses from the x-ray spectrometer were passed
through the linear gate into a multichannel analyzer
only when they were in time coincidence with an
acceptable pulse from the scintillator. The se-
lected scintillator pulses were also separately
scaled to give the number of beam particles in-
cident on the target. Significant features of the
system are that beam contamination (discussed
below) is prevented and x-ray events produced
by beam particles that have been energy-degraded
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FIG. 3. Sample Ti K x-ray spectra obtained in the
“absolute” measurements with (a) 30-MeV « particles
and (b) 15-MeV deuterons.

due to slit edge scattering are eliminated, in
addition to random background events. Sample

K x-ray spectra resulting from the a particle

and deuteron bombardments are shown in Fig. 3.
The backgrounds were so small that there was little
difficulty in extracting the number of counts in the
K, + Kz peak to an accuracy of at least 1%.

As indicated in the Introduction, the goal of the
experiment was to measure the ratio of x rays
produced by two nuclear projectiles having identical
velocities but different nuclear charges. The choice
of o particles and deuterons was based on the sim-
plicity which it introduces into the measurement.
Since the charge-to-mass ratio of these two nuclei
differs by only 0. 64%, their cyclotron resonance
frequencies differ by the same amount if the mag-
netic field of the cyclotron remains unchanged.
Furthermore, since the energy-analyzing and beam-
focusing elements external to the cyclotron are
magnetic devices, it is particularly simple to
switch from one beam to another. Once the cyclo-
tron and beam transport system are adjusted to
produce a focused beam of one type at the target,
all that is required is to change the ion source gas
and shift the cyclotron rf by 0.64%. The two beam
spots (as observed on a ZnS viewer) were indistin-

PROJECTIVE z DEPENDENCE OF K X-RAY, .,

1775

guishable from one another.

While the cyclotron resonances for o particles
and deuterons are well resolved, their separation
is not so large as to rule out a priori the possibility
of a small contamination of one beam by the other.
However, since the scintillator pulse heights pro-
duced by @ particles and deuterons of the same
velocity are not identical, the pulse-height require-
ments imposed by the fast differential discriminator
effectively eliminated any such source of error in
the absolute measurements. In addition, searches
carried out at 6.25, 7.0, and 12.5 MeV/amu with
a solid-state particle spectrometer placed in the
path of the direct beam showed any contamination
of one beam by the other to be less than 1 in 10%,
This null result was of importance for the “relative”
measurements described in Sec. IIB, since those
measurements did not discriminate against beam
contamination.

Previous experience with the Texas A&M cyclo-
tron has shown that H," is a frequent contaminant
when beams of similar charge/mass ratio are
being accelerated. (The cyclotron resonance of
H," cannot be resolved from that of deuterons.) To
eliminate this problem all measurements described
in this paper were performed with a 200- ug/cm?
Al foil placed over the analyzing magnet entrance
slit to remove (by breakup) any H," ions in the
beam.

The result of an absolute measurement on a
given target x was expressed in terms of the quan-
tity

A(%) = Ny (x)/[4N, ()], @

where N, and N, are the measured number of x
rays per a particle and deuteron, respectively.

B. ‘“‘Relative” Measurements

The results which were obtained with Cu, Ni, and
Ti targets indicated the desirability of extending
the measurements to targets of smaller atomic
number. Because of the rapid decrease of the x-
ray detection efficiency with decreasing x-ray en-
ergy (due to absorption in the two 0. 025-cm-thick
Be windows) and the resulting decrease in counting
rate, the previous absolute measurement technique
did not seem well suited to lighter elements.
Instead, a different method was used which measured
a-induced to deuteron-induced x-ray ratios for a
given target velative to the corresponding ratio for
Ni. For these measurements the target chamber
was modified by removal of the plastic scintillator
and extension of the beam line to a shielded beam
stop 2.35 m distant from the target. X rays from
the target were detected as before but with a higher
resolution spectrometer (~350 eV) of active area
30 mm? operated in a simple singles mode. In ad-
dition to the main target, a monitor Ni foil (0.13



1776 LEWIS,
- —
L (a) ALPHA PARTICLES
104 .
C ]
10° - =
102l -
{ 3
y ]
2io'l .
z 3
< 3
3 L L 11
4 -
5 r (b) DEUTERONS
o
© 104=— 3
3
107 & E
E
]
102 E
o' -
E
I
100 200 300 400

CHANNEL NUMBER

FIG. 4. Sample Ni K x-ray spectra obtained in the
“relative” measurements with (a) 30-MeV « particles
and (b) 15-MeV deuterons.

mg/cm?) was placed in the path of the beam 46-cm
upstream. The target-monitor foil separation was
small enough so that acceptable beam spots could
be obtained simultaneously at both locations.
produced at the monitor foil were detected and re-
corded by a second x-ray spectrometer and pulse-
height analysis system, also operated in singles
mode. For measurements obtained under these
conditions, the x-ray counting rates were no longer
limited by the plastic scintillator, so that the beam
levels could be raised and the target-spectrometer
distances could be correspondingly increased to
about 12 times what they had been during the abso-
lute measurements. This, of course had the bene-
ficial effect of decreasing the sensitivity of the
spectrometers’ solid angles to small differences
between the foci and the a-particle and deuteron
beam spots.

The new elements which were bombarded in these
relative measurements were Ca in the form of
CaF, (4.7 mg/cm? on a 9.7-mg/cm? Al backing,
and 0. 38 mg/cm? on a 2.4-mg/cm? Al backing),
Clin the form of NaCl (0. 22 mg/cm? on a 0. 75-
mg/cm? Mylar backing), and Sn (0.16 mg/cm? on
a 0. 75-mg/cm? Mylar backing). In addition, Ti
(4. 36 and 0. 25 mg/cm? was also bombarded to

X rays
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provide a consistency check of the absolute Ti and
Ni measurements. Sample x-ray spectra are
shown in Fig. 4. One notices the higher back-
grounds compared with those of Fig. 3, which were
obtained in the coincidence experiments.

The value for relative measurements R(x) on a
given target x was calculated from the expression

R(x)=N,(x) N,(Ni)/[N,(x) N,(Ni)], (2)

where N;(x) and N,;(Ni) refer to the number of x rays
detected simultaneously by the main and monitor
spectrometers, respectively, under bombardment
by projectiles of type j. A relative measurement
is, in principle, related to a corresponding abso-
lute measurement by the equation

R(x)=A(x)/A(Ni), (3)
where A is defined as in Eq. (1).
C. Angular-Distribution Measurenents

To assist in the interpretation of the x-ray ratio
measurements, an experiment was performed to
measure the angular distribution of characteristic
x rays induced by a-particle and deuteron bom-
bardments. A cylindrical 28-cm-diam target
chamber was employed and x rays originating at
the target located in the center of the chamber
emerged through a 0. 6-cm-wide horizontal slot
cut into one of the chamber’s circular sides. To
maintain the chamber’s vacuum, a 1-mil Mylar
foil covered the slot. The Mylar foil in its
stretched condition was sufficiently uniform that
differential attenuation effects on the x rays were
negligible.

The x rays were detected with an x-ray spec-
trometer collimated toa sensitive area of 8 mm
and placed 16.5 cm from the target. The beam
intensity was monitored by means of a second
spectrometer whose position was left fixed at 90°.
The angular distribution measurements used a-
particle and deuteron beams having energies of
6. 25 MeV/amu incident on targets of Ti (4.36
mg/cm?) and Sn (3. 89 mg/cm? on 2.4 mg/cm? Al).

2

1II. DATA ANALYSIS

The number of x rays detected in each mea-
surement was determined by integrating the area
under the x-ray photopeak and subtracting an
appropriate linear background. From these num-
bers, the preliminary absolute and relative ratios
were calculated using Eqs. (1) and (2).

The projectiles striking the target are selected
by magnetic analysis and hence they possess the
same magnetic rigidity, but because of nuclear
binding effects, the a-particle velocity is 0. 64%
greater than the corresponding deuteron velocity.
What first appears: to be a minor problem in the
experimental technique can, in fact, be turned to
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advantage because a-particles lose velocity twice
as fast as deuterons. Thus the larger initial a-
particle velocity can lead to more nearly equal
average velocities within the target than would
otherwise be the case. In any event, the effect on
the x-ray ratios of unequal average velocities can
be corrected for by using either experimental ex-
citation functions for a-particles? or protons, ! or
theoretical excitation functions provided by the
plane-wave Born-approximation theory® and the
binary-encounter model.* These functions are suf-
ficiently accurate for this purpose since the re-
sulting corrections to the measured a-particle-
to-deuteron x-ray ratios are quite small. The
largest correction was an increase of 2.6% for
the 2.9 MeV/amu relative measurement on Ca,
and typically the correction was less than 1%. All
absolute and relative measurements were cor-
rected for this effect.

Correction of the ratios for multiple scattering,
which causes the total path length for a projectile
to be longer than the simple geometrical thickness
of the target, was unnecessary because this effect
is nearly identical for particles of the same charge-
to-mass ratio and velocity.

Dead-time loss corrections are of potential im-
portance only for the absolute measurements in
connection with the scintillator counting rate. For
the rates which were used (typically 50 000/sec),
dead-time losses were less than 1%, and their
effect on the measured x-ray ratio was virtually
eliminated by keeping the scintillator counting rates
as nearly equal as possible for both halves of a
ratio measurement.

The last type of correction to which attention
was given concerns secondary effects arising from
finite target thickness. In addition to x-rays re-
sulting from vacancies due directly to the incident
nuclear projectiles, vacancies can also be created
by stopping electrons (6 rays) and bremsstrahlung
which, in turn, are produced by the projectiles.

In the limit of infinitely thin targets this secondary
contribution becomes negligible in comparison with
the direct contribution whose measurement was the
objective of this study. The targets used were

not particularly thin, however, and so considera-
tion of this effect was warranted.

Even though secondary processes may contribute
appreciably to the total x-ray production cross sec-
tion, their effect on the a-to-deuteron x-ray ratio
is expected to be much smaller. This is due to the
fact that the stopping electron and bremsstrahlung
cross sections have a theoretical dependence on the
charge and velocity of the projectile which is the
same as that of the primary cross section.

The effect of secondary x-ray production on the
measured x-ray ratios may be examined by rede-
fining the measured x-ray ratio [Eq. (1)] in terms
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of x-ray emission cross sections:
T
0 0y + 0
A== _-Ze" e
40,d’I' 4(Ud + Gd) ’ (4)

where o”, 0, and b are, respectively, total, pri-
mary, and secondary cross sections for x-ray pro-
duction by o particles and deuterons. The primary
x-ray ratio is given by

T=0,/40, . (5)

If it is assumed that 6, =40,, then the fractional
difference between the primary ratio and the mea-
sured ratio may be expressed as

T_A _ (Ga/czx)(A - 1) (6)
A T 1-(5,/0,)A-1)"

The production of K x rays by secondary pro-
cesses has previously been considered by Jarvis
et al.’ in connection with measurements of x-ray
production by 160-MeV protons. These authors
point out that above a certain target thickness the
effective cross section for x-rays produced by
secondary processes shows a saturation effect in
the sense that it remains constant with further in-
crease in target thickness. Thus, in the regime
referred to by Jarvis as “infinite thickness,” the
ratio of the secondary to primary x-ray production
cross sectionsis alsoindependent of thickness. Most
of the targets used in the present study qualify as
“infinitely thick” so that the formula for this case
can be applied. Table I shows a sample of total
and secondary K x-ray cross sections for o par-
ticles incident on two of the targets used in these
experiments. The values for the total cross sec-
tions were obtained from a “universal” curve of
the type suggested by Garcia, !° but constructed
from the experimental data of Ref. 2 rather than
from the theoretically calculated values given in
Ref. 4 and the values for the secondary cross
sections were calculated using the formulation of
Jarvis et al.®

The largest calculated effect of secondary pro-
cesses in the present work occurs where the mea-

TABLE I. Total and secondary K x-ray cross
sections for a particles.
Energy S ga®
Element MeV) (®) (®) sa/caT
cl 12 109 3.56x10°  3.16x10°°
25 293 4.89x10°  6.37x107
30 322 4.78x10°  7.22x107
40 350  4.04x10°  9.48x107
Ti 12 4 1.41x10°  2.84x107°
25 92 2.98x10°  3.19x1073
30 118 3.29x10°  3.72x107?
40 155  3.56x10°  4.55x1072
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sured ratios are the largest, i.e., for Cl in the
vicinity of 5 MeV/amu (E,=20 MeV). From Eq. (6),
the fractional difference between the primary and
measured ratios for this case was found to be
1.4x102 which is less than the experimental er-
ror. Thus, unless the actual dependence of the
secondary cross section is grossly different from
theory, secondary x rays have little effect on the
measured ratio.

The following experiment was performed to check
this conclusion: Two 2. 54-cm-diam Ti foils (8. 57
mg/cm?) were positioned at 60° with respect to
each other and aligned to intercept the charged
particle beam as shown in Fig. 5. A 6.4-mm-
diam hole in the center of the second Ti foil al-
lowed the beam to pass through without inter-
acting. Directly behind this foil was located a
104-pg/cm Ni foil to act as a monitor of the beam
intensity. With a 3. 2-mm-thick Al plate positioned
so as to shield the x-ray detector from x rays
emitted from the first Ti foil, the spectrum of x
rays emitted during bombardment with 6. 25-MeV/
amu a particles was recorded. This measurement
gave the number of Ti K x rays generated in the
second foil by stopping electrons and bremsstrah-
lung produced in the first foil, relative to the num-
ber of Ni K x rays produced in the monitor foil
by a particles. The Al shield was then removed
and the number of Ti K x rays produced in the
first foil by the a-particle beam was measured
relative to the number of Ni K x rays produced in
the monitor foil. Finally, the first Ti foil was re-
moved and the number of Ti K x rays produced in
the second Ti foil was measured relative to the
number of Ni K x rays produced in the monitor
foil. This information was used to correct the
preceding measurements for Ti K x-ray produc-
tion in the second Ti foil by o particles hitting near
the edge of the hole. This entire set of measure-
ments was then repeated using a beam of 6. 25-

AL SHELD

o
BEAM ; \
i Ni MONITOR FOIL
Z 2nd Ti FOIL (WITH 6.4-mm HOLE)

Ist Ti FOIL
FIG. 5. Schematic diagram of the experimental arrange-

ment used for the measurement of x-ray production by
secondary processes.
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MeV/amu deuterons. From the results of this
experiment, it was estimated that the fractional
difference between the primary and measured x-
ray ratios for this case is less than 3x 1073, The
value calculated from Eq. (6) using the cross sec-
tions in Table I is 2.3x107.

In summary, we feel that all effects which could
have an important influence on the measured values
of the x-ray ratios have been considered, and that
the deviations we have observed are not due to
instrumental effects or deficiencies in experimental
technique.

IV. RESULTS
A. X-Ray Yield Ratios

The principal results of this investigation,
namely, the absolute measurements A(x)=N,(x)/
[4N,(x)], and the relative measurements A(x)=
R(x)A(Ni) for each target x, are given in Table II.
The errors listed for the absolute measurements
represent standard deviations and include only
counting statistics. The main contribution to the
standard deviation errors given for the relative
measurements were from uncertainties in back-
ground subtraction, since statistical errors were
generally negligible. The entries in Table II
include a smaller set of data published previously.

In order to obtain the best values at each energy
for the Ti and Ni x-ray ratios, the absolute and
relative measurements were combined by the fol-
lowing least-squares technique. Let A4;(Ti),
A,(Ni), and R,(Ti) be representative values of
absolute Ti, absolute Ni, and relative Ti measure-
ments, respectively, all obtained at the same
bombarding energy. Let A(Ti) and 4 (Ni) be the
best values for the ratios for both targets. By the
theory of least squares, the best values should
minimize the expression

2w [A(Ti) = A(Ti)]%+ 20w, [ A (Ni) - A(Ni)]?

8

+20, W[ R (Ti) A(Ni) - A(Ti)]? .

The weights ware given by the inverse squares of
the errors of the measurements. Applying the
usual minimization procedure to this expression
yields simple equations for each 4 in terms of
the absolute and relative measurements. This
procedure was used at each bombarding energy
to obtain both A values as a function of energy.
Since the elements Cu and Ni have atomic num-
bers which differ by only one unit, and since no
significant difference could be seen in a compari-
son of the measurements for the two targets, it
was decided to combine the Cu and Ni data for the
least-squares fits.

The results of the fits are shown in Figs. 6 and
7, where smooth curves have been drawn through
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FIG. 6. “Absolute” x-ray ratios A(x) for Ni and Cu as
a function of projectile energy. The smooth curve has
been drawn through the least-squares value at each of
the energies measured.

the set of A values for Cu + Ni, and the set for

Ti. The data from Table II have also been plotted
on these figures for comparison. The relative Ti
data have, of course, been transformed to equiva-
lent absolute values by making use of the smooth
curve for Ni in Fig. 6. We estimate that any
point on the curves in Fig. 6 and 7 is accurate

to 1.5%.

Corresponding results for Ca and Cl are shown
in Fig. 8. The data are all relative measure-
ments, so that the equivalent absolute values plot-
ted in the figure are based on the Ni curve of
Fig. 6. The few measurements of L x-ray ratios
for Au and Sn targets listed in Table II are con-
sistent with the z? prediction within experimental
error.

B. Angular Distributions

The angular distributions of K x rays produced
by 6.25-MeV/amu o particles and deuterons inci-
dent on Ti are shown in Fig. 9. The results have
been corrected for x-ray absorption in the target
by the method described in Ref. 2 using mass

absorption coefficients from Ref. 11. The x-ray
T — T T T T Trr* T
@ absolute
LIS} * O relative B
110
Oq
4f:al,05
100
095
090} 1
0 5 15 20

10
MeV/amu

FIG. 7 “Absolute” x-ray ratios A(x) for Ti as a func-
tion of projectile energy. The smooth curve has been
drawn through the least-squares value at each of the
energies measured.

X-ray yield ratios A(x) determined from the “absolute” and “relative’” measurements. All values have been corrected for the velocity difference

TABLE II.

discussed in Sec. III.
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FIG. 8. “Absolute” x-ray ratios A(x) for Cl and Ca vs

projectile energy as derived from the “relative” ratios
R(x) and the least-squares curve for Ni.

yields have been arbitrarily normalized to unity
at 90°. The mean deviation from isotropy is1.1%
for the a-particle measurements and 1, 0% for the
deuteron measurements.

In Fig. 10 is shown the angular distribution
results for 6. 25-MeV/amu « particles and deuterons
incident on Sn. The x-ray spectrometer resolution
made it possible to obtain separate angular dis-
tributions for Ka, KB, and Lx rays. Again, each
distribution has been normalized to unity at 90°,
and target absorption corrections have been ap-
plied. The mean deviation from isotropy of the
Sn Ko, KB, and L x rays was 2.1%, 3.6%, and
1. 5% for the a-particle measurements and 1. 7%,
2.5%, and 1. 6% for the deuteron measurements,
respectively.

It has been long been assumed that the charged
particle induced emission of characteristic x rays
is isotropic. A simple theoretical explanation can
be constructed for the case of K emission on the
basis of an angular momentum argument.® The
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FIG. 9. Angular distribution of Ti K x rays produced

by 6.25-MeV/amu @ particles and deuterons.
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only previous experimental evidence known to us
for the correctness of this assumption is a 2% mea-
surement of L x rays from Au induced by protons,!?
and 1. 4% measurements of K x rays from Cu and

In induced by 300- and 500-MeV electrons.'® The
present measurements provide additional experi-
mental verification of the isotropy assumption.
They also serve to remove an element of uncer-
tainty regarding the interpretation of the ratio
measurements. That is, the assumption of isotropy
does seem to be confirmed so that a ratio mea-
surement performed at 90° presumably gives the
same value as the ratio of total x-ray yields.

V. DISCUSSION

A. Comparison With Previous Measurements

The general features of the data shown in Figs.
6-8 can be summarized as follows. The a-in-
duced- to -deuteron-induced K x-ray ratios show
substantial deviations from the theoretical z% pre-
diction for all targets measured between Cl and
Cu. All targets exhibit a “crossover” behavior
in which the measured ratio is smaller than ex-
pected at low projectile velocities, rises above
the expected value at higher velocities, andfinally de-
creases toward the expected value at the highest veloci-
ties. The velocity for which the crossover occurs is
larger for higher target atomic numbers. And
finally, the magnitude of the maximum deviation
above the crossover point decreases monotonically
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FIG. 10. Angular distribution of Sn (a) Ka x rays, (b)

KB x rays, and (¢) L x rays produced by 6. 25-MeV/amu
@ particles and deuterons.
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TABLE III. Experimental and theoretical values for
the crossover point velocities.

Experiment Theory
Target MeV/amu) (MeV/amu)
13A1 0.5:t0.1a 0.51
17C1 2.9+0,5° 0.99
20Ca 2.7+0.6° 1.40
99Tl 4,4£0.4° 1.75
2gNi 4,4%0.5° 3.00
2gNi 3.7+0.62 3.00

2Reference 14, The errors given are based on the
stated error of + 2% for the ratio measurements.
b present work.

with increasing target atomic number.

These measurements are closely related to mea-
surements of the same type performed by Basbas
et al.'* on Al and Ni targets for a projectile veloc-
ity range which overlaps that of the present mea-
surements. The latter data exhibit all the general
features of our measurements and, in particular,
the results for Ni, which was studied in both
experiments, are in good agreement. Thus taken
together the two experiments show a systematic
behavior in the a-to-deuteron x-ray production
ratio over a range of elements between Al and Cu.

The New York University group gives an outline
of a theory®!* which attempts to make these re-
sults understandable. Expressed very briefly, two
different effects are assumed to be dominant for
velocities below and above the crossover point.

In very slow collisions the reduction in cross sec-
tion is attributed to an increase in the effective
binding charge seen by the K electrons from Z to
(Z + z), where Z is the target atomic number and
z is the projectile atomic number. In faster col-
lisions, polarization of the K-shell orbit by the pro-
jectile is assumed, and an increase in the ratio

is calculated.

In comparing the measurements with this theory,
one can first note that the magnitude of the devia-
tion above the crossover point is predicted to be
inversely proportional to the target atomic num-
ber. The data show that the size of the effect does
decrease between Cl and Cu but the case of Al is
a striking exception to this trend; the maximum
deviation observed for Al is about 10% compared
with about 25% for Cl. It would clearly be helpful
to have some experimental information for ele-
ments between these two.

A second comparison concerns the variation of
the crossover point with target type. The simple
prediction is that it should occur at a projectile
velocity V; which satisfies the condition

Vy/V,=1/(2Z2R),

where V, is the Bohr velocity of the K electron,
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I is the binding energy of the electron, Z, is the
effective screened atomic number of the target, and
R is the Rydberg constant 13,6 eV. Table III

gives the comparison between experimental and
predicted crossover points. It is apparent that
significant differences from the prediction of this
theory are observed.

B. Relationship to Stopping Power Measurements

Since electron excitation and ionization processes
are the principal means by which charged particles
lose energy in traversing matter, measurements of
the yields of x rays resulting from these processes
can provide information on the general theory of
energy loss or stopping power. The most familiar
result in this field is the Bethe stopping power
formula :

-dE _4mez’N
dx ~ mV?

B,
where ze is the charge of the projectile, V is its
velocity, m is the electron mass, and N is the num-
ber of target atoms/cm®. B is the stopping number
and depends only on V and the target material.
This result is based on the plane-wave Born ap-
proximation and contains within it a dependence on
z and V which is analogous to the situation for
x-ray production; the ratio of energy losses for two
charged particles moving at the same velocity
through the same medium is equal to the ratio of
the squares of their nuclear charges. While the
Bethe formula has been found to give a very good
representation of an extensive body of experimen-
tal data, small discrepancies are known. For ex-
ample, recent precise measurements by Andersen
et al.*® of the relative energy loss of hydrogen com-
pared with helium projectiles in Al and Ta show
the helium energy losses to be on the order of 1%
greater than the factor of 4 predicted by the Bethe
formula. Since this is reminiscent of the present
x-ray yield deviations, it is of interest to seek a
simple relationship between these two fypes of
results.

This can be approached by expressing the stop-
ping number B as a sum of terms B;, where
each B; represents the contribution to B from the
ith atomic shell. B; is given by the equation

Y AL
B ()

where do;/dE is the (energy) differential cross
section for transfer of an amount of energy E from
the projectile to an electron in the ith shell, and
the integral is over all possible energy transfers.
In contrast, the quantity which is most closely
related to the present x-ray measurements is the
total ionization cross section for the ith shell,
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From this comparison one sees that in order to
establish a connection between the 2 2 deviations ob-
served in the x-ray and energy loss measurements
one must know how the differential cross section
deviates from the expected 22 dependence as a func-
tion of energy transfer. Proceeding on the simple
assumption that any such deviation is independent
of energy transfer, it immediately follows that if

a measurement of the K-shell total ionization cross
section shows a 2z deviation, then the same kind of
deviation should appear in an energy-loss mea-
surement, but reduced by approximately the factor
B,/B. In summary, if the x-ray yield deviations
do directly reflect deviations in the corresponding
ionization cross sections, then a direct comparison
can be made between the energy-loss deviations of
Andersen and the x-ray yield deviations observed
in the present work and that of Basbas ef al

after applying the scaling factor B,/B.

The most direct comparison can be made for Al,
using the K x-ray measurements of Basbas et al.
Figure 11 shows both Andersen’ s data and a smooth
curve representing the x-ray yield deviations after
multiplication by B,/B. The values for B, were
those computed by Walske, ¢ and the B values were
obtained from the expression'?

B=Z In(2mV?/I),

whose accuracy is adequate for our purpose. Here
Z is the target atomic number (13) and I is its aver-
age ionization potential (165 eV). In general, the
two types of measurements do not agree, except at
the highest energies. A possible explanation for

the difference at lower energies might be associated
with the existence of a z% deviation in the ionization
cross section for the L shell. Even though there
has been no experimental data to test this assump-
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tion, one can argue as follows: The K x-ray mea-
surements on a variety of targets show zZ devia-
tions which persist up to projectile velocities which
are comparable with the velocity of the bound K
electron, and then diminish to zero at larger pro-
jectile velocities. If a similar condition governs
the interaction with electrons in other atomic shells,
then any such z? deviations would occur at smaller
projectile energies than those for the K electrons.

A more limited comparison can also be made
using the present x-ray measurements. For ex-
ample, if we restrict our attention to measure-
ments at 6. 25 MeV/amu, for which the K x-ray
deviations tend to be nearly maximum, then the
products of the deviation times B, /B give values
in the range from 0.49% to 0.007% for Cl through
Cu. In contrast, from Andersen’s data on Al and
Ta, one might estimate that the energy-loss devia-
tions for elements between Cl and Cu would be
quite similar, about 0.5%. These differences
are qualitatively consistent with the explanation
presented above in that deviations in the L-shell
ionization cross sections would be expected to in-
crease as the L electron velocity approaches the
fixed projectile velocity i.e., as the target atomic
number increases).

In conclusion, some degree of consistency be-
tween the energy-loss and K x-ray yield deviations
can be perceived, but assumptions are required
which go beyond what is experimentally known at
this time.

C. Multiple-Ionization Considerations

If the fluorescence yield is independent of the
excitation mode of an atom (in particular, whether
by a-particle or deuteron bombardment), then the
a-induced to deuteron-induced x-ray ratio is the
same as the ionization cross-section ratio. Until
now, we have not considered effects on the fluores-
cence yield resulting from possible differing initial
states of excitation produced by the two projectiles.
There is an increasing amount of evidence which
demonstrates that the state of excitation is indeed
dependent upon the characteristics of the projectile.

" For example, the K x-ray spectra resulting from

nitrogen, 7 oxygen, *® and fission fragment® bom-

bardments of various targets show appreciable
differences when compared with corresponding
spectra induced by proton bombardments. These
differences include x-ray energy shifts, KB/Ka
intensity ratio variations, and satellite structure.
In many cases they can be quantitatively correlated
with vacancies in higher shells in addition to the

K shell, resulting from multiply ionizing collisions.
Since fluorescence yields depend on the degree of
ionization of the atom undergoing decay® one would
not, in general, expect identical fluorescence yields
for differing modes of production if multiple ioniza-
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tion is occurring.

McGuire and Mittleman® have performed an in-
structive calculation which investigates one possi-
bility for a fluorescence yield variation resulting
from a case of multiple ionization. As a trial
model, they assume the total K x-ray emission
rate includes contributions from both singly ion-
ized (one K- shell vacancy) and doubly ionized (one
K-shell and one L-shell vacancy) atomic states.
They further assume that the Auger and radiative
transition probabilities per electon are the same
for both cases, so that the calculation concentrates
solely on how average transition probabilities are
affected by having one less electron available as a
transition participant part of the time. Their re-
sult is that the average fluorescence yield F is
related to the value F° corresponding to the case
of only single K-shell ionization by

F=F°[1+F°)¢/6],

where £ is the ratio of the double-ionization to the
single-ionization total cross section. McGuire

and Mittleman have estimated ¢ for the bombarding
particles, energies, and targets used in the present
experiment by means of the classical Gryzinski
method. Their approximate result is that

£=602%/22,

where z and Z are atomic numbers of projectile
and target, respectively. One is thus led to a
non-negligible correction factor for the effect of
fluorescence yield variation which must be applied
to the experimental x-ray ratio in order to extract
the ionization cross-section ratio. The correction
factor gives a reduction in the x-ray yield ratio
which varies from 10% to 2% for target elements

1783

between C1 and Cu.

There is some slight additional evidence, how-
ever, which suggests that the previous expression
for ¢ overestimates the double-to-single ionization
ratio. Using the Hartree-Fock-Slater program of
Herman and Skillman® we calculate energy shifts
AE,~ 30eV and AE; ~69 eV for iron Ka and KB
x rays emitted from an ionic configuration (1s1)
(2p™!) compared with those associated with a single
K-shell vacancy. Thus, in x rays which are in-
duced by a-particle bombardment, one should ob-
serve a shift in the average x-ray energy of the
order of AE ¢/(1+¢), which is 7 and 16 eV for the
multiply ionized Ko and KB components, respec-
tively. The presence of additional vacancies would,
of course, further increase the observable shifts.
The experimental evidence® however is that no
shift or line broadening is observable with 30- and
70-MeV « particles within an uncertainty of +7
eV.

It is possible that some variations in fluorescence
yields may be affecting the present x-ray yield
measurements. However, this effect would not
appear to be the main cause of the observed devi-
ations.
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Previously published experimental data on single-electron stripping for over 100 different
neutral-neutral and almost 100 ion-neutral collision pairs are compared with Firsov’s sta-

tistical ionization model.

for many other collisions.

Reasonable agreement is found for a number of reactions, in par-
ticular for collisions between some rare-gas atoms.

However, marked disagreement exists

From a model assuming a single-step transition of the ionized

electron from the bound state into the continuum, a scaling law is developed semiempirically
which is found able to reduce a large majority of these published data to within a factor of
two of a general cross-section curve. Major disagreements with this model occur only in
cases which are particularly well described by the Firsov model.

I INTRODUCTION

Over the last 15 years, extensive experimental
data have been accumulated on ionization and strip-
ping in collisions of heavy atoms, molecules, and/or
ions. However, possibly with the exception of in-
ner-shell ionization, comparatively little under-
standing of these processes has developed. This
is particularly true for single-electron stripping
processes in collisions between heavy neutral
atoms. In spite of a long list of experimental re-
sults, ™% only very few theoretical calculations
of the corresponding cross sections have been pub-
lished so far. Good a priori calculations only exist
for the lightest collision partners H and/or He. If
heavier collision partners are involved, it is gen-
erally assumed that the ionization process proceeds
by means of a large number of crossings and pseudo-
crossings of the interatomic-potential curves through
which the electronic wave function “diffuses” during
the encounter., Then, ionization supposedly occurs
by auto-ionization from states above the ionization
threshold. Correspondingly, any theoretical treat-
ment appears to be necessarily statistical in nature.
So far, three independent approaches in this direc-
tion have been published by Mittleman and Wilets,*’
by Russek and co-workers*® and by Firsov.*® Of
these, only Firsov’s paper arrives at actual pred-
ications for total cross sections independent of un-
known phenomenological parameters. Since its
publication, Firsov’s formula has been compared
and found to agree reasonably well with a limited
set of experimental data, mostly involving collisions

of rare-gas particles, and therefore is relatively
widely quoted and accepted.

In this paper, a much wider range of experi-
mental results on the stripping of neutral-atom
and ion projectiles in collisions with neutral target
atoms is collected, involving many projectiles
from hydrogen to uranium and target gases ranging
from rare gases to some alkalies and some diatomic
gases. Comparing this set of data with Firsov’s
formula, a reasonable agreement of experimental
and theoretical cross-section values is found around
the maxima of the cross-section curves, However,
considerable disagreement is observed in many
cases where cross sections have been measured
at smaller velocities, with the experimental values
dropping much faster than predicted at the smaller
energies. The latter behavior seems to indicate
<hat, in these cases, the ionization process is
dominated by a single large-step transition of the
electron, from the ground state either directly into
the continuum or into a highly excited state, rather
than by a gradual statistical excitation.

To investigate this point, a scaling law, more
adequate for direct ground-state-to—continuum
transitions, is developed semiempirically with the
aim to reduce these cross sections to a general
functional dependence. The corresponding deriva-
tions are based on the assumption that the electron
transition occurs simply on account of the time-
dependent perturbation of the projectile by the
target atom or molecule. Because of a general
lack of detailed knowledge, in addition a number
of somewhat arbitrary assumptions are introduced



